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Abstract
A response to a recent critique by Cem Bozşahin of the theory of syntactic seman-
tics as it applies to Helen Keller, and some applications of the theory to the philoso-
phy of computer science.
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1  Introduction

In “How Helen Keller Used Syntactic Semantics to Escape from a Chinese Room”, 
I argued that “A computer can come to understand natural language the same way 
Helen Keller did: by using ‘syntactic semantics’—a theory of how syntax can suffice 
for semantics, i.e., how semantics for natural language can be provided by means 
of computational symbol manipulation” (Rapaport 2006, p. 381; see also Rapaport 
2011). By contrast, in “Computers Aren’t Syntax All the Way Down or Content All 
the Way Up”, Cem Bozşahin (2018, p. 544) argues “that computers cannot be syn-
tactic machines all the way down. They have to have non-syntactic primitives ... to 
be able to carry out their syntactic processing.” The present essay is a response to 
Bozşahin’s critique of my earlier essay, with some applications to the philosophy of 
computer science.
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2 � Syntactic Semantics

Briefly, the theory of syntactic semantics consists of three principles (Rapaport 
2018, §3):1

Internalism:	� Cognitive agents have direct access only to internal rep-
resentatives of external objects.

Syntacticism:	� It follows that words, their meanings, and semantic 
relations between them are all syntactic.

Recursive Understanding:	� Understanding is recursive: We understand one kind of 
thing semantically in terms of another that is already 
understood; the base case is to understand something in 
terms of itself, which is syntactic understanding.

Why does Syntacticism follow from Internalism? Let SYN be a non-empty set 
whose members have various (internal) properties and stand in various relations 
with each other. These properties and relations constitute the syntax of SYN. (SYN 
might be a formal system; in that case, its proof theory—its axioms and rules of 
inference—are part of its syntax.) To provide a semantic interpretation of SYN, we 
need another set, SEM, each of whose members, typically, will be a “meaning” of a 
corresponding member of SYN (and the syntax of SEM is its “ontology”). To pro-
vide the semantics of SYN in terms of SEM, we need relations between the members 
of SYN and the members of SEM. These semantic-interpretation relations, however, 
are neither part of SYN nor part of SEM; they “are external to both” (Rapaport 
2017b, p. 7). Hence, in order to talk about these relations, we must consider a new 
set, U = SYN ∪ SEM. The syntax of U includes: (1) all of the properties of, and 
relations among, the members of SYN, (2)  all of the properties of, and relations 
among, the members of SEM, and (3) the semantic relations between the members 
of SYN and the members of SEM. Thus, U’s syntax enables us to talk about SYN’s 
semantics (its semantics in terms of SEM). That is why semantics is syntactic.

3 � Helen Keller

In Rapaport (2006), I focused on Keller’s “well-house episode”, in which her 
teacher, Anne Sullivan, finger-spelled ‘w-a-t-e-r’ in one of Keller’s hands while 
water poured over her other hand. As Keller (1905, p. 36) tells it, “the mystery of 
language was revealed to me. I knew then that ‘w-a-t-e-r’ meant the wonderful cool 
something that was flowing over my hand.”

In commenting on Rapaport (2006), Bozşahin (2018, p. 563) writes:

1  See also Rapaport (1986), Rapaport (1988), Rapaport (1995), Rapaport (2000), Rapaport (2012) and 
Rapaport (2017b).
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How did Keller know that what Sullivan does to one hand when finger-
spelling what happened in the other one is semantics, but not syntax?

Suppose that Sullivan poured water over Keller’s left hand while finger-spelling 
‘w-a-t-e-r’ in her right hand (Keller 1905; Rapaport 2006,  p.  396). Bozşahin 
asks how Keller knew that Sullivan’s water in her left hand was semantics, not 
syntax—presumably, a semantic interpretation of the syntax located in her right 
hand.

His question has a false presupposition: The water was not semantics; it was syn-
tax! Actually, it would be better to put it this way: It was both semantics and syntax; 
indeed, it was syntactic semantics. Why? It was syntactic in the same way that the 
finger-spelled word ‘w-a-t-e-r’ was syntactic: Both were sensed by Keller in pre-
cisely the same way; both were represented in her brain by neuron firings that form 
the syntax of her “language of thought”. But it was semantic in the sense that it 
played the role of semantic interpretation of what was being finger-spelled in her 
right hand.

Immediately following the preceding passage, Bozşahin writes:

If she really were in a Chinese room, she could not have known that. This is 
because the conditions of the Chinese room experiment ... [are] such that only 
formal symbols are allowed to enter the room. (p. 563)

That is, if Keller had really been in a Chinese room, she could not have known that 
what was happening in her left hand was semantics and that what was happening 
in her right hand was syntax. Absolutely correct! For her, they are both syntax: As 
Bozşahin says, “only formal symbols are allowed to enter the room”. The difference 
is the role that each plays in her syntactic system. No water—no “wonderful cool” 
stuff—entered her “Chinese room”; only neuron firings representing water entered 
the “room”, as did neuron firings representing the finger-spelled ‘w-a-t-e-r’. The 
neuron firings are the formal symbols in this case.

Here is another way to put it: The word spelled into her right hand was a member 
of SYN. The water spilled onto her left hand was a member of SEM. More precisely, 
the neuron firings representing the word were a member of SYN; the neuron firings 
representing the water were a member of SEM. But Keller’s neural representations 
of both were members of U = SYN ∪ SEM.

4 � Causal Links

Bozşahin continues:

If Rapaport’s argument is that she was once in the Chinese Room, then Keller 
could only take formal symbols inside, even if we follow his assumption that 
being in a physical world is a causal link. (p. 563, my italics)

Here, Bozşahin is referring to an earlier comment he makes about my presentation 
of syntactic semantics in Rapaport (1988):
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Rapaport (1988): 84 does discuss a causal link that is necessary in addition 
to syntax, to give rise to semantics. This link is assumed to be a type of non-
syntactic semantics that links the agent to the external world by being in it, 
but according to him it is “not the kind of semantics that is of computational 
interest.” (p. 562)

Here is what I said in Rapaport (1988):

[M]y thesis is that syntax suffices. I shall qualify this somewhat by allowing 
that there will also be a certain causal link between the computer and the 
external world, which contributes to a certain kind of nonsyntactic seman-
tics, but not the kind of semantics that is of computational interest. What 
kind of causal link is this? Well, obviously, if someone built the computer, 
there’s a causal link between it and the external world. But the particular 
causal link that is semantically relevant is one between the external world 
and what I shall call the computer’s “mind”—more precisely, the “mind” of 
the process produced by the running of the natural-language-understanding 
program on the computer. ... So, my thesis is that (suitable) purely syntac-
tic symbol-manipulation of the system’s knowledge base (its “mind”) suf-
fices for it to understand natural language. Although there is also a causal 
link between its “mind” and the external world, I do not think that this link 
is necessary for understanding natural language. ... [M]y reasons for tak-
ing this position are roughly methodologically solipsistic: the system has no 
access to these links, and a second system conversing with the first only has 
access to its own internal representations of the first system’s links. Never-
theless, given that there are in fact such links, what might they be like? ... 
[T]hey are perceptual links .... (Rapaport 1988, pp. 84–86)

Adapted to our present example, what I was referring to there were the facts that 
it was real water that Sullivan poured over Keller’s left hand, and that the neuron 
firings representing that water were physically caused by it. Thus, if one wanted 
to give a semantic interpretation of those neuron firings in terms of something in 
the external world, it would be the water. But that water has nothing of present 
interest to do with the relation between the two sets of neuron firings. This is the 
sense in which “it is ‘not the kind of semantics that is of computational interest’.” 
It is interesting, of course, but it has no bearing on Keller’s syntactic-semantic 
interpretation of ‘w-a-t-e-r’. Again, what “is of no computational interest”—for 
our present purposes—is where the actual water came from or how it got trans-
duced into certain neuron firings. The only thing that is of computational interest 
is the neuron firings (this is the point of Fodor’s 1980 methodological solipsism).

For Keller, the actual water in her left hand and the word ‘w-a-t-e-r’ in her 
right hand are both formal symbols for her. But they are of different types in the 
sense that they play different roles for her. One of the fundamental ideas of syn-
tactic semantics is that (1)  the set of entities that play the semantic role is (in 
general) distinct from the set of entities that play the syntactic role; (2) semantic 
interpretation is a relation between these two sets of entities; (3) but, when the 
two sets are unioned (as they are in Keller’s case—there is only one set of neuron 
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firings), those semantic interpretation relations become part of the syntax of the 
unioned set.

5 � Content as Form

According to Bozşahin,

If we follow Rapaport’s escape explanation, then Keller would have to invent 
generating meanings internally. She can do that if she already knows where to 
start. (p. 563)

She starts with antecedently understood things—water, in this case. But how does 
she understand such things? According to the principle of recursive understanding, 
there are two ways to understand something: Something can be understood seman-
tically by understanding it in terms of something else that is antecedently under-
stood. But how is that other thing understood? Either (a)  in terms of yet another 
antecedently understood thing (a recursive chain or “correspondence continuum” 
(Smith 1987) of semantic understandings), or—to avoid an infinite regress or a cir-
cular understanding—(b) it must be understood syntactically, that is, understood in 
terms of itself (the base case) (Rapaport 1986, 1995).2 More precisely, a system is 
syntactically understood in terms of the system itself; a member (e.g., a word) of that 
system is syntactically understood in terms of its syntactic relations to the rest of the 
system—i.e., holistically3 (Rapaport 2002).

So, Keller understood water because of her experiences with it. She later came to 
understand ‘w-a-t-e-r’ in terms of water. More accurately, she came to understand 
‘w-a-t-e-r’ as experienced by her via certain neuron firings in terms of water as 
experienced by her via other neuron firings. Because both are experienced as neuron 
firings in a single brain, they are both part of the same “language of thought”—they 
are both syntactic.

Bozşhin says that the

... Chinese Room’s conditions are very unlikely to be part of the truth about 
relating content with form. (p. 563)

Part of my theory of syntactic semantics is that content is not different from form. 
They are both represented internally via neuron firings, some of which play the role 
of form (‘w-a-t-e-r’) and some of which play the role of content (water).

Bozşahin concludes:

What avoids infinite regress here is the intensional consideration that it can 
not be turtles all the way down; so, those meanings will be interpreted by the 

2  I have a certain fondness for circular understanding, i.e., holistic understanding, which is itself a form 
of syntactic understanding (Rapaport 2002). Perhaps to be understood in terms of itself is circular under-
standing with zero radius, so to speak.
3  Circularly, if you prefer.
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virtue of syntax taking them to ground cases where no further syntactic trans-
lation takes place. (pp. 563–564)

But it is “turtles”—that is, syntax—“all the way down”. The “ground cases” are 
simply those parts of the syntax that can only be understood holistically in terms of 
the rest of the syntactic system. Bozşahin (and many others, of course, most nota-
bly Harnad 1990) considers (syntactic) form to be grounded ultimately in (seman-
tic) content. But this is not necessarily the case! For Keller, water was content (cer-
tain neuron firings representing water played the role of content) and ‘w-a-t-e-r’ 
was form (certain other neuron firings representing ‘w-a-t-e-r’ played the role of 
form). But the relation can be reversed; “content” can be grounded in “form”: For 
me, growing up in New York City and never experiencing a real rabbit till much 
later in life, the (syntactic) word ‘rabbit’ and (syntactic) pictures of rabbits were my 
reality—my “content”. (Perhas I was like Jackson’s (1986) Mary with respect to 
rabbits!)

6 � Contextual Vocabulary Acquisition

Syntactic semantics also underlies our ability to figure out a meaning for an 
unknown word from context, where “context” includes, not only the word’s relations 
to other words in its surrounding text  (SYN), but also its relations to other words 
(or concepts) in the reader’s prior knowledge (SEM). For example, from the follow-
ing text containing the unknown (to the reader) word ‘brachet’ (slightly paraphrased 
from Malory 1470, pp. 66, 72; my boldface):

There came a white hart running into the hall with a white brachet next to 
him, and thirty couples of black hounds came running after them. As the hart 
went by the sideboard, the white brachet hit him in the buttock. The knight 
arose, took up the brachet and rode away with the brachet. A lady came in 
and cried aloud to King Arthur, “Sire, the brachet is mine.” There was the 
white brachet which bayed at him fast.

and the following (reasonable) prior knowledge:

Only physical objects have color.
Only animals bite.
Only small things can be picked up and carried.
Only valuable things are wanted.
Hounds are hunting dogs.
Only hounds bay.

a contextual-vocabulary-acquisition computer system programmed using the SNePS 
knowledge-representation and reasoning system (Shapiro and Rapaport 1987, 1992, 
1995) came to understand ‘brachet’ as meaning

“a small, white, valuable dog (a hound) that can bite, bay, and hunt”.
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(That is an English paraphrase of the actual output; see Ehrlich 1995; Rapaport 
2003, 2005; Rapaport and Kibby 2002, 2007, 2010, 2014 for details. The Oxford 
English Dictionary definition, by comparison, is: “A kind of hound which hunts by 
scent”.)

7 � Are Computer Programs Intentional?

The idea that computer “understanding”—and computer processing, more gener-
ally—is syntactic “all the way down” is related to another issue in the philosophy of 
computer science:

•	 Is the proper form of a computer program a completely syntactic (or “narrow”) 
algorithm of the form

	   Do A

	 where A is either a primitive computation, or else a set of computations recur-
sively structured by sequence, selection, and repetition?

•	 Or (as, e.g., Hill 2016 would have it) is the proper form of a computer program a 
semantic (“wide”) algorithm of the form

	   In order to accomplish goal G, do A

	 where G is an intentional or teleological description of what A is intended to 
accomplish?

Goal G and algorithm A are separable: There are examples of computer programs in 
which an algorithm A can “succeed” although the program “fails” to accomplish its 
goal G. And there are examples of computer programs in which a single algorithm 
A can accomplish distinct goals G

1
≠ G

2
 . For example, Cleland (1993) discusses 

a hollandaise-sauce recipe that, when executed “correctly” on, say, the Moon, fails 
there to produce the emulsion necessary for the mixture to be hollandaise sauce. 
And Fodor (1978) discusses two computers, one of which uses a certain algorithm 
to play chess and the other of which uses the same algorithm to simulate the Six 
Day War. (I survey these and others in Rapaport 2017a and Rapaport 2019, Ch. 17.) 
Bozşahin’s “content” can best be understood as focusing on G. But computers are 
purely syntactic devices, concerned only with A.

This distinction also suggests a way to respond to Searle’s (1990) wall that alleg-
edly executes the Wordstar program. If the program has the form “To execute (or 
use) Wordstar, do A”, where A is the underlying, purely syntactic algorithm, then 
it may be possible for the molecular motion in Searle’s wall to be “doing A” even 
though the wall is not executing—or usable as—Wordstar.

Indeed, the wall is not usable as Wordstar, because there is no facility for user 
input. The wall might be a Turing machine executing A, but it is not interactive, 
and so cannot accomplish the goal of running Wordstar. At best, the wall is like an 
implementation of Wordstar that has been “opened” on a computer like a Mac Mini 
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that has not been connected to either a keyboard or a monitor, and so just sits there 
waiting, Godot-like, for user input.

8 � Turing’s Strange Inversion

There is one more consideration in favor of computers being syntax all the way 
down—what Daniel Dennett has called “Turing’s strange inversion of reasoning”:

The Pre-Turing world was one in which computers were people, who had to 
understand mathematics in order to do their jobs. Turing realised that this was 
just not necessary: you could take the tasks they performed and squeeze out 
the last tiny smidgens of understanding, leaving nothing but brute, mechanical 
actions. IN ORDER TO BE A PERFECT AND BEAUTIFUL COMPUTING 
MACHINE IT IS NOT REQUISITE TO KNOW WHAT ARITHMETIC IS. 
—Dennett (2013, p. 570, capitalization in original)4

This can be illustrated by an experience I once had:

My wife recently opened a restaurant and asked me to handle the paperwork 
and banking that needs to be done in the morning before opening (based on 
the previous day’s activities). She wrote out a detailed set of instructions, and 
one morning I went in with her to see if I could follow them, with her looking 
over my shoulder. As might be expected, there were gaps in her instructions, 
so even though they were detailed, they needed even more detail. Part of the 
reason for this was that she knew what had to be done, how to do it, and why it 
had to be done, but I didn’t. This actually disturbed me, because I tend to think 
that algorithms should really be just “Do A,” not ‘To G, do A.” Yet I felt that I 
needed to understand G in order to figure out how to do A. But I think the rea-
son for that was simply that she hadn’t given me an algorithm, but a sketch of 
one, and, in order for me to fill in the gaps, knowing why I was doing A would 
help me fill in those gaps. But I firmly believe that if it made practical sense to 
fill in all those gaps (as it would if we were writing a computer program), then 
I wouldn’t have to ask why I was doing it. No “intelligence” should be needed 
for this task if the instructions were a full-fledged algorithm. If a procedure (a 
sequence of instructions, including vague ones like recipes) is not an algorithm 
(a procedure that is fully specified down to the last detail), then it can require 
“intelligence” to carry it out (to be able to fill in the gaps, based, perhaps on 
knowing why things are being done). If intelligence is not available (i.e., if the 
executor lacks relevant knowledge about the goal of the procedure), then the 
procedure had better be a full-fledged algorithm. There is a difference between 
a human trying to follow instructions and a machine that is designed to execute 
an algorithm. The machine cannot ask why, so its algorithm has to be com-
pletely detailed. But a computer (or a robot, because one of the tasks is going 

4  See also the more easily accessible Dennett (2009), p. 10061.
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to the bank and talking to a teller!) that could really do the job would almost 
certainly be considered to be “intelligent.”
—Rapaport, quoted in Hill and Rapaport (2018, p. 35)

There are various methods in which G can be “internalized” into A to produce a 
purely syntactic computer program that we might think of as a “union” of the syn-
tactic A and the semantic G. (These are discussed in Rapaport 2017a, 2019.) But far 
from making the computer program “intentional” or “semantic” in a wide or “exter-
nal” sense, such internalization is precisely how it gets a “narrow”, internal5 syntac-
tic semantics. And this is why it becomes purely syntactic—all the way down.
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