Introduction

Normativity is an elusive concept, one centrahtach of ethics and
epistemology. Normativity tells us what thereaason for us to do, believe, feel, and so
on, and what we ought to do, believe, feel, andrsoln fact, oughts and reasons are not
the limit of normativity's purview; permission amderdiction are examples of other
important normative concepts.

Normativity is a central concern in ethical thesriwith their focus the rightness
and wrongness of actions, intentions, desireschadacter, among other things.
Rightness and wrongness are normative conceptsystaddable, perhaps, as moral
oughts and interdictions. More broadly in pradtalosophy, theories of practical
reason are concerned with the normativity of astiand related mental states, as well as
the normativity of practical reasoning. Likewiseasons for belief are an important topic
in epistemology, and theoretical reason broadbprscerned with the normativity of
beliefs and theoretical reasoning. The study a€fical and theoretical reason connects
closely with a broad variety of other branches lufgsophy, from philosophy of science
and philosophy of religion to political philosopapd philosophy of mind.

This thesis focuses on a particular topic andeissalevant to it within the study
of normativity. The topic that it examines is natiwe conflicts. A normative conflict
occurs when two or more requirements of normatiarg not mutually satisfiable in
certain ways. What those ways are, the circumstaimcwhich they might arise, and

whether or not the conflicts actually arise or oapparently arise are some of the central



concerns investigated here.

Putative normative conflicts are of concern tdggophers working in
normativity, because different theories of normétimay allow for or not allow for
actual normative conflicts. Differing views abawtrmative conflicts put differing
constraints on the shape of a theory of normati@sythe arguments in chapter 3 and
chapter 4 of this thesis make apparent.

Before giving an outline of the structure ofstthiesis, it will be helpful to delimit
the thesis’s scope by setting out some issuesrmatvity that will not be addressed.
Philosophers who work on normativity frequently alpef oughts and reasons. Oughts
and reasons are generally taken to serve as tieelhakling blocks of any theory of
normativity. Some philosophers see ought as the iasic of the twdwhile others
believe that a reason is the primitive term in enmative theory. Others believe that
neither can be explained fully in terms of the othé\lthough elements of the
relationship between oughts and reasons will beudised in this thesis, especially in
chapter 4, no comprehensive systematic schemattbdbrelationship will be presented.

Other important disagreements persist in thedlitee. There is now a well
known debate on the question of whether all reagamsughts) are internal reasons (or
internal oughts), whether they are all externasoea (or external oughts), or whether
they are some mixture of the two. There is anathportant debate as to whether all
normativity is instrumental in nature, or whethermativity also gives us substantive
ends. And, of course, there are the debates iaatiets which concern realism versus

anti-realism and cognitivism versus non-cognitiviEmnormative terms.

! E.g. Broome (2004).
2 E.g. Scanlon (1998) and Skorupski (1999).



These disagreements are important and intere$tirid,have not undertaken
study them in on them in this work. | take cogn#im for granted, as | do the view that
normativity gives us substantial ends in addit@mieans. | have two motivations for
making these working assumptions and not engagitigtive debates mentioned above.

The first motivation for not addressing thegaids is that a great deal of excellent
work has been done on them already. For exanmpteniy view that the
internalism/externalism question has been settiddviour of externalism about reasons
and oughts. The topic is not settled in the litee of course, but as | am persuaded by
the externalists, and the question is far too lémgake up in a thesis in which it is not
meant to figure prominently, | have simply assunmechost of my discussion that
externalism about normative terms is true. Byéexalism’ here | mean the view that
normative reasons are not, or are not limited todyenental states. The second
motivation is that this thesis is primarily conoedrwith questions that fall under the
scope of what might be called the logic of normiatijalthough I think the general area
might be better thought of in terms of the metapsfdhe structure of normativity. For
many of these questions little or nothing hingeswhether one is an internalist or
externalist about reasons, nor does much hingehathsr the realist or anti-realist is
correct. For those parts of my argument wherasiseimption of externalism affects the
soundness of the argument, | would in the spirit.of Mackie ask you to consider the
argument as demonstrating what follows if it tuons that externalism is trde.

One important substantive assumption that | makeughout the thesis is that

cognitivism is true. In some cases, this assumptiay not be very important. Alan

3 E.g. Smith (2003), although Smith does not malepghint explicitly.
4 See J.L. Mackie's (1977) apology for the athemtiproach oEthics.



Gibbard and Simon Blackbufrhave both argued that you can get most of what you
want from cognitivism out of a non-cognitivist thigo | do not propose to assess in
which cases sophisticated non-cognitivism and ¢oggin might differ importantly. As

I am committed to cognitivism, | would once agask she indulgence that these
arguments be taken to show what follows for thecstire of normativity if cognitivism is
true. It will be for a further study to analyseathif any, are the implications for my
arguments should cognitivism be false.

Having said something about what | shall not bdr@sking, it is time to say what
| shall be addressing. This thesis concerns pnabia the logic or structure of
normativity and, as the title suggests, the cemtalk is conflicts of normativity. With
only these two specifications, there is a wide eaofgproblems that might be covered.
What follows is a discussion of what issues areested here and why.

My initial intention when | began writing this this was to try to exert some order
on the concepts of ought and afemson. In philosophy there are at least thrderdifit
concepts of a reason, although only one of thoseequs, that of a normative reason,
will be examined in this work. Philosophy of miadd action employs the concept of a
reason for which we believe or act, what Jonathand calls a ‘motivating reasoh’A
different concept of a reason is used by peoplewubidk on theoretical and practical
normativity. That is the concept of a normativas@n, a reason that counts in favour of
something. Finally, there is the general idea dason as a component of an
explanation, sometimes called an ‘explanatory ne@asbhere are no doubt other

concepts of a reason, but these three give a gotudgof the general range of

® Gibbard (1990).
® Blackburn (1984) and (1998).



possibilities.

As | was impressed by the work of philosopherhamiddle of the last century,
who were skilled in producing catalogues of possiiges of the word ‘ought’ and
discussing which were relevant philosophically arnich uses could be grouped into
related bunches, it seemed a worthy project to gfe@further and isolate a number of
specific features of normative terms, to explaihawthey mean’. | was quickly
outmatched by this task and gave it up, but nadrfeediscovering a different strand of
normativity research that was more manageabledpesc There are a large number of
prominent normative theorists who, while holdinddhyj differing views on the
metaphysics and metaethics of reasons, hold athatt shall call ‘normative
separatism’. Normative separatism, having stroagdrweaker forms, is the view that
the different branches of normativity practical, theoretical, and any othgtsare
independent of each other. The logical struct@iromative separatism is discussed in
chapter 4 of this thesis.

Normative separatism is more commonly held thgoed for, a fact that
contributes to the difficulty of giving a clear digation of it. People with such diverse
metaethical perspectives as Peter Railton, Alat&ih John Skorupski, Ralph
Wedgwood, and possibly Derek Parfit all neverthebgree that there are no conflicts
between the requirements of practical normativitg the requirements of theoretical
normativity. A normative conflict occurs when there two or more normative
requirements, with all of which an agent cannot plym Sometimes these conflicts, or
more accurately putative conflicts, arise whengenacannot both do what she ought to

do and believe what she ought to believe. Accgrtiimormative separatism, in an

! Dancy (2000), see the Appendix to chapter 1.
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important sense conflicts between theoretical aadtigal normativity are not conflicts

at all; the concept of theoretical normativity istohct from that of practical normativity,
and they are no broader concept of normativity shésumes both of them. Although we
have normativity in the practical sphere and weeh@ermativity in the theoretical

sphere, matters in one are never affected by rsattéhe other.

In this thesis | argue that putative normativeflicis present difficult problems
for normative theorists. Accepting that therera@ normative conflicts or holding that
there are only apparent normative conflicts hasontgmt ramifications for a theory of
normativity. While |1 do not argue that a partiaud@count of how to treat putative
normative conflicts is correct, | do argue thatéhis reason to doubt the approach of
normative separatists to normative conflicts.

The body of the thesis consists of four chaptéise first two chapters address
particular normative claims that figure importantiythe arguments of the final two
chapters. In chapter 1, | argue against evidesrtial Evidentialism is the view that all
normative reasons for belief are evidential reasdnshapter 2, | discuss two accounts
of rationality, one from Derek Parfit and one frdohn Broome, and | argue that we need
a conception of rationality that is independenbwf conception of normativity. The
nature of reasons for belief and the normativaustaf rationality play an important role
in the arguments of chapters 3 and 4. Chaptes@idses three different types of
putative normative conflict, one of which occursaa®sult of the possibility of non-
evidential reasons for belief, and one of whichussavhen rational requirements are
given normative force, and one of which occurs wihenrequirements of both

theoretical normativity and practical normativignmot both be met, In chapter 4, the



ramifications of putative normative conflicts faffdrent possible normative
architectures are explored, and a way of accoumtingpparent conflicts between
differing kinds of reasons for belief is presented.

The argument against evidentialism in chapterdinseby claiming that two of
the possible supports for evidentialism do nofact, support it. The first possible
support is the logical structure of reasons fordbell argue that there is nothing in the
logical structure of reasons for belief that tatl$avour of evidentialism. The second
possible support is doxastic involuntarism, thewikat agents do not have direct control
over their beliefs. | argue that if doxastic inmatarism tells us anything at all about
reasons for belief, what it tells us will be equadroblematic for evidentialism as it will
be for anti-evidentialism.

After discussing why neither the structure of oaesfor belief nor doxastic
involuntarism tell in favour of evidentialism, agimem with an account favoured by
normative separatists is discussed. There is anamity held position that says that what
appear to be non-evidential reasons for beliefrafact reasons to cause oneself to
believe something. | argue that this positionlitis merit to it. The chapter concludes
with a discussion of unstable beliefs and how thr@gent a problem for evidentialism.

The second chapter opens with a discussion aélDRarfit's account of
rationality as given in his paper, ‘Rationality aRdasons’ irfExploring Practical
Philosophy? Parfit argues that what it is most rational tsit or do, is determined by
what there would be most reason to desire, or @oe wour non-normative beliefs to be
true.

Parfit's view is interesting in the present cohfex two reasons. The first is that,



as | argue, accepting Parfit's view about practa@bnality is incompatible with being a
separatist about rationality. Rational separatssthe view that practical rationality and
theoretical rational are distinct and unrelatalolecepts. Rational separatism is parallel
to normative separatism, insofar as normative sdigan is a claim about the
unrelatability of different spheres of normativigd rational separatism is a claim about
the unrelatability of different spheres of ratiatyal Provided that rationality is distinct
from normativity, normative separatism need noagmnational separatism arvice
versa What is interesting in the case of Parfit’s viefrationality is that it may be
difficult for him to accept normative separatisntivaut accepting rational separatism.

As there are hints that Derek Parfit is a norneasigparatist, he may be
committed to rational separatism, whether or nowvhets to be. While | do not seek to
prove that Parfit is a normative or rational sepst:d do argue that if he is a rational
separatist, then his theory of what is most ratifais. The discussion of Parfit's theory
of rationality shows that a position like his istiompatible with rational separatism.
Because in the special case of a theory like Parfdational separatism may be more
closely connected with normative separatism thaualévbe the case with other theories,
chapter 2 raises some concerns over whether thog@egcept a Parfit-style view of
rationality can also accept normative separatigime continuing consideration of
normative separatism is important because of wbahative separatism implies about
what | call, in chapter jormative architectures

There then follows in chapter 2 a critique of home might use a particular

normative relation, a wide scope oudlais a correct way of representing principles or

8 parfit (2001).
® Broome (2000).



requirements of rationality. | argue that evethi@ circumstances for which it is the
correct normative form of a rational requiremesettain counterexamples suggest that
our normative requirements may require us not loviorational principles. This
possibility generates logical space for takingoradility as something both different from
normativity and also as something that may not seaxdy have normative force in all
circumstances. This argument is important inrsgttip chapter 3, where the relationship
between normativity and rationality is central tee®f the putative normative conflicts
examined there.

Chapter 3 makes good on the title of the thasissets out a series of putative
conflicts of normativity. | discuss several tygsiormative conflicts, but distinguish
generally between intra-normative and inter-norw@ationflicts. The former are
conflicts that occur within a specific domain ofrmativity, like the domain of practical
normativity or the domain of theoretical normatywitFor example, if we accept that
there are non-evidential reasons for belief, themwst find some way of adjudicating
between evidential and non-evidential reasons ébebwhen they require us,
respectively, to hold and not to hold the samecthelBy way of contrast, inter-normative
conflicts are those that arise between differemaaos of normativity, as when doing
what we ought to do is not compatible with beligyimhat we ought to believe. This
situation can occur when normativity requires usgose ourselves not to believe what it
requires us to believe, for example. Alternatiy@g may only have the resources to do
what we ought to do or believe what we ought téelvel but not both. | argue that
different views on putative normative conflicts nfegve important implications for the

overall structure of a theory of normativity.



The final chapter of the thesis discusses hownoigét address the various
putative normative conflicts. The chapter begirth & discussion of possible normative
architectures. Normative architectures are strastthat relate types of reasons, e.g.
reasons for belief, reasons for actions, reasanfeétings, with sources of normativity,
e.g. goodness and evidence. The resources fongedth putative normative conflicts
in each architecture are discussed, and that discubkelps to set up an analysis of a
possible way of resolving putative normative canflibetween epistemic and non-
epistemic reasons for belief.

Epistemic reasons for belief are facts that starah epistemic relation to the
belief for which they are a reason. Epistemiceaador belief include evidential
reasons, but also include other sorts of reas@tsised in section 1.5. Non-epistemic
reasons for belief are facts that stand in a nost&pic reasons relation to the beliefs for
which they are reasons. A formal method for raésglguch conflicts in the form of a
defeasing function is given. The defeasing fumcitosubject to multiple interpretations,
which are examined at length.

The conclusion of the thesis provides a reviewngfortant features of the
argument and a discussion of some tasks for norentieorists that are suggested by the

conclusions of the arguments herein.

Chapter I: Evidentialism

Introduction
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Here is a waget’ If you believe Augustus's tomb is in Stockholhert an
eccentric millionaire will give you half of his fame. As it stands, you have recently
visited Rome and seen Augustus's tomb there. Tibem@ evidence that suggests the
tomb has been moved since your visit; on the dthad, it is not impossible that it has
been. Ought you to believe that Augustus's tonib &ockholm? If you believe that it
is, you will get a large reward. Of course, ivesy likely that you will be wrong, but the
ill of being wrong on a minor matter seems likavaa# price to pay for great riches. And
there is a small but non-zero chance that youevidin be right. It is not impossible that
the tomb been moved, just highly unlikely. If ydo not believe that Augustus's tomb is
now in Stockholm, you will likely be right. Beingght about the location of Augustus's
tomb, at least under normal circumstances, seé@s poor trade-off for enough money
to do as you please.

Yet, the fact that there are many benefits andHamns to believing that the tomb
is in Stockholm would not be regarded very broadthong philosophers as a reason to
believe that the tomb is in Stockholm. This isdese many philosophétghink that the
only considerations that can count as normativeaesfor belief are evidential
considerations. The position that the only norueateasons for belief are evidential
reasons is calleevidentialism This chapter argues that the case for there lwgilyg
evidential reasons for belief does not look strand that the onus is on the evidentialist

to make the case for her position.

VO pascal's wager provides a more traditional exampfeve avoided using it here, however, as Pascal
wager is flawed; even if we accept all of its prees, it still does not count in favour of religicaedief.
For a clear account of why, see Hajek (2004).

M The list is too long to present exhaustively. Aresentative sampling of places where this view is
espoused or assumed includes Adler (2002), Ke0@Z2, Parfit (1984), Railton (1994), Wedgwood
(2002).
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The question of whether or not there are non-@tidereasons for belief is an
important one in its own right. If there are gerainon-evidential reasons for belief, then
a complete account of theoretical normativity Walve to address them. In the context of
this thesis, this chapter’s criticism of evidensial plays an important role.

The primary role that this chapter plays is tal@hausibility to the view that
there are non-evidential reasons for belief, orewvitlentialism. When possible
normative conflicts are discussed in chapter 3samde possible resolutions to them are
discussed in chapter 4, non-evidential reasonsadaynportant role in the discussion.

By making the case that the burden of proof lieth wie evidentialist, the arguments of
this chapter aid in making the cases set fortthapters 3 and 4. This chapter casts
doubt on evidentialism in three ways. One is tgfoan analysis of the concept of what
reasons are and how they are classified. It igegtghat the most intuitive way of
classifying reasons does not tell in favour of ewighlism. The second way in which this
chapter casts some doubt on evidentialism is tavghat the involuntary nature of belief,
which is commonly taken as part of the basis faeating evidentialism, does not
support evidentialism. A final criticism of evid&lism is introduced in the form of a

thought experiment concerning unstable beliefs.

1.1 Evidential and non-evidential reasons

Reason sentences say that particular multi-pkle¢ions hold. | shall treat these

relations here as having three places: Fica reason for ageAtthat heg .*2 On this

121t is not hard to imagine expanding the numbeplates in the relation: ‘...under circumstances
timet....” The questions of whether to add additionaht@&land which to add are not important to the
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view, being a reason is a property of a fact, amglthe property of that fact's standing in
a reason relation to an agent and a propositionezaing an action, belief, feeling, or
anything else for which there can be a red$dburing the remainder of this chapter and
this thesis, | shall sometimes discuss reasonstidelieve, feel, and so on, rather than
reasons for propositions concerning actions, kelfeklings, and so on. | do not mean to
be equivocating between actions or belief andaatr belief propositions; in all cases it
is action or belief propositions that are at isshH@wever, it is burdensome to use the
propositional terminology in the discussion of i@asin all contexts, so sometimes the
less precise formulation will be used.

Facts can have the property of being reasoast{dhe property of being reasons
to believe, or the property of being reasons fotlaing else (e.g. reasons to admire, fear,
desire, etc.), although from here onwards onlyaeragor beliefs and actions will be
mentioned for the sake of economy. To see howdhee fact can have the property of
being both a reason to believe and a reason te@utsjder the following example.

You are on safari in Africa and are in rhino cayntWhile idly lounging in the
sun, you suddenly hear a loud rumbling sound clenigtic of charging rhinos. The
rumbling sound is getting closer and closer. Tt that you hear this sound is a reason
for you to believe that there is likely to be amginrhino charging in your direction.

That you hear the sound characteristic of a chgrdimo is also a reason to act, namely

to dash for shelter in your nearby Landrover. Tag, that you hear the sound

argument here, so they will not be discussed. admeunt of the logical structure of reasons hebaged
loosely on positions advocated by Skorupski (fasthing) and (2000).

131t is advantageous to regard the third place énréfation as being occupied by
propositions concerning actions, belief, feelirays] so on, as this would allow normal
logical operations to be performed on teiatathat occupy the third place of the reason
relation. The alternative would be to regard thiedtplace in the relation as being an

13



characteristic of a charging rhino, has at leastpvoperties: it is both a reason to believe
that there is likely to be an angry rhino chargimgour direction and a reason to dash for
cover in your safari vehicle. In this example, laene fact is both a reason for belief and
a reason for action.

In saying that the fact that you hear the souratagtteristic of a charging rhino is
a reason for action and a reason for belief, we legigned to that fact two properties:
the properties of being two differetypesof reasons. The notion of a reason type
requires some more explanation. To begin withsardypes, i.e. reasons for believing,
acting, feeling, and so on, are not distinguishgthle particular facts that stand in the
particular reason relations. In other words, bainparticular type of reason is not an
intrinsic property of the fact, but a relationabperty of it. In the rhino example, the
same fact has the property of being two differgpes of reason- a reason to act and a
reason to believe. The type of reason that aigact has the property of being, is given
by the sort of thing for which the fact is a readogliefs, actions, feelings, and so on.
For example, a fact is a reason to act when idstamthe reason relation to an action.

In addition to discussing types of reasons, whliskinguish what sort of thing a
fact is a reason for, one can discuss the growrds feason, i.e. on account of what the
reason relation obtains. This consideration ikegfimportance to this chapter. In the
case of belief, one can distinguish between evidergasons for belief and non-
evidential reasons for belief. More will be salmbat this shortly, but it will be helpful to
briefly introduce the evidential/non-evidential seas distinction now.

Evidential reasons for belief are facts that stanah evidential relation to the

contents of the belief. A non-evidential reasandelief is one in which the fact stands

action, belief, feeling, etc., or action-type, béliype, feeling-type, etc.
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in any other reason relation to a belief. The that you will be awarded a prize for
believing something is a reason for you to beliéveut that fact stands in a non-
evidential relation to the belief; that you willmva prize for believing something is not
evidence that the belief is true. One cannotraystish whether a fact is an evidential
reason or a non-evidential reason by looking atdbtalone. In the example above, the
fact that you hear the sound of a charging rhiramigvidential reason to believe that a
rhino is likely to be charging. It is also a nonegntial reason to do something, namely
seek shelter in your safari vehicle.

It is important to see that what determines whegheason is evidential or non-
evidential is determined by the nature of the retabetween the fact that is the reason
and what it is a reason for. A fact is an eviddieason for a belief because it stands in
an evidential relation to that belief, and a facainon-evidential reason for a belief
because it stands in some non-evidential relabdhe contents of the belief. The danger
in losing track of the relational criteria for idéging whether a reason is evidential or
non-evidential is that there may be facts that $eues can loosely be described as
being of an evidential or non-evidential nature, dmly in the limited sense that it is true
that some facts are facts about evidence. For pbeaihis a fact that your seeing the
sunrise is evidence for its being before noon. @ight want to call this fact an
evidential fact just insofar as it is a fact abeuvidence. Likewise, it is a fact that if one
goes for a walk in the New England winter, then wilebe cold without a scarf. One
might want to call this fact a non-evidential faas, it is not about evidence.

Whether or not a fact is evidential or non-evidenn the casual manner

suggested above does not determine whether thatdade or is an evidential or non-
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evidential reason. A non-evidential fact, e.gt thihen walking in very cold weather, it
is better to bundle up than not, can be an evidergason: it could be an evidential
reason for you to believe that you would be betfebundling up while walking in cold
weather than not doing so. Likewise, a fact alesidence can be a non-evidential
reason. It is a fact that the fact that a rodséerjust begun his crowing is evidence that it
is before noon. This fact (that the fact that@ster has just begun his crowing is
evidence that it is before noon) is a reason tdpooe preparation of supper for several
hours when one hears the rooster starting to cifbve first fact stands in an evidential
relation to the contents of a belief, while thea&tstands in a non-evidential relation to
an action. That would make the former an evidéngi@ason and the latter a non-
evidential one.

So if evidential and non-evidential reasons areugesly distinct categories, then
the distinction cannot be made just by lookindhatintrinsic features of the fact, whether
it is of the sort of fact that is about evidenceha sort that is not. In arguing this, | have
been relying on two sorts of distinction, aboutethimore needs to be said. The first sort
of distinction is between evidential and non-eviisEneasons; the second is between
reasons to believe something and reasons to dotsimgp&® A fact is a reason to do
something (i.e. to act) when it stands in a reastation to an agent and an action. A
fact is a reason to believe something when it Stéme reason relation to an agent and a
belief. Thus, factis a reason for a belief when it stands in ai@tadf the formf is a
reason for an ageAtto believex. Factf is a reason for an action when it stands in a

relation of the formf is a reason for an ageisthat he doeg.

14 This distinction assumes that believing is noaeation in the narrow sense of the term, or at lisast
not always an action.
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So far two features of reasons have been ideshtifi@ne feature is the type of
reason, determined by what a fact is a reasonTbe second feature is that on account
of which the reason relation holds. With these teatures in hand, we can now make a
better attempt at distinguishing evidential fromm+evidential reasons. The claim that
evidentialists make is that only evidential reascens count as reasons for belief, where
evidential reasons are construed, roughly, as evalér the contents of the belief. In
the context of trying to discover whether or nadewtialists are correct about this
matter, it would be question-begging, not to mentioinformative, for evidentialists to
define an evidential reason as a reason for beBet. they can distinguish evidential
from non-evidential reasons by the difference betwehat conditions are required for
the evidential and non-evidential reason relatiortsold. To put it another way, in a
reason relation in which fatis a reason for ageAtthat hey, wherey can be either an
act or a belief, whether the fact is an eviderdrahon-evidential reason is not determined
by any features intrinsic toor to ¢, but rather by virtue of the relation betwdemd .

Yet, to spell out just what features of the relatcount is not easy. Gilbert
Harman, who is not an evidentialist, offers an act®f the difference between
evidential and non-evidential reasons for beli¢fs a perfectly good account of what

evidence is:

R is an [evidential] reason to believe P only & firobability of P given R is greater than the

probability of P given not-R®

15 Actions and beliefs are, of course, not proposgioTo allowyto stand as a place in a relation, we
should read ‘ta/ propositionally. Thus in ‘The fact that it isining is a reason for Bob to bring an
umbrella’, we should parse ‘to bring an umbrells“that Bob brings an umbrella‘.

18 Harman (1999), p. 17.
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And of non-evidential reasons for belief he writes:

R is a non[-evidential] reason to believe P if Riieason to believe P over and above the extent

to which the probability of P given R is greatean the probability of P given not-H

If read literally, these definitions may not betgutomplete as definitions of evidential
and non-evidential reasons, however. Considecdle of tautologiesA priori, the
probability thatxis x is 1. | may also have some empirical evidencexiex. For
instance, an expert logician who is always rigldwhogic tells me that is x is true. So,
I now have his testimony, which here counts asaaae for me to believe thais x.
However, the probability thatis x conditional on being told thatis x by a logician is no
different from the probability thatis x conditional on its not being the case that | was
told that by a logician. A complete definition@fidential reasons would need to
account for this sort of case.

Harman'’s definition of non-evidential reasonsiietief looks like it may be right.
Taking ‘over and above’ to modify ‘extent’, then t@an appears to be saying that any
fact that is a reason to believe other thanause ofhe probabilistic relationship between
the fact and the truth of the belief is a non-ewntd# reason. Given his definition of
evidential reason, this would amount to saying #mt reason that is not an evidential
reason is a non-evidential reason, a point on whiebuld concur. In light of this, if we
already have a definition of an evidential reasowpuld be best to define a non-

evidential reason in the very simplest way as dhang that is a reason and stands in
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some reason relation other than, or in additiomtoevidential reason relation. This
definition allows for the possibility that the safaet will be both an evidential and non-
evidential reason for the same belief. That yeliable friend has told you thhtis the
cases an evidential reason for you to belidyes your friend is generally correct. That
your friend has told you thétis the case is also a non-evidential reason fortgou
believeb, as believind will please your friend.

Although Harman's definition of evidential reasas incomplete, it certainly
points the way towards a more complete definiti@iving a precise definition of an
evidential reason for belief may prove to be aeatrexing problem, and it should suffice
for current purposes to take the view that a faetn evidential reason to believe
something when it stands in an appropriate eviderglation (i.e. is evidence for the
contents of the belief) to the belief's conterfthat is to say, a fact is an evidential reason
for a belief when that fact is evidence for thetenits of that belief® A fact is a non-
evidential reason for belief when that fact stamdsome other reason relation to the
belief (even if it also stands in an evidentiahtign to the belief). For example, one
possible type of non-evidential reason is a prudergason. A fact is a prudential
reason, if it is a reason to believand it either makes it the case that it is goodtfe
agent that she believ&sor it just is that it the fact that it is good fime agent that she
believesx.

There are other possible notions of evidendakons besides the notion of a fact

17 | bid.

18 Skorupski observes ifhe Domain of Reasotisat there are some further restrictions that rhast
placed on what evidence can count as an evideatiabn. Skorupski argues that the epistemic
accessibility of the evidence to the agent deteesimhether or not a piece of evidence can be ameas
Because | do not want to take up more detailedtimuessof the metaphysics of evidential reasons,Here
have left the definition more general, recognigimgt it needs refinement.

19



that stands in an evidential relation to the caistefia belief. As Peter Railton observes,
there are reasons that could be considered evadiémtrirtue of their role in maximising
the difference of ‘true minus false’ beliéfs.He gives the example of its being the case
that one could have a reason to believe some ttadsrem, because believing that false
theorem leads to productive work and a commensuratease in knowledge that would
not have occurred without one’s having that falskefh This sort of reason, although
perhaps characterisable as an evidential onet iwimat evidentialists have in mind.

They are only concerned with those evidential reaso which the fact stands in an
evidential relation to the belief for which it ig@ason.

The question of whether or not something is aaedasr belief is a separate one
from whether or not a reason is an evidential er-eeidential reason. The most basic
available notion of a reason for belief is thatdhct that stands in a reason relation to a
belief. It would be a further property of that féleat it stood in an evidential or a non-
evidential reason relation to the content of theebeBecause there is a perfectly good
criterion for identifying what type of reason atfa&cthat does not invoke or directly
imply that reasons for belief are evidential reasdine evidentialist must find further

arguments to show that reasons for belief are aweaidential reasons.

1.2. Does anti-volitionism support evidentialism?

One approach to showing that all reasons for beiliest be evidential reasons is

to argue that some features of belief are suchathigtevidence could stand in a reason

19 Railton (1994). Railton cites this type of reassnan example of something that might be wrongly
taken to be a reason for belief, but in fact isason to be a ‘believer of'. It is not clear wtrat force of
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relation to a belief. Among the more importantgmrted differences between belief and
action is that belief is commonly thought to bedluntary, at least in normal
circumstances, and action is thought to be volyntatere | argue that the non-voluntary
nature of belief does not tell in favour of evidahsm.

Anti-volitionists believe that under normal circetances we cannot believe
something by an act of the will. In 1.3 there isrigf discussion of two arguments for
anti-volitionism and of some limits on argumentsdati-volitionism when anti-
volitionism is used as an argument for evidentililBut we begin by examining how
anti-volitionism ties in with evidentialism. A camon loose line of reasoning is offered

by Christopher Hookway:

Since beliefs are not actions, and since it is comion deny that belief formation can itself be
subject to the will, it is natural to concludettifassuch [epistemic] evaluations are the primary

focus of evidential evaluations, the systemsasfis that guide them are rather different from

those that guide our practical reasoning and affo

In other words, because beliefs are involuntaryagtmns voluntary, we should expect
an important difference in the nature of the noafiselief and the norms of action.
Evidentialists think this difference is that onljidence can be a reason for belief,
whereas non-evidential considerations serve asmsdsr action. Thomas Kelly gives

voice to the intuition in this way:

...The mere realization that my believing some psitipn would issue in good consequences

the distinction is.
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does not result in my believing that propositi@n the other hand, the realization that | have

strong evidence that some proposition is truechifi does result in my believing that proposition.

With respect to beliefs, practical consideratisesm to be psychologically impotent in a way that

epistemic considerations are not. And it is tengpto conclude from this that practical

considerations are irrelevant to a belief's ratiioy

Compare the situation with respect to heigbihe can, of course, make

judgements about the expected consequencesngf aiertain height. For example, |
am confident that | am considerably better offtlemwhole, being as tall as | actually am as opgde
being two feet  shorter. Still, no one would ththiat it is more rational for me to be some heightker
than others. Moreover, it's plausible to suppbstthereason why the expected consequences

of my being a certain height make no differenoetiether or not it is rational for me to be

that height derives from my utter lack of contsaer my height. (Perhafsl could control

my height, then it woulde more rational for me to be some heights rathan otherg21 [italics

added]

Kelly actually brings up two distinct points. Oisethat there is typically a connection
between my judgement that there is evidencéd fand my believindp, while there is no
such connection between my judgement that it wbelthest for me to believeand my
believingb. The other point, which arises in the secondgrafzh of the quote, is that
this connection has an impact on the rationalitthefbelief because ought (or reason)
implies cam## because | cannot voluntarily form beliefs basegudging that it would
be good for me to do so. There is a more gengsakl one not discussed by Kelly, of
whether belief formation is never or nearly neudsjsct to the will or whether belief

formation is not subject to the will only or prinigiin cases of goodness based

20 Hookway (2000), p. 60.
21 kelly (2002), p. 6. Italics added.
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judgements.

Other proponents of evidentialism do tackle th& issue and accept a very broad
version of anti-volitionism, one that denies aniidie may be subject to the will.
Jonathan Adler devotes an entire chapter of hi& kmthe mattef? and more generally
in philosophy anti-volitionism is largely, althougly no means universally, the noffh.
Whether or not anti-volitionism is the case is enptex debate in its own right, and one
that cannot be settled here. Let us assume f@ake of argument that we cannot will
our beliefs, and then we will see what follows atti-volitionism is true, then as
Hookway suggests, it would not be surprising iféneirned out to be an important
difference between reasons for belief and reasamaction. Wecanwill our actions and
some mental states, but wannotwill beliefs. This difference in willindeelsimportant;
yet, | do not think that anti-volitionism about & actually does block the possibility of
non-evidential reasons for belief. In fact, | $laague that the argument from anti-
volitionism either shows that there are no reagonbelief at all, not even evidential
ones, while there are reasons for action, or ttmatgument from anti-volitionism fails
to tell against the possibility of non-evidentiabsons for belief.

One view about normative reasons is that they habe the sort of reasons that
we can make good dfithat ‘ought’ (or ‘reason’) implies ‘can’. Notedhit is necessary
to employ the awkward expression ‘make good oréhleecause English lacks a

universal verb. If ‘do’ were a universal verb,thewould be nicer to say that normative

22 pdler (2002), especially chapter 2.

23 Perhaps the beginning of any modern discussi@mivolitionism is Bernard Williams's paper
‘Deciding to Believe’, reprinted in Williams (19Y.31t has had a broad influence in establishingadtic
involuntarism as the dominant view in current debatThe venerable representative of anti-voliionis
Descartes in his fourth meditation.

24| use ‘make good on’ to mean something like ‘attand ‘believe in virtue of’.
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reasons must be reasons for things that we ca\tlany rate, that normative reasons
must be the sort of reasons that we can make goadrediately seems to create an
important distinction between reasons for actioth m@asons for belief. There is a reason
for me to eat a healthy lunch today. When | gthgp reason, | can choose to act on it
(and succeed in acting on it, if it is within mywpers to do so), because my actions, or at
least many of my actions, are under my direct @nt®n the standard picture, the
process for belief works quite differently. Altiglugrasping a reason to believe
something may cause me in some way to believe thbat is a reason to believe, it is
not a matter of choosing to believe it. In soms&esarecognising that there is a reason
for me to believe something is unlikely to leadedity to my believing it. For example, |
might realise that there is a reason for me tcelelthat | am 6’0" tall, because | would
have more self-confidence if | did believe thatowéver, because all the evidence
available to me suggests otherwise, | cannot chtwobelieve that | am 6’0" tall. | see
that there is a reason for me to believe it, big ftot a reason that | can make good on.
My beliefs are not, at least in general, subjechyodirect control. Taking ‘ought’ to
imply ‘can’, at least initially, it appears thattie will be an importartganlimit on my
beliefs that does not apply to my actions. Se#hagsomething is good to do, | can
choose to do it. Seeing that something is godzktieve, | cannot in general choose to
believe it.

Before we can accept this intuition about the iogtlons of ‘ought’ implies ‘can’
for the differences between reasons to believer@asbns to act, we would do well to be
more specific about what sort of possibility is gegted by ‘can’. One plausible view for

actions is that it is causal or physical possiilitut not psychological possibility, that is
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required. Itis never the case that | ought tp le@er the Empire State Building, because
it is causally impossible. It might be the casa thought to bungee-jump off of a bridge,
even though psychologically | cannot bring myselélo it. On the other hand, there is
someprima facieplausibility to reading ‘can’ as psychologicallggsible. Beliefs are
psychological states, so perhaps we should loaktimdividual’'s psychology for the
possibility limit.

| am not sure what sort of possibility would applycases of beliefs. One way of
reading anti-volitionism is that we are, so to $pedctims of belief. Beliefs force
themselves on us. | see a car in front of me a&fid\®e that a car is in front of me,
regardless of whether or not | wish to believe.tHatan, in other words, psychologically
only believe what | end up believifi. If the victim view about believing is correctgth
we are each in an important respect very mucheatrigrcy of how well our individual
cognitive apparatus is set up. Consider a persm) awing to certain limits in her
cognitive faculties, cannot understand, and asatrenisunderstands, how a particular
piece of evidence relates to a belief. She wilstaek with a belief that the evidence does
not tell in favour of, a helpless victim of an unvemted belief. An example brings this
situation out more clearly.

Jim is kidnapped by a cult. There he is indoetiedl to believe that scientists are
all liars, and that if they say something is theezdhat is evidence against its being the
case. After ten years in the cult, Jim is brairtveaison this matter beyond recovery. Jim
reads in the newspaper that a distinguished zasilotgiims to have discovered a new

species of mammiegd#the first such discovery in many ye@sand this discovery has

25 of course, even on this picture | do retain soor@rol, by choosing where to direct my attentiod an
what sort of inquiries to pursue. Neverthelesgeithose choices, | am simply forced to believatever
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been scientifically documented with the greatest by other zoologists. The fact that a
distinguished zoologist claims to have discovereéw species of mammal and has
documented it carefully is taken by Jim to be aoeafor him to believe that no such new
species has been discovered. Furthermore, if he wwaliscover that several peer-
reviewed journals had accepted the claim and tietr @oologists also had subsequently
claimed to have encountered the species, that warildl the more reason in Jim's mind
to believe that such an animal has not been disedvelim cannot help but believe what
he believes in this case; it has become psychadgienpossible for him to believe
otherwise. Jim is no longer psychologically capatflmaking good evidential
evaluations about matters involving the claimsaéstists; in fact he has things
backwards and is stuck with being wrong.

In cases of belief, if we take ‘ought’ to implyaiec psychologically’, then it looks
like evidentialists have to bite the bullet and #aat it is not the case that Jim ought to
believe that a new species of mammal has beenwdiszh. This is because Jim cannot
make good on the reasons he would seem to havelierving that a new species of
mammal has been discovered. The situation isyrgqalte bad for evidentialists, if ought
implies psychological possibility in cases of bgleecause no matter how poorly our
belief acquisition apparatus operates, it will mdwe the case that we ought not to have
the beliefs it psychologically requires us to haga in the above case with Jim, we
cannot say that he ought to believe that a newispéas been discovered, or even that
he ought not to believe that the odds are thatnaspecies has not been discovered.

If instead of psychological possibility, we retalive standard of possibility

normally employed for actions that we ought to perf, then we will be using causal

| end up believing as a result of those actions.
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possibility. But taking ought as implying causabpibility does not help the evidentialist
at all. Itis causally possible to have any bdiedt can be encoded in your brain. Even if
we find it implausible, given Jim's evidential viewhat Jim could hold the belief that a
new species of mammal has been discovered whiebalgeving that scientists say this
claim is true, it is certainly causally possible 3am to hold both beliefs. In fact, it may
not be so implausible to imagine Jim holding baghdfs, as Jim may not have noticed
that he held both beliefs, and thus not noticetttiey are in conflict. We frequently

hold conflicting beliefs because no occasion hagarwhere both have been occurrent in
us.

An example brings out just how weak a restricoonone’s beliefs causal
possibility would prove to be. Consider some fatoeurologist who knows how to
rewire people’s brains to give them beliefs. Thamlogist operates on Jim, giving him
the belief that Japan is actually located nextiie Tongo. He also rewires Jim's brain
such that when Jim tries to reason out why he wedi¢hat Japan is next to The Congo,
he becomes distracted and fails to get anywheleigtintrospection. So, even when
Jim sees maps showing Japan as an Asian islarahnhé still believes that Japan is in
Africa. Any effort to explain, rationalise, or fify his belief will not get off the ground
with Jim.

Jim neither acquired his belief because of eviderar does he maintain it
because of evidence. Yet, it is causally possideJim could have this belief about
Japan and maintain it, not because he has or adeary evidence, but because he is in
the unfortunate circumstance of being unable toaptect. If it is causal possibility that

counts in terms of what we ought to believe, thdodks plausible that there could be
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non-evidential reasons for belief. The exampldwitn shows that it is causally possible
to have beliefs that are formed and maintainedamevidential grounds, suggesting that
normative reasons for belief cannot be excludethoght’ implies ‘can’ grounds, when
we use the ‘can’ of physical possibility.

It may be tempting to read the ‘can’ in ‘ought’phes ‘can’ as meaning can will.
This is not a plausible interpretation. Doxastiedluntarism excludes willing from the
pictureex hypothesieven in cases where one wants to will onesdietieve something
on evidential grounds. Physical and psychologiceisibility are not excluded by
doxastic involuntarism, so physical and psycholalgpossibility seem the two important
issues to consider under the voluntarist framework.

At this point we should briefly recap. Evideniséd think that anti-volitionism
tells in favour of evidentialism. Beliefs are geally responsive to truth considerations
and evidence, so we cannot just will ourselvesslebe something that is contrary to the
evidence. In cases where our cognitive apparatkesit psychologically impossible
for us to understand the evidence or to form abeksed on it, then there cannot be
reasons for us to believe that which the evidenggests is true. If we have to be
psychologically capable of believing what we hagason to believe or ought to believe,
then two conclusions follow. First, it is the calsat we have reason to believe
something only if we either have that belief or \eblave that belief under some
psychologically possible circumstance (althougmtive would only have that reason to
believe when in that circumstance). Second, itamnot psychologically help but have a

belief, even if it is acquired through and maingairby poor cognitive practices, then
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there are no reasons for us not to have that Géligany evidentialists would find this
situation unacceptable, because they want to leetalday that we ought not to have
some of the beliefs that we cannot psychologicstlyd and that we ought to have certain
beliefs that we cannot psychologically acquirer the evidentialist, anti-volitionism
narrowly restricts the domain of reasons for belethose beliefs that we are
psychologically capable of having and maintainioig evidential or non-evidential
grounds.

Alternatively, if the sense of possibility thatreqquired for it to be the case that
we can have a certain belief is causal possibilitgn it is possible to have beliefs that are
neither acquired by nor maintained by any evidendas leaves open the possibility of
non-evidential reasons for belief, because theybeaimade good on’ from the
perspective of causal possibility just as well @gential ones. In short, based on how
one interprets ‘can’, there are two possibilitiégher anti-volitionism tells against there
being any (or nearly any) reasons for beliefs (othan for the beliefs we have or would
have under some psychologically possible circuntgtsithat do not exclude non-
evidential grounds for belief), but not in a wagttlexcludes non-evidential reasons in
particular, or anti-volitionism places at most ayweeak restriction on what reasons
there can be for belief, and that restriction dogscut along evidential/non-evidential

lines.

1.3. A further problem for anti-volitionism as an agument for evidentialism

% This point will only be of consequence if one gatsehat there are reasons not to
believe something.
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There is a technical difficulty in employing antitionism in defence of
evidentialism. Some arguments for anti-volitionigotually assume evidentialisth.
Louis Pojman offers two arguments against voligomi the second of which is his
argument from the ‘logic of belief®. It is an example of an argument that assumes

evidentialism; here it is verbatim:

1. If Abelieves thap, A believes thap is true (analysis of the concept of belief).

2. In standard cases of belief, the trutlp & wholly dependent on the state of affaravhich

either corresponds fwor does not correspond poand thus makes false).

3. In standard cases of belief, whether or noafffopriate state of affaisthat corresponds o
obtains is a matter that is independenf'sfactions and volitions, but there is some truth
connection betweenandp (from 2.).

4. In standard cases of belidfsubconsciously believes or presupposes premise 3.

5. Rational believing is defined as believing adaug to the evidence and fully rational believing

as believing simply because of the evidence.

6. Therefore, in standard cases of bellefannot fully rationally both believe thatand that his

belief is presently caused by his willing to beéehatp. Rather, if rationalA must believe that

%" There are other anti-volitionist arguments thandbappeal to evidentialism. In
Williams (1973) and Dennett (1998), two lines tHatnot invoke evidentialism are
developed. See Adler (2002) ch. 2.1 for a sumroatigeir arguments. Both Williams'’s
and Dennett’'s arguments contain differing but sarttsal errors.

8 Pojman (1985), pp. 47-55.
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what makes his belief true is a state of affaighich obtains independently of his Wil

This argument is generally problematic. Therefigcdlty in interpreting the first
premise, as one can no doubt have beliefs withawing the concept of truth, as may be
the case with children. A second difficulty istthi@e argument does not actually tell in
favour of anti-volitionism, although Pojman is ugim for that purpose. It is an argument
in favour of a related but distinct view, that yoannot intentionally believe a proposition
and also believe that what caused the belief mcanf the will*® This allows for one to
believe something as a result of an act of thehutlthen forget that one believed it for
that reason and think that one believed it owinguiolence. Although Pojman seems to
recognise that this state of affairs can occusthiethinks that the argument undermines
'the volitionist thesis that one can acquire bsliifectly by willing to have theni®. It

does not seem to undermine that thesis. At besart argument against the claim that
you can believe something and also believe thaétisansufficient evidential

justification for it.

The worry for the evidentialist is that this softargument will count as question
begging if he deploys it in support of evidentialis Premise 5 looks very much like the
claim that evidentialism is true. So, if the trathevidentialism depends on anti-
volitionism, this class of arguments for evidensial is not available, for without premise
5, even a suitably modified argument will fail gjegher. This is not a very serious

problem for the evidentialist, but it certainlyeslout the use of anti-volitionism as a

29 bid., pp. 48-49.

30 Pojman does recognise that there are cases ef belvhich the truth of the belief does depenchan
act of the will, for example the belief that | wiliat | go to the store depends on my will. Irsthigument
he is speaking about 'standard’ cases of belidfpanthis sort.
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defence for evidentialism by those who think thatskould accept anti-volitionism
based on something like this ‘logic of belief’ angent.

As a very brief digression, it is interesting methat while there are no doubt
grounds, and indeed good ones, for anti-volitionigher than the ‘logic of belief
argument, no good additional grounds are provideBdyman. He does give one other
argument, but it does not appear to be very promisiThis argument is the argument

from the phenomenology of belief, again cited vérba

1. Acquiring a belief is a happening in which therld forces itself upon a subject.

2. Happenings in which the world forces itself n@osubject are not things the subject does (i.e.

not basic acts) or chooses.

3. Therefore, acquiring a belief is not somethargubject does (i.e. is not a basic act) or

chooses3 2

Here | only wish to point out that the first premiseems to assume precisely what is the
subject of debate, namely whether beliefs are tbugeon us by the world or whether we
can will them (i.e. force them on ourselves). Tdrigument appears question-begging,

and so we may say that it, too, would be of litide to the evidentialist.

1.4. Against the ‘causing yourself’ account

31 Ibid., p. 38.
32 |bid., p. 40.
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Anti-volitionist considerations may have beendme degree influential in the
development of another line of evidentialist argnmeOn this view we can make a
distinction between what there is reason for useleceve and what there is reason for us
to cause ourselves to believe. The former sar@adon is a purely evidential matter,
while the latter admits of all sorts of non-evidahteasons. As Kelly points otft,

Pascal gives us an interesting example of howantitionism might lead us to that
conclusion. Pascal advises us that given our libatw will our beliefs, practical
considerations like his wager should guide us toopselves in a position where we
shall then acquire the right belief. Putting olues in a position where we shall acquire
a belief is a kind of action, an instance of cagsor at least trying to cause, ourselves to
believe something. Because we cannot choose i®/bedomething that is good for us to
believe, what there is really reason for us toatothe cause account, is cause ourselves
to believe what it is good for us to believe.

The idea that non-evidential considerations camogrbelief are actually reasons
to act, in particular to cause ourselves to habelief, is a commonly held position.
Those who think that non-evidential consideratipres/ide us not with reason to believe,
but rather with reasons to act, argue againstt(l@aat do not accept) what Derek Parfit
calls ‘state given reasons’ for belief, which drede reasons that come from the
desirability of having a certain propositional tatie>* State given reasons contrast with
‘object given reasons’, which are reasons givethleyobject of the attitude. That a
painting is beautiful is an object given reasoadamire it; beauty is a feature of the

object of my admiring attitude. That admiring fhenting will make me happy is a state

3 Kelly (2002), p. 6.
34 parfit (2001). For problems with objections tatstgiven reasons, see Rabinowicz and Rgnnow-
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given reason for me to admire the painting; itas afeature of the painting that is the
reason, but rather an effect of having the attituden-evidential reasons for belief are
typically state given reasons. For example, tioetfaat believing | am popular would
make me happy is a reason for me to believe taat popular. It is not that this fact
relates in an evidential way to the contents ofttékef for which it is a reason, but rather
it is a fact about the good effects having thaigb@ould have on my life. As non-
evidential reasons for belief are typically stateeg reasons, those who do not accept the
existence of state given reasons will not acknogaeitiat there are non-evidential
reasons for belief. One way for such people terpret apparent non-evidential reasons
for belief is as non-evidential reasons for causingself to believe, where causing
oneself to believe is taken to be an action.

Geoff, a wealthy eccentric, has offered Joe haffi®fortune if Joe believes next
Tuesday that it is Wednesday. There now seems &mlexcellent reason for Joe to
believe something for which there is no evidengason. At worst, he will miss a few
appointments and endure a little embarrassmemefing the day wrong, but he stands
to gain a considerable sum of wealth in excharifjedentialists argue that Geoff does
not really have a reason to believe that it is Vésdiay on the coming Tuesday; he just
has a reason to cause himself to believe thatitddnesday.

There are two arguments that shift the burdehéevidentialists to show why it
is that there is only a reason for Joe to caussdlino believe that it is Wednesday on
next Tuesday and that there is not also a reasalo®to believe that it is Wednesday on
next Tuesday. The first argument is the weakéhetwo. This is the argument from the

unity of normativity.

Rasmussen (forthcoming).
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Let us assume for the sake of argument that bg\lgentialists’ lights, there is
enough reason for Joe to cause himself to belleadttis Wednesday on next Tuesday
that he ought to cause himself to believe tha Wednesday on next Tuesday. And, let
us also assume that there is sufficient evidergagon for Joe to believe that it is not
Wednesday on next Tuesday. If we accept that Ugbt@n next Tuesday to cause
himself to believe that it is Wednesday (becaugedbod for him to do so), and if we
also accept that he ought to believe that it iswletinesday (because of the evidence),
then normativity makes a demand of him that he casatisfy. Because causirg
impliesx, if Joe does what he ought to do and believes Wbatught to believe, then he
will believe that it is not Wednesday and alsodadithat it is Wednesday. One might
suppose that it is impossible to believand also to believe nat If this supposition is
true, then the causing account will place an imipbesslemand on Joe.

If the supposition is not true, the causing actatitl places an impossible
requirement on Joe, but of a slightly differentkinThere seems to be something wrong
with an agent who both believesind also believes ngf that an agerdughtnot both to
believex and believe nat. If it is the case that an agent ought not taehasliefs with
contradictory contents, then evidentialism in tase will force the agent to do
something that he ought not to do, namely havel&ifs with contradictory content.

This objection has limited bite insofar as thetyioif normativity can be denied.

If one does not think that practical and theorétieasons or oughts have a direct relation
to each other, then Joe’s inability to comply witith his theoretical and practical
reasons will not be of much concern. But, for tha$o accept the unity of normativity,

this argument presents a significant problem fodewialism.
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Here is a second objection. Evidentialists anad-envidentialists alike can agree
that in the case of Geoff and Joe, whether or oetgéts the prize depends entirely on
what he believes, whether or not he causes hirttsbilieve it; after all, Geoff is
awarding the prize not for Joe's causing himselfaiieve something, but for his
believing it. Consider a case with a similar form.

Jill has tickets to a concert. The venue hadeathat no latecomers will be
admitted. The fact that no latecomers will be d@tidiis a reason for Jill to arrive at the
concert hall on time. One might also think tharéhis a reason for Jill to cause herself to
arrive on time, because if she arrives on time vglienot miss the concert. Jill can cause
herself to arrive on time by leaving for the con@dra suitably early hour, hurrying on
her way, etc. As it happens, she can also be ddas@rive on time by someone else,
perhaps a friend who will grab her, throw her iatcar, drive her there, and carry her to
the door before the concert starts.

Regardless of whether she causes herself to amiwene or whether she is
caused to arrive on time by someone else, shdlgetwize, admission to the concert, for
being there on time, not causing herself to doBue fact that she will not be admitted
late is a reason for Jill to arrive on time. Theray also be a reason for her to cause
herself to arrive on time, but that reason is ddpahon there being a reason for Jill to
arrive on time. This is an instance of the norwmigtiof the end, Jill's arriving on time,
being transmitted to the means, Jill's causingdiets arrive on time.

In the case of the offer from Geoff to Joe, th&ve, is a transmission of
normativity from the end to the means. Joe, wesse, cannot on next Tuesday directly

form the belief that it is Wednesday, but causimgdelf on next Tuesday to believe that
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it is Wednesday is a way for him to come to beligvéVithout assuming to start with
that there are no non-evidential reasons for hetief unclear why we would think that
there is no reason to believe that it is Wedne$déyhat there is a reason to cause
oneself to believe it, when it looks exactly agik is an instance where the normativity
of an end, believing it is Wednesday, is transmittea means, causing oneself to believe
that it is Wednesday. If the reason attaches tatwhe gets the prize for in the concert
case, it is unclear, without begging the questgairsst non-evidential reasons for belief,
why the reason should not attach to what Joe reséhe prize for in the Wednesday
case. It may be that the two cases are differewiriue of the fact that the Wednesday
case involves a belief and an action, while thecedicase involves only actions, but the
burden is on the evidentialist to show why thided#nce is significant.

Another point bears mentioning here. In somesasegent cannot believe what
the non-evidential reasons tell her to believe auticausing herself to believe it. The
two examples above are such cases. There wiliiest however, when an agent can
believe what the non-evidential reasons tell hdretiteve. There are at least two sorts of
cases where one need not cause oneself to betievettsing that non-evidential reasons
tell one to believe.

The first sort of case occurs when there is aléficeent evidence for the same
belief. Imagine that believing that you had anegypnce in a play on Broadway would
make you happy beyond your wildest dreams. Asjplens, you are shown evidence
that you did have an appearance in a play on Bragigwhen you were too young to
remember having done so. It seems implausiblerttthais circumstance there is a

reason for you to cause yourself to believe thatwere on Broadway, as it is
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unnecessary for you to do so, because you wiletelthat you were on Broadway as a
result of the evidence. Or, if there is a reasorybu to cause yourself to believe that
you are on Broadway, it is more plausibly becatseetis a general rule that says you
have a reason to take any sufficient means to femaghich you have a reason. Ifitis
because of that rule, then clearly the requirertfattyou cause yourself to believe
something that is good for you is just a specislance of a more general rule that there
are reasons for you to take any sufficient mearahtend for which you have a reason.

The second sort of case occurs when you alreddythe belief for which there is
a non-evidential reason. Suppose you believettieae is a lamp in your office. An
eccentric millionaire offers you untold riches ¢ ttondition that you believe that there
is a lamp in your office. There is a non-eviddm@&ason for you to believe that there is a
lamp in your office, and you have the belief. Hérenay not even be sensible to speak
of your causing yourself to have this belief, ag wiready have it. And, because causing
yourself to have that belief is no longer a mearnhé end that you intend, there is no
more to cause yourself to have that belief to ddghang that does not actually cause you
not to have the belief.

The causing account must fail if we accept teason never provides us with
two or more all-things-considered oughts that agéchlly not mutually satisfiable. This
is because ‘cause’ is a success verb, so causesglbo believe something that one
ought not to believe means that one will believaesthing that one ought not to believe.
Any reason that there is for an agent to causediirttsbelieve something, when there is
a non-evidential reason for the agent to believaetives from the transmission of

normativity from an end for which there is a reasmits means. The onus is on the
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supporter of the causing yourself account to st/ mon-evidential reasons for belief
are just reasons for causing oneself to belie¥berdhan that any reasons one has to
cause oneself to believe in such cases dependusimgaoneself to believer’s being a

means to an end for which there is reason.

1.5. Unstable beliefs and fixed points: a problenof evidentialism

In this chapter thus far, arguments have beerepted that are intended to shift
the burden of proof onto the evidentialist to shbet there cannot be non-evidential
reasons for belief. These arguments have beerdatghowing that some positions that
might be taken to support evidentialism do notitefavour of it. In this section, a
different sort of argument against evidentialisrensployed. Here | argue that in a
relevant case, evidentialism cannot provide reatmbsglieves## or at least cannot
directly provide reasons to believe- what it isreot to believe.

To introduce the problem, an example will be reeghi Suppose Alice is hooked
up to a computer via a telepathy helmet. This kékccurately reads her beliefs and
transmits them to the computer. The computertéshed to a display screen. Alice is
then given the following complete set of rulesdagame of sorts, which we shall call the
numbers game.

When hooked up to the computer, Alice will bedttiiat five seconds from now,
a number will appear on the screen, which is prtgsbtank. She is told that the number
will be 16, if she forms no belief at all about winamber will be on the screen. If,

however, she forms any belief about what numbdrheilon the screen, then a different
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number will appear, which is half the number thag believes will appear plus 1. So, if
she believes the number is 6, it will be 4, arshié believes it will be 10, then it will be
6, and if she believes it will be 5 it will be 3aBd so on. If Alice forms a new belief in
the interval between forming an initial belief amdumber's appearing on the screen,
then the computer performs the operation againoaedalf plus 1 of the new number
will appear in five seconds. Alice knows all theskes, and faces a problem because of
it.

In all cases but one, whatever Alice believes beéllwrong. If she believes the
number will be 8, it will be 5. Alice knows thdtshe forms no belief at all about the
number, the number will be 16. So, once she rasegrthat she has no belief about the
matter, she will believe that the number is 16, #rah of course the number will be 9,
and Alice will forever be stuck with unstable bé&die Alice knows that having any belief
but one about the number will make her belief atbbethumber false. This problem will
present itself to Alice, unless she believes thatrtumber will be 2, in which case it will
be 2, as half of 2 plus 1 is 2.

In the case of the numbers game, the philosophicaéresting question is what
ought Alice to believe? Because Alice knows thahe has no belief at all, the number
will be 16, it appears that it would be wrong fer lto ignore that evidence. It is not
rational for her to believe that it will be 16, hever, because she also knows that if she
believes that it will be 16, then it will not be.1&he will face the same problem for all
numbers other than 2, and so it seems that onsiplawcandidate for what she ought to
believe is that it will be 2.

As far as | can see, there are three possiblemsdsr Alice to believe that the
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number will be 2. The first reason is that shd lagl right. The second reason is that she
will cease to have unstable beliefs, and the tisittiat there is evidence that the number
will be 2. Only the last of the three reasonsvailable to the evidentialist, and, as | shall
argue, it is the least plausible of the three. fhnee possibilities will be considered in
the order given.

The first claim is that the fact that she willoght is a reason for Alice to believe
that the number will be 2. The idea might be sdvingtlike this. Beliefs aim at truth,
and reasons for belief are related to the trutthaff belief. Alice’s belief about the
number will be true if and only if she believesttttee number will be 2. Alice knows
that she will be right if and only if she beliewbst it is 2. As her beliefs aim at truth, her
beliefs will meet their aim if and only if she bales it will be 2. That she will be right if
and only if she believes that it will be 2 is agea for Alice to believe that it will be 2.

This justification appears to be open to an omect The objection is that it leads
to an overly permissive form of externalism ab@a#tsons. That you would be right
would then be a reason for you to believe any faztnatter whether you could have any
epistemic contact with it or not. There would bagon to believe facts about
epistemically inaccessibly distant parts of thevarse, facts about the psychology of
people of whose existence you are not aware, aot.so

The objection can be met by providing a strengtderersion of this justification.
The strengthened version would hold that withingppropriate limits of epistemic
accessibility, the fact that you would be righyau believe something is a reason for you
to believe it. Because the rules of the numbensegare fully spelled out for her, Alice

knows that if she believes that the number wilRbéen it will be 2. A strong limit on
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epistemic accessibility would hold that the faetttipou would be right is a reason to
believe something only if you know that you will bght if you believe it. In the case of
the numbers game, there would be a reason for &dibelieve that the number will be 2,
because she knows that she will be right if sheebe$ that the number will be 2. The
knowledge constraint may be too restrictive, butlnabt some weaker form of the
epistemic accessibility constraint on when the faat you will be right counts as a
reason to believe something is available.

This justification is not open to the evidentiali$n order for something to be a
reason for a belief, according to evidentialisnmitst stand in an evidential relation to
the contents of that belief. By evidentialist lighthat she will be right if she believes it
is a reason for Alice to believe that the numbethenscreen will be 2, only if the fact
that she will be right if she believes it is eviderthat the number will be 2. Using
Harman’s account of evidenaeis evidence fop when the conditional probability pf
givene s greater than the conditional probabilitypodiven note. A look at Alice’s
situation shows that if Alice abides by the corstsaof evidentialism, the probability
that the number on the screen will be 2, given iiae will be right if she believes it, is
no greater than the probability that the numbethenscreen will be 2, given that it is not
the case that Alice will be right if she believes i

To understand why this is the case, it will bephdlto look first at what it would
take for the fact that she will be right if sheibeés that the number will be 2 to be
evidence that the number on the screen will bee2.us call the proposition that if Alice

believes that the number on the screen will baéh it will be 2p. What it would take

% John Skorupski provides a sophisticated discussfialifferent epistemic
accessibility constraints on reasons in his fonthiogy book,The Domain of Reasons
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is for Alice to be more likely to believe that thember on the screen will be 2pifs a
fact. That is because Alice’s believing that thenber on the screen will be 2 is the only
circumstance under which the number on the screemdibe 2.

On a non-evidentialist account, it is more likéigt Alice would believe that the
number on the screen will be 2pifs a fact. This is because a non-evidentialigfmi
think, as discussed above, that there is a reasbelieve what will be right. Believing
that it will be 2 is the only way to be right, atiebre is a non-evidential reason to be
right. If Alice is responsive to her reasons, teae will believe that the number will be
2. On the other hand, evidentialism does not Hudt the fact that one will be right if
one believes it is a reason to believe somethifigus according to evidentialism, there
would be no reason at the start of the game fareMd believe that the number will be 2.
If Alice is responsive only to evidential reasoas Ibelieving, there will be no reason to
which she can respond that will cause her to beltbat the number will be 2.

The importance of this difference between the eviidlist and the non-
evidentialist is that if evidentialism is corretiig fact that she will be right if she believes
the number will be 2 is not evidence that Alicelw#lieve that the number will be 2.
Without there being any evidence that she willdaithat the number will be 2, there is
no evidence that the number will be 2. So, thédabdity that the number on the screen
will be 2, conditional on its being the case th&t@will be right if she believes it will be
2, is no greater than the probability that the nendn the screen will be 2, conditional
on its not being the case that Alice will be righghe believes it will be 2. On the other
hand, for the non-evidentialist, the probabilitgreater that the number will be 2 when it

is the case that Alice will be right if she beliswbat the number on screen will be 2 than
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it is when it is not the case that she will be tigishe believes the number on the screen
will be 2. This is because the fact that she bellright if she believes it is a reason for
the non-evidentialist, and Alice is responsive ¢o teasons. Because the evidentialist
cannot regard the fact that she will be right & &lelieves that the number will be 2 as
evidence that the number will be 2, that Alice Wil right is not a reason for her to
believe the fixed point or stable belief.

Although that she will be right is a non-evidehtgason for Alice to believe that
the number will be 2, it is still a@pistemic reasanAn epistemic reason is a reason that
holds because of some non-evidential, but stithtrelated, considerations. Epistemic
reasons might include considerations such as tegust discussed, or they might
involve reasons for belief issuing from consistereyuirements on one’s beliefs.The
rejection of evidentialism does not entail acceptimat there are non-epistemic reasons
for belief, only that there are non-evidential wasfor belief.

The second possible justification for believing ttumber will be the fixed point
(the number which, if believed, would be correstjhiat one’s beliefs will be unstable
otherwise. The reason for Alice to believe thatilt be 2 is that otherwise, she will have
unstable beliefs in the context of the numbers gaiiee two most plausible
explanations of why there is a reason not to hagtalble beliefs are not open to the
evidentialist.

The first explanation is that there is somethirsgwluable about having unstable
beliefs. The disvalue appears to come from praigroansiderations. The constant

adjustment of beliefs as is required in the unsthlelief scenario takes up time and

36| am sceptical that consistency requirements,teaj.one not hold contradictory beliefs, issuesoea.
If they do, however, such reasons would be epistémui non-evidential.

44



cognitive resources. Quite aside from any otheebethat might accrue from being
right, it would be much more pleasant not to havadjust constantly one’s beliefs about
what number it will be. This explanation has sgutausibility, and being a pragmatic
one, is clearly not open to the evidentialist.

The second explanation of why there is a reasttoritave unstable beliefs is
that there is a sort of incoherence to having lnhstaeliefs. Aside from the belief that
the number will be 2, any belief one might havewulvehat number will appear on the
screen will cause that belief to be false. Ther®mething wrong with having beliefs
that cause themselves to be false. Having a kekgfyou know is false is certainly
irrational in an important way. Believing the nuenlwill be the fixed poimt##the
number which, if believed, will be the correct nuam# stops one from having the
unstable beliefs which, by definition, have thereleter of making themselves false. In
this instance, the explanation of why there isaoa not to have unstable beliefs is that
if one has unstable beliefs, then one will havesfethat cause themselves to be false,
which is irrational.

This explanation is open to the evidentialist.e Bvidentialist can say that the
fact that having a belief will cause that belieb®false is evidence that the belief will be
false, and so the evidentialist can say that tiseaereason not to have unstable beliefs.
However, what the evidentialist cannot do is patteyreason for not having unstable
beliefs into a reason to believe the fixed point.

The evidentialist cannot do this; there is stilevidence that the fixed point is or
will be the number on the screen. The only evidehat the content of the fixed point

belief is true in this instance would be that Allmdieves, or is likely to believe, that the
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number will be 2. However, the fact that thera reason for Alice not to believe the
unstable beliefs is not evidence that Alice willi&ee or is likely to believe the stable
one. In the numbers game, if Alice is responsiviedr reasons, and, as argued above, if
there are only evidential reasons, then Alice siithply not believe any of the unstable
beliefs. The fact that she will not believe anyhe unstable beliefs is not evidence that
she will believe the stable one. Without some ebevidence that she will believe the
stable belief, there is no evidential reason facéto believe that the number will be 2.

Evidentialists cannot claim that there is a reasdoelieve the number will be the
fixed point in the numbers game, because one witight if one believes it. They also
cannot claim that there is a reason to believenttmeber will be the fixed point because
otherwise one’s beliefs will be unstable. Whatewtialists need as evidence is for it to
be likely that Alice will believe that the numbeilivbe 2. The fact that Alice is likely to
believe that the number will be 2 is evidence thatnumber will be 2.

To show that Alice is likely to believe that thember will be 2, the evidentialist
could use the technigue employed above, using Alresponsiveness to her reasons as
evidence that she will believe that the number ball2. Earlier in the chapt&rthe idea
that non-evidential reasons to believe are notyreaasons to believe, but rather are
reasons to cause yourself to believe, was intratlu@n this view, any of the non-
evidential reasons to believe discussed above dmutdken as a reason for Alice to
cause herself to believe the fixed point. Alicegsponsive to her reasons, and so she is
likely to cause herself to believe that the numidirbe 2. Causing herself to believe
that the number will be 2 will result in her belieg that the number will be 2, so Alice is

likely to believe that the number will be 2. Tidice is likely to believe that the number
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will be 2 is evidence that the number will be 2, there appears to be an evidential
reason for Alice to believe that the number willbe

There are two difficulties with this solution teet numbers game. The first
difficulty is one that | have already discussedhich is that it falls to the evidentialist to
show that there is a reason to cause yourselflieMeesomething when there appears to
be a non-evidential reason to believe it. It isenttirely clear that evidentialism can help
itself to the assumption that putative non-eviddnasons for belief are, in fact, reasons
for causing oneself to believe.

The second difficulty reinforces the first. Bglgght modification of the rules of
the numbers game, it is possible to make causingsgdf to believe something always
result in your having an unstable belief. In thedified numbers game, the computer to
which Alice is attached is able to detect whethranai she caused herself to have the
belief she has about the number. If she caussslhés have the belief about the
number, then the normal rule of taking her beligfiding it by 2, and adding 1 no longer
applies. Instead, the computer will display thenber that Alice caused herself to
believe multiplied by 2 with 1 added to the produsb, if Alice causes herself to believe
that the number is 2, then the number displayeldbgib. Causing herself to believe
something will ensure that Alice’s beliefs are aide.

Once the new rule has been added and Alice’sfbeliél be unstable if she has
caused herself to believe them, there is no loaggrevidence that Alice will believe that
the number will be 2, based on her being resporteiveasons. This is because there is

no longer a reason for Alice to cause herself teebe the fixed point, as doing so will

37 See section 1.4, The ‘causing yourself account.
% See section 1.4.
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ensure that her beliefs are unstable. There reason for Alice to think that she will
cause herself to believe the fixed point, and thege is no evidence that she will believe
the fixed point. The evidentialist cannot provadesason for believing the fixed point in
the modified numbers game, even under the genassisnption that he might be able to
in the original numbers game. On the other hdmelpbsition of the non-evidentialist is
unaffected by the modification to the numbers gaesehere are good non-evidential
reasons for Alice to believe, not to cause hetsdbielieve, that the number will be 2.
The numbers game represents a difficult problemthie evidentialist. There are
at least two plausible considerations in favoubelfeving that the number will be the
fixed point, the fact that doing so is the only viayoe right and the fact that doing so is
the only way to avoid having unstable beliefs. Neitof these is available to the
evidentialist. These considerations in favour @fdving the number will be the fixed
point intuitively look like good reasons for belieg the number will be the fixed point,
and evidentialism’s inability to accommodate thamiioblematic. The modified version
of the numbers game shows that even if there i®soitial plausibility to the view that
there is a reason to cause yourself to believe songewhen there appears to be a non-
evidential reason to believe it, there will be attans in which there is clearly no reason

to cause yourself to believe something on thosergts.

Conclusion

In this chapter | have argued that evidentialigs & difficult time getting off the

ground. Doxastic involuntarism, conceptual or augent, does not provide support for
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evidentialism, nor is there anything in the logistlicture of reasons for belief that
prima faciesuggests that there cannot be non-evidential nsdso belief. Neither of
these arguments show that evidentialism is falsetiey both suggest that support for
evidentialism will have to come from a differentdi of argument.

The numbers game represents a very differentesigel for evidentialism, and its
implications for evidentialism are open to intetat®n. The numbers game does not
guestion the justification for evidentialism, bather raises doubts as to whether or not
evidentialism could be true at all. The numbemmgdas three possible implications for
evidentialism.

The first possible implication is that evidentati, at least in its strict form, is
false. This implication would be born out in tledldwing form. There is a reason to
believe that the number will be the fixed pointidentialism cannot provide a reason to
believe the number will be the fixed point. Sodewtialism is false.

The second possible implication is that eviderstalcan only be viable as a
theory of reasons for belief in certain circumsemcCases in which there is no evidence
that the number will be the fixed point requireeparate theory. On this view,
evidentialism is shown not to apply to cases Iik@numbers game, while it is still the
correct theory of theoretical reasons for moredsah beliefs.

The final possible implication of the numbers gamthat while it may be
intuitive to believe that there is a reason todadithat the number will be fixed point in
the numbers game, there actually is no reasonligvkét, because there is no evidential
reason for the fixed point. This reading of thenters game has the least plausibility,

because it implies that theoretical normativitgilent on epistemic situations of a
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parallel form to the numbers game.

| believe that the first reading of the numbersigénas the greatest plausibility.
The evidentialist cannot deliver a reason to beligaat the number will be the fixed
point, when it is clear that there is a reasoneltelie that the number will be fixed point.
There is little plausibility to the third readinghich leaves the second one as a middle
view. In order for the second view to be plausitihe evidentialist would have to
provide an explanation of why evidentialism isuettheory of reasons for belief for
some types of belief but not for others. Oncemga@ burden is shifted to the
evidentialist to show why evidentialism is a pldsiview.

While this chapter has not proved evidentialisrbedalse, it has pushed the
burden of proof to the evidentialist, leaving oplea possibility that there are non-
evidential reasons for belief. Doing this is imjant in the context of the thesis, because
in chapters 3 and 4 the arguments frequently invgkeevidential reasons for belief.
Because evidentialism is a view that often lurka &sckground assumption in the
discussion of reasons for belief, it is importanshow that non-evidentialism has an
equal, if not greater, plausibility if non-evideadtreasons for belief are to be invoked in

the arguments of this thesis.
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Chapter Il: Normativity and Rationality

Introduction

In this chapter | shall examine the relationstepAen normativity and
rationality and shall argue that there are grodondghinking that rationality cannot be
reduced to a sub-species of normativity. The arapill first focus on a distinction that
Derek Parfit makes between what there is most resdo and what it is most rational
to do. His claim is that it is most rational towbat one would have most reason to do,
if one's relevant non-normative beliefs were tdrbe. | shall argue that Parfit's account
is problematic and that explicating the notion dfatvis most rational in terms of what
there is most reason for does not look like a sssfoéapproach. | shall also discuss the
work of John Broome. Broome suggests that one thaigtount for the difference
between what one has most reason to do (or whabugtg to do) and what it is most
rational to do as being a difference in the scdgb@normativity involved. | shall argue
that while this approach is more promising, itlignately subject to problems that point
towards general difficulties in explicating ratidibain normative terms.

This chapter serves three purposes within theghdde first is to bring into
clearer focus the relationship between normatiaitg rationality. While this project is
valuable for its own sake, having some understandirthis relationship is important to
understanding the structure of the normative cotsflbetween the normative

requirements of practical rationality and thosewleg from goodness that are set out in
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chapter 3. In chapter 3 it is argued that ratiseglirements may entail some sort of
normative requirement. The analysis in this chagitews that while rational
requirements may entail normative requirementgmat requirements themselves are
not just a special class of normative requiremefitse second purpose of this chapter is
to continue the sub-thread that runs through ttesis that casts doubts on normative
separatism. In critiquing Derek Parfit’'s viewspplems with the compatibility of
normative separatism with Parfit-style theoriesationality are shown. Finally, this
chapter serves to introduce important conceptseroiryg the scope of normative and
rational operators that will be relied upon in desp 3 and 4. The chapter begins with a

critique of Parfit's account of rationality.

2.1. Parfit's account

In his paper ‘Rationality and Reasons’, Parfitidiguishes between what we
have most reason to want and do and what it is matishal for us to want and db.For
Parfit, the questions of what it is we have moasos to want or what it is most rational
to want and what we have most reason to do or iwgimost rational to do are closely,
in fact inseparably, linked. For purposes of 8tigdy, | shall not consider the question of
what we have most reason to want or what it is maiginal for us to want. Instead, the
focus only will be on the doing. As far as thelgsia here is concerned, there is not
anything significant at stake in leaving out thentirag, insofar as Parfit thinks that

reasons for wanting and reasons for doing areahe®

% pParfit (2001).
“0 parfit holds this view, at least in part, becaseliscounts the possibility of there
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Parfit sets out the distinction between what weehaost reason to do and what it

is most rational to do in the following way:

...While reasons are provided by the facts, thiemality of our desires and acts depends instead
on our beliefs. When we know the relevant fattsse questions have the same answers. But if
we are ignorant, or have false beliefs, it camati@nal to want, or do, what we have no reason to
want, or do. Thus, if | believe falsely that ngtél is on fire, it may be rational or me to jurmpoi
the canal. But | have no reason to jump. | nyetlehk | do. And, if some dangerous treatment
would save your life, but you don't know that fattvould be irrational for you to take this

treatment, but that is what you have most reasatot..**

Parfit's assertion is that what you have most redsalo depends on the facts, while
what it is most rational for you to do depends oanbeliefs. This philosophical
distinction mirrors a common one. In ordinary usage distinction typically occurs

when we assert that somebody's behaviour ‘makeesenis rational in light of what

she believes, but that she still did not do whataight to have done, because her beliefs
were false.

Although Parfit has made a philosophical distioictione with a good intuitive
basis, of some importance, it is not clear thatiFfas made it in quite the right way. To
begin with, we need an analysis of what it is feite have most reason to do something.
Parfit means by this locution that we ought totdoTihere are other possible uses of

‘most reason’; it is noa priori the case that one ought to do that which themsoist

being what he calls state-given reasons for bel@apter 1 of the thesis argues for the
possibility that there may be state given reasonbdélief. The most comprehensive
current paper on the matter is Rgnnow-RasmusseRalbitowicz’s ‘Strike of the
Demon’ forthcoming irEthics
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reason for one to do, at least if most reasorkisrtao imply that reasons are weighed up
and that one ought to do that for which there ésgreatest weight of reason. However,
not all normative theories are committed exclugitelweighing?* A theory could, in
principle, have two separate basic normative cascepghtandreason In such a

theory, reasons are weighed against each othethéxng are some oughts that are
absolute and admit of no weighing. Perhaps sugfntsare basic requirements or are
derived by some sort of consistency and univeaailisy requirements, as Kant
imagined was the case for lying. Such a theoryhirtigen hold that other considerations,
for which there are no consistency and univerdailisgparguments, are best dealt with
through a weighing approach. According to sudheaty, when lying is involved, there
is no weighing to be done; we simply ought noi¢o However, when there is a choice
between saving the family dog and the family catrfra fire, then we weigh up the
reasons and in that instance do what we have rmason to do. Whether or not Parfit is
committed to a strict weighing theory, the relevsenise of ‘most reason’ as it is
discussed here is as a term for ought, not agenstat of substantive commitment to a
weighing-only account of reasons. | shall use ‘meason’ and ‘ought’ interchangeably

from now on in this chaptét.

“! parfit (2001). Pg. 17.

2 See Ross (1930)

“3 1t is important to recognise that some philosopliird the notion of @ro tantoor
weighted reason to be basic. As discuss@haDomain of Reasofy John Skorupski,
one may not be able to get everything that onesesth onlypro tantoreasons. This is
particularly evident in the case of reasons fordbelLooking at the differerpiro tanto
reasons, there may be more reason to believe orgetttan another. However, the
evidence for both may not be very good, and theeetls not enough reason to believe
either. To remedy this, Skorupski suggests thatreeds the notion of sufficient reason
in addition to that of reason. When there is sigfit reason to believe something, then
one ought to believe it, whereas when there is me&aston to believe something, there
may not be enough reason such that one oughtitvbet.
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What we ought to do is, on Parfit's theory, gitenis by the facts, regardless of
whether or not we are aware of them. The factithaill be a cold winter gives me most
reason to donate my old warm clothes to charitgnef/l am ignorant of the long-range
weather forecast. The fact that it will save yiifigris a reason for you to take this pill,
regardless of whether or not you know that it wél/e your life. Or, as in Parfit's
example, even though you believe the hotel is @) fiou ought not to jump into the
canal, because the hotel is not, in fact, on fitarticular substantive theories of reasons
and oughts will explain how it is that these faggmerate reasons and what sort of facts
are the right sort of facts.

There is a problem with saying that facts giveaasons but beliefs do not.
When | believe that the hotel is on fire, it issatfthat | believe that the hotel is on fire.
To be more precise, Parfit needs to say that tttetiat we believe something does not
prima faciegive us a reason to act as if the contents obeliefs are true. Facts about
beliefs can still give us reasons. The fact thaglieve | am 10ft tall is a reason for me to
see a psychologist, but it is not a reason forareay that | am the tallest man in the
world.

In addition to saying that reasons are given tbyuthe facts, Parfit also denies
that reasons are given to us directly by desifiégss is an important point in his theory.
A desire theorist of reason might agree that famts or give us, reasons. However, the
desire theorist would in that case hold that thg €acts that give us reasons are facts
about desires. Furthermore, a desire theorist neeHold that we must know when we
have a reason to do something, as there is norezgent that we know what all of our

desires are. Although saying that reasons are thes not formally exclude the
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possibility that facts about your desires give gaeason to achieve the contents of those
desires, Parfit opposes the view that desires nbyrmiae you a reason to achieve what it
is that you desire.

In the case of practical normativity, Parfit al®vor the possibility that facts
about beliefs may be relevant to determining whetd is most reason to do. So when he
restricts rationality to the domain of beliefs,rheans something quite specific. Parfit
understands rationality in counterfactual termg ihost rational to do what there would

be most reason for us to do if our non-normativiefsewere true:

| have rejected the common view that our desired fctions] are rational when and
because they depend on true or rational beliéften, | have said, the opposite is true. Our
desires [and actions] are rational when they deépenbeliefs whose truth would give us reasons
to have these desires. Itis irrelevant whethesé beliefs are either false or irrational. Reiyam
next that, in making these claims, | have beeoudising only non-normative beliefs. When we

turn to normative beliefs, we should make différgaims**

So, if my belief about the hotel's being on firerestrue, then it would be true that
I ought to jump into the canal. Therefore, itational for me to jump into the canal,
even though | ought not to. Itis most rationalrte tog just if, were the contents of my
relevant beliefs true, it would be the case tHave most reason .

Before moving forward with the discussion of P&sfwork, it is important to
look briefly at his notion of ‘most rational’. Gawn his views about the relationship

between rationality and reason, the most likelyyaisof ‘most rational’ is that which is

4 parfit (2001), p. 30.
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rationally required. Rational requirements arestwhich means that there are no
rational factors that outweigh them within ratidthal Rational requirements may bear
features in common with oughts. For instance,ay e the case that one is rationally
required tog only if one believes one cah or does not believe that one cango?
Another possible restriction is that if one is@atlly required tagp, then one cannot be
rationally required not t@ at the same time. Parfit is not explicit abowstn logical
features of rational requirements, nor does heudsbow far the parallel between ‘most
reason’and ‘most rational’ is meant to hold in terms df thgical structures of those
concepts. Parfit may be committed to a kind ofghiig structure within rationality,
analogous to a weighing account of reasons, ifdie\es that reasons themselves have a
weighing structure. Since it is not clear from teet what his views about weighing are
or what logical constraints he wants on most reaand since Parfit's position on these
matters is not directly relevant to the argumeméhnost rational’ will be taken as
being synonymous with ‘rationally required’. Tlugical features of a rational
requirement will be taken to be the same as at fzase of the features otight but

with the important distinction that rational reqarment is a strictly rational rather than a

properly normative notion.

2.2 The trouble with rationality

The counterfactual view of rationality leads toneotroubling implications. In

%51 am not endorsing or rejecting the view that ‘otigmplies ‘can’, but observing that
those who think that it does may also think th&breal requirements are subject to a
similar constraint.
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this section, | shall discuss two problems with¢banterfactual view. The first problem
is that it may be difficult for Parfit to give ac@unt of practical rationality on this view,
when another common assumption is made. Thef@@®in ‘Rationality and Reasons’
that Parfit accepts a view that | have earlierecthlhormative separatisfi’ Normative
separatism is the view that theoretical and prattgasons are of fundamentally different
kinds, and thus, while elements of their logic rbayanalogous, they constitute two
distinct classes of normativity that cannot meahiligbe related or compared. Parfit's
account of what there is most reason to do, condbivith normative separatism, may
prevent him from providing a successful accounvbét it is most rational to do.

The second problem that this section will addossgerns a technical difficulty
in Parfit's account. Parfit's account of ratiomyaldiscusses what we have most reason to
do or desire (the reasons for both are identicBlarfit's account). | shall argue that this
view of practical reason forces onto Parfit's actdhe view that we are rationally
required to perform certain actions. This is imtcast to an account in which one would
be rationally required to intend those actions. a&nount of rationality in which there
are rational requirements to perform actions rati@n merely intend them leads to some

strongly counterintuitive results.

2.2.1 Rational requirements, beliefs, and intentias

Practical rationality is distinguished from thetzal rationality in that it is

concerned with the rationality of action, wherdasotetical rationality is concerned with

the rationality of belief. | am assuming that whactical rationality is said to be the

46 See the introduction to this thesis.
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rationality of actions, this means that practiedlanality also concerns the rationality of
some action-related mental state(s). For purpokdge argument here, | am taking
intentions to be the mental states that set antaggerform an action. In general, when
one intends to do something, provided that on@ishwarted, one does or at least
attempts to do the intended action. Later in¢hepter, | shall discuss what would be
wrong with a view of practical rationality thatpsimarily concerned with actions
themselves rather than with intentions or otheipaatlated mental states.

The core issue addressed in this section is wheth®t Parfit's account of
practical rationality can deliver intentions. Tpierase ‘deliver intentions’ may be
somewhat unclear; | mean the following by it. Arw@unt of practical rationality ought
to say when it is rational to have or form certatentions. An account of practical
rationality that only says, for example, what onglat to believe about actions or
intentions is not really an account of practicaior@ality. Parfit himself speaks of what
we have most reason to do, or desire, or what & national to do, or desire. As
mentioned in the previous paragraph, | am takirgrigranted that intention is the
relevant mental state associated with actionhénrést of the chapter, | shall speak at
times of what there is most reason to do, or intesther than of what there is most
reason to do, or desire. The substance of theraguis not affected by the substitution
of intention for desire, and making this substaatwill bring the discussion in this
chapter in line with the discussion throughoutrigs of this thesis.

Parfit's definition of what is most rational isat it is most rational to do (or
intend) what it would be the case that one oughibtgor intend), were one’s non-

normative beliefs true. On my gloss, Parfit telésthat given certain beliefs, certain
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actions are rational.

As identified in the introduction to this thesirmative separatism is the view
that theoretical and practical normativity are fiwndamentally different kinds. There is
an equivalent view in rationality, rational sepanat On this view, the concept of
rationality required in the domain of theoreticationality is a different one from that
required in the domain of practical rationalitytheer than its being the case that the same
concept of rationality operates on two differenindns. One of the important
consequences of this is that you cannot do logitdbmbines theoretical and practical
rational requirements under the same rational remént operator, as there is no
overarching notion of rational requirement that agply to both the theoretical and the
practical, just as with normative separatism youncdé combine the normative claims
made by theoretical and practical normativity. provide a brief example, a rational
separatist might accept that it follows from yoeirig rationally required to run and your
being rationally required to swim that you areaaélly required to run and swim. She
might also accept that from your being rationadiguired to believe that today is
Tuesday and from your being rationally requiretbétieve that the Queen is a woman, it
follows that you are rationally required to belighat today is Tuesday and that the
Queen is a woman. However, what a rational sepacannot accept is that from your
being rationally required to swim and your beingargally required to believe that today
is Tuesday it follows that you are rationally ragdi to swim and believe that today is
Tuesday. Agglomeration does not hold across thieat@and practical rationality. That
is because the rational requirements regardingfisednd those regarding actions are

different in kind, so one cannot agglomerate awctpral rational requirement with a
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theoretical rational requirement.

In this section, | claim that Parfit's view of i@tality, when combined with
rational separatism, is unable to account for #temal requirement to intend to do
something because of beliefs that we have, at ie@ste important circumstance.
Although there are strong hints that Parfit is amative and rational separatiétie does
not state his position clearly enough in publistvedk to be certain. Thus this section is
a conditional attack on Parfit's view of rationgliait least as far as claiming that he
cannot deliver intentions from beliefs. Laterhe tthapter, doubts about his view that do
not depend on his being a normative or rationadssist will be raised.

We can begin the analysis of Parfit's view withexxample. You wake up in your
hotel room one evening and smell smoke. Theralisane door leading out of the
hotel, and you believe that it may be blocked lgyftre. Fortunately, your room
overlooks a slow-moving river. Considering theiation, you form the intention to jump
into the river, and you do so.

Parfit tells us that jJumping in the river is wistationally required of you if that
is what it would be the case that you ought tovegre your relevant non-normative
beliefs to be true. If the hotel were on firethére were only one exit, and if that exit
were blocked by flames, then it would be the chaéyou ought to jump out the
window. So, on Parfit’s view, jumping out the wowd (or intending to do so), is what
one is rationally required to do.

To understand why Parfit's account of rationaiétylifficult to motivate when it
is combined with rational separatism, we must erarthe logical structure of rational

requirements more closely. | shall argue thatr#tienal requirements that could
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plausibly be used to justify Parfit's view are gonsistent with normative separatism.

John Broome discusses two ways of analysingeeeas of the form ‘Ip, then
you ought tag.*® The first way is to take the ought as havingperow scope A narrow
scope ought has this logical form (‘O’ here repnes@ught)p — Og. This ought is a
detachingought, as we can detach the conclusiogna®enp is true.

The second analysis of English sentences of ttme fi6 p, then you ought tq' is
as having avide scopeught. A wide scope ought is an ought that govéne entire
conditional rather than only the consequent. Kesathe logical form: Q- ). We can
say that a wide scope oughnisn-detachingas the truth of the antecedent does not
make it the case that you ought to do the conseqOgm — Q) is satisfied whenever the
truth value of the condition@ — qis true and is not satisfied when the truth vatithe
conditional is false.

Broome’s analysis of conditionals governed by dsglan be applied to rational
requirements. Consider the following rational riegqment. You are rationally required
not to believe-pif you believep. This can be interpreted as either a wide orreona

scope rational requirement. The wide scope vemsauld look like this:

WS: Rationally Required[you belieye- ~(you believe p)]

whereas the narrow scope would be formed like this:

NS: you believep - rationally required ~(you believep)-

47 See footnote 43.
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Of these two analyses, the wide scope reading ie plausible in this instance. To see
why, consider the fact that there is no informatiwout how rational it would be for you
to believep or to believe-p based on what you believe the evidence to bethiero
words, there is no information about your believegsons for believing or believing

~p. The narrow scope reading tells us that if you belignatp is the case, then you are
rationally required not to believgp~ But, you might believe that there are good reaso
to believe p and none whatsoever to beligue Unless the occurrent possession of a
belief is not just a reason to beliéVihat belief, but a strong enough one to make it so
that indefeasibly it is the case that you are ratily required not to believe its negation,
then it is not clear what could motivate the narsmope reading of the requirement.

By way of contrast, the wide scope reading loakisegplausible. Given that the
requirement as expressed says nothing of whethestdhere are believed reasons that
favourp or ~p, all it requires of us is that we do not belieyeif we believep. We can
comply with this requirement either by continuilngoelievep and not believingp,
believing~p and ceasing to belieyeg or ceasing to belieyeand also not believingp.
That seems like the right reading of the requireimegcause it is the one that tells us not
to hold a pair of beliefs whose contents entabati@diction. Detaching conclusions
about the rationality of believingor believing  may be derived from what we believe
to be reasons fqyor .

Keeping the scope distinction in mind, it appehet Parfit tries to argue for a

“8 Broome (2000).

“9 Gilbert Harman argues that the fact that one haldslief does provide a reason in
favour of keeping it, although not the very strdumd of reason that would be needed
here. See Harman (1999).
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narrow scope rational requirement on an actiomtention, when he would be at best
entitled to argue that there is a wide scope raticgguirement. This scope error occurs
as a result of Parfit's view about the relationsbfipur non-normative beliefs to the
actions that we are rationally required to perforfParfit's view is that it is most rational
for you to do what you would have most reason tif gour non-normative beliefs were
true. If you believe that your friend is thirstigen it is most rational for you to offer him
a drink. That is because if your friend actuadiyhirsty, then you have most reason to
offer him a drink. In the case in which your frikis thirsty, the conclusion that you have
most reason to offer him a drink is a detachingctumion. Since Parfit gives no hint that
‘most rational’ is logically different in form taniost reason’, then that it is most rational
to offer your friend a drink would detach from ydaglief that your friend is thirsty.

According to Parfit, the rationality of the nonfnaative beliefs that we hold does
not play a role in determining what we are ratibnedquired to do. Instead, what you
are rationally required to do is the action thatauld be the case that you ought to do if
the contents of those beliefs were true, regardiEssether or not you are rational to
hold those beliefs.

In the example given above, it does not mattertisdreor not you believe that
there are reasons for you to believe that the hetah fire. It is sufficient that if it were
the case that the hotel was on fire, then it wia@ldhe case that you ought to jump out of
the window of the hotel. Parfit does not provideeaplicit justification for his view that
you are rationally required #wheng -ing would be what there is most reason to do,
were your beliefs to be true. And, if one acceygisaratism about rational requirements,

then Parfit’'s view cannot be justified.
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To understand the difficulty of holding Parfit'&ew and separatism, consider the
reasons why you might fail to intend to jump thrbdge window when you believe your
hotel room to be on fire. There is a rational regaent that if you believe that you

ought tog , then you intend tg .*° This rational requirement has a wide scope form:

RR1. Rationally required (if you believe that yaugbt tog , you then intend t@ ).

This requirement provides a link between belief emention, by specifying the belief
state that requires you to intend to do somethifige mental state in the antecedent has a
distinctive content, namely that the content ofltkéef is of the form ‘I ought t@ . If
you were checking a catalogue of your beliefs ferdbs that would rationally require
you to form an intention, you would know that tha$ehis form would provide such a
rational requirement.

On the other hand, there is nothing distinctivelalthe belief that the hotel is on
fire. It has the same form as other beliefs alloeitvorld. Looking through your list of
beliefs, nothing in particular would stand out atitwis belief that would tell you directly
that you are rationally required to intend to juoyi of the window.

But this belief, at least in combination with sootbers, may well point you
clearly to the belief that you ought to jump ow thindow. You believe that the hotel is
on fire. You believe that the normal exit is bledkand that the only other way out is

through the window. You also believe that if yaurbt leave, you will die, and that

% An explanation of why this is a rational requiethis given in 3.2.1. As far as | am
aware, this requirement was first discussed bythanaDancy. See Dancy (1977).
There is also an extensive discussion in Broomé120
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allowing yourself to die would be a mistake. Thetfthat the contents of some of your
beliefs would make it the case that you ought togwut a window, were those beliefs
true, plausibly gives you a rational requiremeiat §you believe that you ought to jump
out of a window. However, there is nothing distimetabout these beliefs that would
generate a rational requirement that you interjdrigp out of the window.

In order to be led to a rational requirement @t intend to jump, you need a
further step. According to the rational requiretrtbdat you intend t@ , if you believe
that you ought t@ , you would be rationally required (in the wid®ge sense) to intend
to ¢, if you had concluded that you oughtgo

On this line of reasoning, | could fail to intetadg , if | believed | ought t@,
owing to an error either of theoretical rationalityof practical rationality. The
theoretical error would be to fail to reason catlgesuch that you had the belief that you
ought to jump out the hotel window, when you alad the non-normative beliefs about
the hotel’s being on fire and so on. This errouldde one of theoretical rationality
because it involves failing to have a belief thai yare rationally required to have in light
of other beliefs that you have. You could alsbtfaform the intention t@ , even
though you believe that you oughtga This would be an error of practical rationglity
as it would involve failing to have an intentiorattyou are rationally required to have.

Parfit's view could be justified by combining thieeoretical and practical rational
requirements discussed above. Believing that ¢itel s on fire (at least in combination
with some other beliefs) rationally requires yol#dieve that you ought to jump out of
the window. Believing that you ought to jump od@ittee window rationally requires you

to intend to jump out of the window. So, if we daine the two sets of requirements,
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believing that the hotel is on fire (along with saother beliefs) rationally requires you
to intend to jump out the window.

A more precise account of what is meant by comigiipractical and theoretical
rational requirements is necessary, as is an eafamof why doing so makes sense out
of Parfit's view. As a terminological convenientepntinue to use ‘ought’ in place of
‘most reason’ and ‘rationally required’ in place‘wiost rational’:

Parfit's view (modified to be about intending) is:

C. (If you believep, then you are practically rationally requiredrnitend tog) if and

only if (if p, then you ought t@)

FC.(Bp -~ PRR) « (p - O9)

In this section, | have argued that a wide scopding of this rational requirement is

correct. The modified conclusion is:

MC. You are practically rationally required (if ydelievep, then you intend t@ ) if and

only if (if p, then you ought t@)

FMC. PRR(® - 14) o (p — O)

I have said in this section that there is not edirational requirement that from

believing thaip you are rationally required to intendg@pwhen it is true that ip then
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you ought top. However, there is a theoretical rational requeat when this is the

case:

T. You are theoretically rationally required (ifybelievep, then you believe that you

ought tog) if and only if (if p, then you ought t@)

FT. TRR(®) — BOg) < (p - Og)

Further, there is a practical rational requirenveinén you believe that you oughtgdo

P. You are practically rationally required (if ybelieve that you ought t@, then you
intend tog)

FP. PRR(B@® - 1¢)

This is where the resources of the rational s¢igaend the rational non-
separatist make an important difference. Thematiaon-separatist does not think that
two separate concepts are in use with the practtianal requirement operator and the
theoretical rational requirement operator. Th®ral non-separatist only need have one
operator, the rational requirement operator. Beead that, the rational non-separatist
can do logic including both practical and theomdtrational requirements. This makes
Parfit's view consistent with rational non-sepasati It is not consistent with rational
separatism, because rational separatism holdshidnat are two distinct concepts in use,

that of a practical rational requirement and tHat theoretical rational requirement. As
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the rational separatist takes TRR and PRR to bealifierent operators, logic cannot be
done combiningperandaof a TRR and a PRR. The rational non-separaistderive
the rational requirement that you are practicalyonally required (if you believe, then
you intend tog ) if and only if (if p, then you ought t@) from T and P, as long as the
transitivity of rational requirements is also assdm The rational separatist cannot.

Consider the argument:

P1. [TIRR(Bo - BO¢) « (p —» O9) T
P2. [PIRR(BG - 1¢) P

P3. [RR& - b) & RR(b - c)] - RR@ - ©) Transitivity of RR

therefore:

P4.RR(® - 14) o (p - Og) P1, P2, P3

Rational separatism denies P3, without which Rwtgerivable from P1 and P2.
Rational non-separatism can in principle accept R8wever, rational non-separatism
does not require P3. Thus, while an argumentfertitansitivity of rational requirements
would be necessary, rational non-separatism dogsrimoa facieexclude its possibility,
as rational separatism does.

The evidence in the literature is not sufficiemtell whether or not Parfit is a

rational separatist. Parfit's view is that reasforsaction and reasons for belief are
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always different! The difference is that reasons for belief aregiley facts when those
facts are evidence for the belief's contents, wagreasons for action are given by facts
that make the effects of the action good. While &tertain that Parfit is an evidentialist
as far as reasons for belief go, he does not sghiag explicit endorsing or denying
normative separatism.

Although Parfit’'s account of what it is most rai&d to do is cashed out in terms
of what there is most reason to do, Parfit is almt on the logical similarities and
dissimilarities between rationality and reasonsve® this, it is not clear whether Parfit's
being a normative separatist would commit him tmdp@ rational separatist. What is
certainly the case is that Parfit cannot consiltdrald his view of what is most rational

and also be a rational separatist.

2.3 Practical rationality and normative beliefs

In the previous section, some possible difficslfier Parfit's account of
rationality were discussed. Those difficultiesserdecause of the role that non-
normative beliefs play in practical rationality.nAadditional complication for Parfit's
account arises out of his views about the relatignsetween normative beliefs and
practical rationality. Parfit says some suggesdtivegs about the difference between the
rationality of non-normative beliefs and the ratibty of normative beliefs. In the
passages quoted in 2.1, he says that it is thewtnof our beliefs# taken as if they are
trues# that determine what it is rational for us to dalesire, when the beliefs involved

are non-normative. However, the role of normakieefs in practical rationality,

>L Parfit (2001), pp. 30-32.
70



according to Parfit, is heavily constrained. Saxeensive quotation is required:

Similarly, imagine if this man believes that agasyn itself worth achieving, or believes
that we have no reason to avoid agony of futurestiays. These are beliefs whose truth would
give him reason to prefer [greater] agony on Taggtb less agony on another day]. Similarly, if
this man believes that this preference is raticthalt is a belief whose truth would make his
preference rational. But, even if his preferefficegreater agony on Tuesday] depends on these
beliefs, that does not make it rational. Whendrsires depend on such normative beliefs, these
desiresarerational only when, and because, these beliefsati@nal. If these normative beliefs

are false or irrational, like the belief that agas worth achieving, or that future Tuesdays db no

matter, it is irrelevant whether these are beligi®se truth would make these desires ratidhal

and he elaborates further:

There is, however, another ground for claiming thatrationality of such desires, or of
our being motivated by such normative beliefs efels on the rationality of these beliefs. Our
reasons to have these beliefs are very closedyectto our reasons to have these desires. In the
simple cases, that relation is this. We have soes@&e because we believe that some fact gives us
a reason to have it, and we have this belief scthis fact does give us such a reason...
...Since such desires and [normative] beliefssarelosely related, being in these
different ways responses to the same practicabrear reason giving fact, such desires are

rational when and because the normative beliefsiioh they depend are ratioral.

>2|bid., p. 30. My comments up to this point have bdssuaactions and not desires,
and the coming ones shall be about actions, t@fit'® claims about desires can, | think,
be taken also to be claims about actions. Hisquéat view is, if | understand it
correctly, that a reason to desire something 3 allseason to act.

>3 Contrast this with the earlier comment ‘That maggest that, in having this desire
and this belief, we are responding to the samereaghat is not so. Practical and
epistemic reasons are always quite different. Buhis kind of case, the reasons partly
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To the put the point another way, there is arrlapehere between practical and
theoretical rationality. Practical rationalitwlves, not only responding to our reasons formgari
and acting, but also responding to our episteeasans for having beliefs about these practical
reasons. This other part of practical rationalititich we can call practical reasoning, is a sgieci

case of theoretical reasoning: since it is thémakteasoning about practical principfés.

Parfit has now introduced a useful distinctionNen practical rationality
generally and practical reasoning as a specialgbgntactical rationality. The former is
broad in its scope, and includes reacting to judgemabout the actions we perform or
the desires we have. The latter, however, isgsgtecial case of theoretical reasomig
theoretical reasoning about practical principles.

With the above comments and this new distinctvamcan formulate a principle

for Parfit about when an action is most rational:

V1. An action (or intention) is most rational far agent if and only if that action would

be what he ought to do, were the agent's non-norenagliefs true.

We should be wary of this principle. Parfit indiesilate? that he wants this principle to
allow us to say that an agent is irrational whemtts on irrational normative beliefs.
This principle is unnecessary, however, to leveldgeneral charge of irrationality at an

agent who has acted on an irrationally held nowedieliefs. The fact that the belief is

overlap...” Parfit (2001), p. 31. Parfit has notefatly spelled out his theory of reasons,
and it would behove him to do so, since on somewds he will have his theoretical and
practical reason being one and the same in thes castradicting his claim that they are
always different.

>4 Parfit (2001), pp. 31-32.

> |bid., p. 33.
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irrational already makes the agéimoreticallyirrational. It is not clear why her forming
an intention when she has this beligpiactically irrational. An agent is clearly
practically irrational when she fails to form thméention tog when she believes that she
ought tog . As Parfit concedes, her forming the belief $ta¢ ought t@ , when that is
an irrational belief to form, is a type of theocalireasoning error. So, there is no need
for V1 to account for an agent's irrationality wiere has an intention deriving from an
erroneously formed normative belief. She is alyghdoretically irrational, and that
seems like the correct criticism of her.

If Parfit is a normative and rational separatis¢n it would be odd for him to
hold that theoretical failures should be able @ndpractical criticism, because the
practical and the theoretical are meant to be stpapheres of normativity and
rationality.

There are additional good reasons to reject tha idat an agent is practically
irrational when she acts on a poorly formed noresltielief. As cited in the previous
chapter, Harman offers an account of the distindtietween theoretical and practical
reasoning. The former, he says, is reasoningjpbot of which is a belief. And the
latter is reasoning, the upshot of which is anntita (or on Parfit's view, perhaps, a
desire). On Harman's account, nothing need beakmdt the particular contents of the
beliefs or intentions. Whatever criteria determioerect and incorrect theoretical and
practical reasoning sequences, they will be catin correctly moving from beliefs to
other beliefs in the theoretical case and for mg¥iom beliefs (and possibly intentions,
too) to intentions in the practical case.

Taking Harman’s view into account, the fact thaiece of theoretical reasoning
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is about actions does not make it a species ofipghceasoning. The only respect in
which theoretical reasoning about actions is pcatis the same respect that our
theoretical reasoning about food may be said toutieary. The appellation is purely a
matter of the subject of the theoretical reasorémgl, so far as | can see, there is no
principled reason why theoretical reasoning abotiba deserves to be called practical
reasoning in any stronger sense than reasoning &mmideserves to be called culinary
reasoning. Or as G.E.M. Anscombe put it, just bsedhe first premise of the reasoning
concerns minced pies, it makes little sense tagdese it as ‘mince-pie reasoning’. Itis
not practical reasoning in the sense that Parinseto intend.

This point has more than a taxonomical signifiean®lost rational’ is originally
defined by Parfit as being what there would be messon to do, were our beliefs
correct, regardless of whether or not they actuay Parfit then goes on to specify that
this criterion only applies to non-normative bedieivhat is most rational to do cannot
depend on irrational normative beliefs. But, gl is no philosophically important sense
in which theoretical reasoning about actions, af/éns theoretical reasoning about
reasons to act, counts as practical reasoning,Rh#it appears to lack good grounds for
applying different constraints to normative and smanmative beliefs in judging the
practical rationality of an agent or his actioi$eoretical reasoning is about the relation
of beliefs and their grounds. Practical reasomsrgpout the relation of actions and their
grounds. Parfit tells us that the grounds of normmative beliefs are irrelevant in
determining the rationality of the actions that rgson them, whereas the grounds of the
normative beliefs upon which actions depend doenatif practical reasoning, as Parfit

means it, is not genuinely practigatthat is if the conclusion of practical reasonigg i
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just a normative belief#then it seems that some explanation is owed afyothe
rationality of a normative belief matters when tagonality of a non-normative belief
does not. What is owed is an explanation of whyilertheoretical rationality and
reasoning are not supposed to determine whatibs rational to do given one sort of
beliefs, non-normative ones, the theoretical ratiiby of another sort of belief, relevant
normative beliefs about action, does affect thienality of an action.

This leaves us very much back where we starte. nbt clear what claim is
being made when one is judged practically irratiofkiling to do what it is most
rational for one to do can indicate one of thrgeesyof errors on Parfit's account. Two
are errors of theoretical rationality and one ieaor of practical rationality. The first
error of theoretical rationality is a failure taas®n correctly from one's non-normative
beliefs to the correct normative belief (that ongltt tog ). The second theoretical error
is to employ an irrationally held normative belifout a practical principle in reasoning
about what one ought to do. In this second cagegttror is in holding or acquiring the
incorrect normative belief. The practical errothe failure to form the intention to do
what one believes one ought to do. Only the lagtargood candidate for being an
instance of practical irrationality. Parfit's aoot of practical rationality, while including
that practical case, does not give practical rafipnany distinctive and interesting use,
because practical rationality is not only practwalhis account.

One further point warrants mention. This is thelyem of limited resources in
cognition. Suppose you hear a noise that soukdsalfurnace exploding downstairs in
the hotel. You then see what looks like thick smekeping through the door and you

smell the odour of charred hotel interior. Thedelicities briefly distract you from
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readingNaming and Necessijtigut not for long. Aside from forming the beltbht you
heard a furnace-explosion-type sound, that yolssexke-appearing stuff coming in
under the door, and that you smell something timatls like charred hotel interior, you
form no new beliefs. Crucially, you fail to forine belief that the hotel is on fire. As a
result, you do not form any intentions or take antfons to save yourself from the fire.

Parfit, | think, would argue, and most of us woalgtee, that there is something
wrong with you for failing to form the belief thtte hotel is on fire. If we accept the
transitivity of theoretical and practical ratiomatjuirements, then we may say that your
failing the rational requirement to dive out thendow results from your theoretical
reasoning error.

We find an agent who has failed this rational rezraent to be irrational because
we feel that the consequence of his beliefs, timhbtel is on fire, was obvious enough
that he is rationally amiss for failing to have deed it from the evidence at hand.
Parfit's account will successfully pick up suchesasBut it is not clear how Parfit's
account will cope with cases that have the same eyailure, but in which the failure
occurs not because the agent is thick, but bedheseorrect relevant conclusion for the
agent to draw from his beliefs requires more ietglial capacity than the average person
has.

Perhaps a certain distinctive type of noisen-dype noise, is produced by all and
only hotel fires. When one hears such a noiseetisea hotel fire. It is not widely
known that am-type noise is produced by hotel fires, but a de@ustic physicist with
perfect pitch would be able to figure out what sleeirce of am-type noise was without

equipment. Suppose it would take such a personila,vgerhaps a full day of thinking,
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to realise that an-type noise is uniquely produced by hotel firess ithappens, an
expert acoustic physicist with perfect pitch fidsiself in a hotel and hears attype
noise. The scientist also realises that it wijuiee some thought to identify its source.
Being curious, he begins to reason about what doavé produced that noise.

The fact that the scientist hears thahdgpe noise is a reason for him to jump
out of the window, because the noise is both agseeg and sufficient condition for there
being a fire in the hotel. Yet, owing to the compty of the process of reasoning to the
conclusion that this noise is produced by a hate] the physicist is unlikely to realise
that the hotel is on fire before it is too late.

Normally we would say in such a case that thensisiewas not irrational for
failing to jump out the window of the hotel in timéf we thought he was guilty of a
failing at all, it would be that he was not brigimtough to figure out the implication of the
noise more quickly. Nonetheless, on Parfit's vidvis scientist would be counted as
practically irrational. The fact that the sciebtigard the noise gives him most reason to
jump out the hotel window. The scientist belietiest he heard antype noise. When
the contents of that belief are true, the sciehtist most reason to jump out the window,
so his belief that he heard the noise means tiatnbst rational for him to jump out of
the window. His failure to jump out of the wind@an be attributed to the immense
difficulty of correctly identifying the source thmise, slowing his ability to realise its
implications for his wellbeing. Intelligence andationality are wisely regarded as not
being one and the same, yet for Parfit, this sigenill have failed to have done

something that he was rationally required to dbis Eeems too demanding for a theory
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of rationality; irrationality and lack of geniusalid not be confused.

2.3.1 Practical rationality and actions

There is a further worry about Parfit's constfdmost rational’. By his
definition, one acts irrationally when one failstiowhat it is most rational to do.
Throughout this chapter | have primarily been déstng practical rationality in terms of
intention. As pointed out at the beginning of thapter, this is because | take rationality
to be a system of relations among mental statemetieless, Parfit himself does not
discuss intentions, but rather actions and desirds. not propose to evaluate his view in
terms of desires, as | do not think that desiréd hmuch importance in practical reason,
but | do wish to discuss the consequences of tgkiagtical rationality to be about
actions rather than intentions. An example wilph#ustrate the worry.

Believing, correctly, that | ought to do what sawey life if there is no negative
effect on others, and believing, incorrectly, timgt hotel is on fire and | can save my life
by jumping into the canal, | open the window araplénto the canal. | have acted
rationally and am not open to rational criticism.

Now imagine that | am in the same position, onhew | leap towards the
window | am blown backwards by a great gust of wand never make it out of the
room. My action has been thwarted through no faiuthy own, and yet | have failed to
do what it was most rational for me to#dei.e. jump out the window. So, | have been
irrational, and yet not at fault.

This is a worrying consequence of Parfit's talpnactical rationality to be about

*% For an excellent explanation of the full forcetltif point, see Cherniak (1992).
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actions. Doing so does not account for ways irctvitihe world can impose itself on our
ability to act at various times, and makes us biygof rational failures because of
consequences outwith our control. Sometimes lrd@md to do what is most rational
and follow through with an attempt at the actiomd get the world can intervene with the
effect that the action does not get performedthéncase of the gust of wind, | did
everything correctly, but | had bad luck aboutweather.

One possible objection to the gust of wind exangptlat | could not, at that
time, have leapt out the window. As ‘ought’ isg¢ako imply ‘can’, perhaps ‘rational’,
too, implies ‘can’; | would only be irrational fdailing to act in a given way when it was
physically possible for me to do so. Even thidrretson is not enough to protect us from
saying a person is irrational when she is not. Sittar the case where | slip on the carpet
on my way out the window, and, instead of leapingy bbang my head on the window
sill and am knocked unconscious. Is there anythinagjonal about my failure? On the
normal use of the word ‘rational’, there is notftek all, | did not reason poorly, and | did
not respond incorrectly to reasons that | had geadon to believe that | had. What |
had was a spot of bad luck, but no failure of raldy. In this case, one could not appeal
to a rational implies can condition, as | certaiobyld have jumped out of the window, |
just had the bad luck to slip. Nonetheless, it plagsically possible for me to jump out
the window, despite the fact that | did not succaiedoing it.

Parfit is committed to thinking that actions areger objects of rational
judgement because he thinks that there are re&s@as, and rationality is defined in
terms of reasons. Parfit could easily avoid protsi¢hat stem from actions being the

object of rational evaluation if, for example, heught that there are no reasons to act,
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only reasons to desire to do something or to interdb something. That option is not
open to Parfit, because he believes that our reasodesire or intend are the same
reasons as our reasons to act. My reason to indettiste out the hotel window is also a
reason for me to dive out the hotel window. If ¥anost reason to intend to jump out
the hotel window, then | have most reason to jumtioe hotel window. In terms of
rationality, this means that if it is most ratiofi@al me to intend or desire to jump out the
hotel window, then it is most rational for me tonjp out the hotel window. At least, this
is the case if we take rationality seriously agdtrrally parallel to reason. But, | can fail
to jump out the hotel window because | slip or dtlervand not because of any mental
mistakes. So, | can be irrational because | stipremisstepped, and this is not our

normal view of practical rationality.

2.4 Conclusion to the critique of Parfit

As long as reasons can apply to actions, coumteidhaccounts of the kind that
Parfit gives will stake our rationality on whettarnot we act successfully. This implies
that we may be irrational when we fail to act asatsonally required, even though the
failure is through no mental (or even physicallifigis of our own. A theory of
rationality that only relates mental states wilt fail prey to this worry.

The other criticisms set out in this section paiut two flaws in Parfit's account
of rationality. The first is that on Parfit’s viegf practical rationality, some actions will
be deemed practically irrational that are not ig ameaningful sense practical failures,

but they are theoretical failures. The second fathat Parfit makes a category error in
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classifying a particular sort of theoretical reasgnreasoning about what one ought to
do, as a type of practical reasoning. Parfit'swig incompatible with rational

separatism, and lacks general plausibility.

2.5 Wide scope oughts and rationality

The previous section of this chapter examineditfasaccount of rational
requirements or what is most rational. Parfitidgtishes between the notion of what
there is most reason to do and what it is moshmatito do, and defines the latter in terms
of the former. This section examines a differaatwon the relationship between
normativity and rationality, the question of whethationality is really just a branch of
normativity. The most interesting work on this stien is in recent papers by John
Broome>’ He argues that at least parts of rationality macaptured using wide scope
oughts. In this section, | shall argue that whillations governed by wide scope oughts
may be a consequence of certain rational requirtsngirey cannot themselves express
rational requirements.

Broome’s claim is that certain instances of raidy or reasoning are correctly
captured by wide scope oughts. These were disguissection 2 of this chapter, but a
brief review may be in order. In English we exgresnditional sentences with
normativity attached by the locution, jf then you ought tg’. This locution can
express two different logical forms. The firstikag form follows the English word

order.
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Fl.p - Oqg

F1 expresses a material conditional with the narntgtattached to the consequent. To
use Broome’s terminology, we can say that the nowihain this case is detaching. We
say it is detaching because when the antecedéhisatonditional is true, then the
consequent is true. Thus, whers the case, we can detach,rhbgdus ponenghe
conclusion that it is the case that you oughg.té-1 contains aarrow scopeought.

The second logical form containsvade scopeught:

F2. 0p - 0).

In F2, the normativity does not attach to the cqaseat, but governs the entire
conditional. To use Broome’s terminology again,a&e say that the normativity here is
non-detaching It is non-detaching because frompO{ q) andp, one cannot detach the
conclusion @. In chapter 3, there is a more extensive disonssi the logic of wide-
scope oughts. For the purposes of this sectids ailequate to take away two things
about wide and narrow scope oughts. The firdtas marrow scope oughts are detaching:
that one can detach a normative consequent wheantbeedent is true, whereas one
cannot do so with wide scope oughts. The secotithisn the case of wide scope
oughts, the agent to whom the ought applies isoresiple for the truth of the conditional.
Thus, one has satisfied the normative requiremeatdde scope ought as long as any of

the truth conditions for the conditional have besst##that the antecedent is true and

%" Broome (1999), (20G9, (2001), and (2002).
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the consequent is true, that the antecedent is &ald the consequent is false, or that
consequent is false and the antecedent is true.

One reason for taking the requirements of ratipnt be normative claims, i.e.
to be a disjunction of things for which one hasoee or which one ought to do, believe,
and so on, is that doing so explains the pressupe tational. If rational requirements
are something other than oughts or reasons, tleea iha separate question of why, or if,
one ought to be rational. If the requirementsatibnality are just expressions of
particular normative claims, then there is no goesas to whether one ought or has
reason to be rational; to ask the further questiounld be to ask if one ought to do what
one ought to do.

The use of wide scope oughts to explain at leastesational requirements is
important to any effort to give an account of raibrequirements in terms of normativity
because of what Michael Bratman calls the ‘boopgtireg problem=® The bootstrapping
problem occurs when we try to explain the role @fdis and intentions in rationality.

Consider my belief that it is Tuesday and alsobalef that if it is Tuesday, then
| am in Belgium. These two beliefs rationally regume to believe that | am in Belgium.
If we are giving an account of rational requiremianterms of normativity, there are
three plausible analyses of this particular examplee first analysis is that there is a

narrow scope ought attached to the consequent:

F3. [Bt & B(t - b)] — OBb

°8 Bratman (1999). See especially pp. 24-27.
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The second analysis is similar to the first, butwva reason rather than an ought attached

to the consequent:

F4. [Bt & B(t - b)] — RBb

F3 and F4 are both subject to the bootstrappingation. | may have no reason
whatsoever to believe that it is Tuesday or thatig Tuesday then | am in Belgium. If
both my belief about the conditional and my bediebut its antecedent are unjustified or
there is no reason to believe them, then it is kagke what reason there is to believe the
conclusion. Just the having of some beliefs da¢smnormal circumstances stand as
evidence for the truth of the logical consequermddbose beliefs?

There is a parallel case in practical rationali@onsider what | shall call the
instrumental principle This principle tells us that intending an end aelieving
something to be the necessary means to that andakly requires that one intend what
one believes to be the necessary means. A sillyintands to drop an anvil on his foot.
In order to do so, he believes that he must puechasanvil from the local ironmonger.
According to the instrumental principle, this sithan will be rationally required to
intend to purchase the anvil. However, this indlinal has no reason to drop an anvil on
his foot. It will not make him happy, satisfy astte, or benefit him or anyone else. Just
having the intention does not appear to bootstnaason into existence. Without any
reason to drop the anvil on his own foot, it is detar why there would be any reason for

the man to purchase the anvil. So, to say thahdibgp and believing thab only if q

*9 | am assuming that there are no non-evidentiaaesfor the beliefs in question.
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(whereq is an action the agent can perform) gives an agesason tg looks
implausible in cases where there is no reasop.for

The thrust of the objection to using detachingwmettivity when characterising
rationality is that no matter how little reasonrthés for an agent to have certain beliefs
or intentions, or indeed no matter how much redkere is for an agent not to have those
beliefs or intentions, having those beliefs or miitens will make it the case that there is
some reason for the agent to have the mental stetefollow rationally from the initial
ones. In other words, if rationality is expresbgdletaching normative relations, there
would be reason for an agent to believe what falawmediately from two irrationally
held beliefs, and there would be a reason for antatg intend what follows immediately
from an irrational intention and belief.

As a result of the difficulties involved in expsagg rational relations with
detaching normative ones, there is some appehétalea that rationality is really a
system of non-detaching normative relations, orewadope oughts. | shall argue that
rationality is not such a system.

The claim that rationality is not a system of wad®pe oughts needs some
clarification, because there are two distinct issngolved. The first issue is whether
one can accurately characterise all of rationalgya system of wide scope oughts, or if
there is more to rationality than wide scope ougHftse second issue is whether any part
of rationality can be accurately captured by widepe oughts.

To begin with, it will be useful to consider mararefully what notion of
rationality we are trying to capture. There are tlistinct elements to rationality, only

one of which we need be concerned with. The élsinent of rationality, the one that is
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not (or is not very) relevant here, is the desorgppart. Descriptive theories of
rationality aim at describing how we reason orttrgive an accurate picture of the
relations among people’s mental states. The seel@mdent is the normative part, and it
is this one in which we are interested.

Wide scope oughts, called ‘normative requiremeloysBroome, are normative
relations, and the notion of rationality that onigim attempt to capture with them is the
normative notion of rationality, i.e. what sortsrefationsoughtto hold among an agent's
mental states. Again, this is in contrast to wek&itionsdo hold. To progress this far is
just to see that there is an additional thing tect, and that is which set of relations
rationality concerns.

Parfit's view does attempt to specify which relasi are the ones that count.
These are relations among one's non-normativefpetiee's desires or actions, and
rationally held normative beliefs or perhaps jusetnormative principles. But, as
discussed above, Parfit's view is problematic mummber of ways. In searching for new
ways to specify which relations are part of ratidgawe might want to see which
normative requirements, governing relations amamgweental states, are true. When we
find a true one (on whatever grounds we make therohknation that it is true), we can
take it that we have found a rational relation agheome mental states.

This method will not work, however, because thaegy be deviant paths to
generating normative requirements among mentasté&dometimes it is good for you
that certain relations among your mental stated, hiwkspective of their rationality. You
might get a big prize for conforming to the conatii@l that if you believe it is Tuesday,

then you intend to go to Belgium, so you oughy¢ifi believe it is Tuesday then intend
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to go to Belgium). That normative requirement doetsarise from a requirement of
rationality, despite its holding between two mestates. The explanation of why the
‘ought’ holds plays some part in assessing whetreenormative requirement is an
instance of rationality or is not an instance adiorzality. The explanation in this example
is that the normative requirement holds becausegibod for you that if you have one
mental state then you have the other. This isvtteeg sort of explanation of why the
normative requirement holds for it to be a normatequirement expressing a principle
of rationality.

It is probably futile to try to come up with a pige specification for
distinguishing between normative requirements ammagtal states that capture some
element of rationality and those that do not. \What the correct account is, it will have
something to do with the nature of the relation®agithe contents of the various mental
states involved. One might say that these requnésnwill hold in virtue of certain
logical and conceptual relationships among contehtise mental states. These relations
can be quite disparate in form, which makes prowgdi clear set of criteria beyond the
scope of this chapter.

The difficulty of providing a precise analysis gegts a point of method, one that
I shall follow here. The test for whether normatrequirements are adequate in one way
or another for capturing our notions of rationaityould be to see which, if any,
uncontroversial, or at least plausible, instandeatmonality are accurately captured by
normative requirements. This involves assumingdh&east some relations among

mental states actually are rational relations.hdéudigh this approach would beg the
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guestion when arguing against some viéasshould not beg the question here, as it is

precisely these sorts of cases that normative rexpaints would be expected to capture.

2.5.1 Why rationality is not a system of normativeequirements

State given reasons, also called attitude givasams, are reasons for having an
attitude or being in a state that are in some @spausual’ reasons, or reasons not
focused in the typical way on the normal determisaf reasons for that attitude or
state’* The distinction between state and object givessaas that people have in mind is
this. Normally we admire someone because shenirables# perhaps she has through
hard work and great personal integrity achievedstin of great importance. Perhaps
she has endured some suffering with nobility amghitly and still finds time to selflessly
help others. These are the sort of characterigtadtsvould, under normal circumstances,
provide or be reasons for us to admire someone caefollowing Parfit, call these
reasons ‘object given reasons’. Parfit calls tlodapect given reasons because the reason
for admiring something is given by certain propestof the thing being admired. By way
of contrast, there might be a very different sdéneason to admire someone. A friendly
billionaire might offer you half of his fortune you will admire Alex. Alex is a lazy
sadist with a poor sense of humour. He lackdallqualities that we might normally
consider admirable. Still, the prospect of a laxgeard for so doing is a reason for you

to admire him. This sort of reason is a statergreason, a reason that depends not on

%0 For example, one could not start from this positithen arguing against the view put
forward by Stich (1993), where he claims that aatyse of which relations among
mental states are rational and irrational is cotepfemistaken.

®1 For the difficulties involved in giving an accugadccount of the distinction between
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how well the object of one's attitude 'fits’ thetatle, but one that depends on incentives
for holding that attitude.

Just as there can be state given reasons foircaftactive attitudes, like
admiring, and for propositional attitudes like imtiéng and believing , there can also be
‘state given’ reasons for reasoning in certain Waysfor having or not having certain
combinations of mental states. An example will em#tks point clearer. This example
makes use of a paradigm principle of rationalityttbelieving a conditional and its
antecedent rationally requires you to believe @issequent. This may be expressed as

the following normative requirement:

NR1. O{[Bp & B(p - q)] - Ba}

Note that the ought governs the entire conditioatier than the consequent, so we
cannot detach Qdgon account of the antecedent’s being true.

Some other eccentric billionaire might offer yoprae for believing, believing
if pthenqg and yet not believing. According to our normative requirement, NR1,\a90
you would not be as you ought to be should you hlagdirst two beliefs and not have
the third. NR1 is supposed to be the claim thist mormatively required that the
following conditional be true of you: if you beliep and believe ip theng, you believe

g- Imagine now that with the money you will getrfrdelievingp, believing ifp thenq

state and object given reasons, see RabinowicRandow-Rasmussen (2003).

®21n the case of reasoning, ‘state given’ is a taotugical infelicity. Reasoning is a
process, not a state. Perhaps with processesg|dlisof reasons ought to designated
‘process given’. However, to avoid introducing aigdehal terminology, | shall continue
to use ‘state given’ when referring to such readon processes.
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and not believingj, you could and would feed all the hungry peoplthenworld. We
might very well think that you ought, assuming yoaun, to believe, if p theng, and not
believeq. You are, in this case, as you ought to be. Weaxpress this as a new

normative requirement:

NR2. O~{[BP & B(P - Q)] — BQ}

On a fairly standard account of the semantics ghgwught notimpliesnot ought This
means that NR1 and NR2 jointly entail a contradittiso one or the other must be
discarded.

Intuitions about which one of the two to discariginb go either way, but it strikes
me, at least, that it would be quite hard to explaw it is that saving all the starving
people in the world does not have deontic priavitgr violating a principle of rationality.
If this is the case, then at least sometimes NRdlsge. That we sometimes ought not to
have our collection of beliefs be such that wherbe#evep and believe ip thenq, then
we believeq has a great deal of significance for how we inmtgrfhe claim that we are
rationally required to be in a state where we deemvwe believe and believe ip then
g, then believe.

One way of interpreting this situation is that stimes we deem rational certain
relations among our beliefs, which we normally deeational. This interpretation
carries with it a rather substantive view that ¢hisrmore to rationality than the normal
constraints of logic on what it is rational fortasbelieve or intend. | mean to use ‘logic’

here in a very weak sense, one that includes tig gbconsiderations underpinning the
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instrumental principle. We ought not to be happyhis interpretation of the situation
for two reasons. The first is that we risk losthg notion of rationality when we allow
conditions unconstrained by the logical (in a weakse) relations among the contents of
our mental states to be set on which relations gnmeental states we deem to be
rational. The second is that this interpretatieanss to conflate two distinct notiemg

what is rationally required or permitted and wisahormatively required or permitted.

To use Parfit's language, we could describe ther as the conflation of what is rational
with what there is reason for. Of course, the taay overlap or even be coextensive, but
it seems to be a mistake to think that ‘ought’ aatonally required’ are just
interchangeable.

So we can try another way of interpreting theaditin, and | think that this one is
the most sensible. On this view, the initial em@s in thinking that normative
requirements correctly expressed principles obratiity. The truth of any particular
normative requirement is, like any other oughtedained by the various features of the
world on which normativity is dependent. Eccenhiitionaire examples can be
generated for any requirement of rationality thaild be expressed as a normative
requirement. Sometimes it is the case that it del so bad to be rational that one
ought not to be.

Rationality, on the other hand, is dependent enescomplex of the logical
features of the relations among an agent's metatilssand their contents. That it would
be extremely bad for an agent to have mental sth&ésvould allow the agent to be
deemed rational does not affect the truth of theéenabout whether or not the agent's

mental states are such that he may be deemedatatidow an agerughtto be
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mentally can be a separate issue from whethertadhabagent is mentally as rationality
requires or permits.

To see how what is rationally required and what oanght to do can come apart,
consider prudence and morality. There are marfgréifit sorts of practical reasons.
Some of these reasons are moral, some are prugdentiee may be aesthetic. The
explanation of what | ought to do, all things calesed, certainly can make reference to
reasons of many different sorts. Perhaps | oughtapurchase the painting and instead
ought to give the money to charity. This is soshse, although there were strong
prudential reasons to purchase it, given the pleasat | would derive from gazing at it,
those reasons were outweighed by a moral reasdontate the money to charity. What
one ought to do is at least in part determineddwy food the outcomes of the possible
actions are. This is most definitely not the cagh practical rationality. The most
rational thing for one to do may very well not pucd the best results by any light. This
is because we generally take rationality to beraafanternal matter, something that is
determined by the relations of our mental state=atth other, and depending on what our
mental states happen to be, we cannot necessgpigiethat their being well-ordered
will result in things going well for us.

All that has been shown so far is that rationalityl normativity can come apart,
but that is sufficient to cast doubt on the idgnit rational requirements and normative
requirements. Normative requirements may very ealtectly express the normativity
of rationality when the circumstances are rightragronality to be normative, but it is a
confusion to think that the requirements of ratldpare to bedentifiedwith normative

requirements. What normative requirements mighd,indeed probably do, capture is
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the logical structure of some important part of tleemativity of rationality when
rationality is normative. But even here we mustaeeful, as there will be various
principles of rationality, the normativity of whiglwhen it applies) cannot be expressed
with normative requirements. One such case isgeirement of rationality that one
ought not to believe a contradiction. When norwgtthe rule that we should not believe
a contradiction is properly stated as: you oughtodelieve § & ~a). This is not a

wide scope ought in form. So, at best we can Isatyrtormative requirements do
accurately express the normativity of some ratigmaiciples, when such principles have

normative force.

Conclusion

The aim of this chapter has been to explore tla¢ioaship between normativity
and rationality in two distinct ways. The firsten of this chapter looked at Parfit's
account of rationality, in whicmost rationalwas cashed out in termsmbst reason |
argued that a Parfit-style account requires somsiigation and that justification for
such an account will rely on a denial of ratiorggaratism. | also argued that Parfit's
account of rationality treats theoretical ratiotyavhen non-normative beliefs are
involved differently from theoretical rationalityhen normative beliefs are involved, and
that this difference in treatment is unsupportBétional separatism, combined with the
problems in Parfit's account of the different sgati normative and non-normative
theoretical reasoning, undermine his ability toegiin account of rationality using

counterfactual claims about reasons.
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In the second part of the chapter, | argued titaamality must be distinguished
from normativity. Looking at Broome’s charactetisa of some principles of rationality
as normative requirements, | argued that therebgilkounterexamples such that taking
rationality to be, at least partially, a systernofmative requirements will lead to

normative dilemmas.

Appendix to Chapter 2: A problem with counterfactud theories of rationality

A detailed treatment has been given here of plespiioblems that can arise for
Parfit's theory of practical rationality, especyalhen paired with rational separatism.
There is a general worry for counterfactual theoagrationality that define ‘most
rational’ as that which there would be most reasoto, were one’s non-normative
beliefs to be true. An example brings out the fob

An eccentric billionaire will give you a large pe if the following two conditions
are met. The first condition is that your belibbat the colour of his dog’s eyes be true.
The second condition is that you act inapproptyad¢idinner tonight. The trick with this
particular opportunity is that the billionaire hast told you about it, and you neither
believe that you should behave inappropriatelyimer tonight, nor do you believe that
there is any reason to believe that you should\eehappropriately at dinner tonight.

According to Parfit's view, regardless of whataal you think the billionaire’s
dog’s eyes are, it is most rational for you to hehmappropriately at dinner tonight. If
your belief about the colour of the dog’s eyes waue, then you certainly would have

most reason to behave inappropriately at dinndterAll, if your belief about the colour
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of the dog’s eyes were true, behaving inapprogyiatedinner would win you a large
prize. Yet, it seems implausible to think thasitnost rational for you to behave
inappropriately at dinner, especially when you hawewareness that you might benefit
from doing so.

To put this difficulty in more general terms, coenfiactual theories will be
vulnerable to situations in which the fact that iybaliefs are true itself is an important
factor in determining what you ought to do. Themerfactual theorist will have to find
a way to limit which facts in the world would countthe counterfactual scenario to
avoid cases like these, in which an agent can desuong that seems totally without
basis, even to the agent, and yet be doing whati@nally required of him.

The problems with counterfactuals do not end th@wo more bear
mentioning?® The first is a standard problem with counterfatduthat in the nearest
possible world in which the counterfactual is trather things may have changed.
Consider the case in which you believe that thelhston fire, but it is not. According to
Parfit, the most rational thing to do is to jumpoithe canal outside your window,
because that is what there would be most reasda,twere your belief that the hotel is
on fire to be true. It might be the case thahmmearest possible world in which your
belief that the hotel was on fire is true, the ¢amdry, or some other event occurs
making it be the case that there is not most retsummp out of the hotel window.

The second problem for Parfit's theory is thatdes not account for cases in
which two of your relevant beliefs are contradigtotmagine a lottery player who
believes that the odds of his winning the lotteny in 100. That same lottery player

also believes that he is more likely than not to thie lottery. If the first belief were true,
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then the gambler would have most reason not totpkayottery. If the second belief
were true, then the gambler would have most retsptay the lottery. This puts Parfit's
theory in the awkward position of making it mogional to play the lottery and most
rational not to play the lottery.

However, there is a worse problem that arises fnamng contradictory relevant
beliefs. Using the example above, we can set @epelevant counterfactual claim. If
your odds of winning the lottery are 1 in 100 and yre more likely than not to win the
lottery, then there is most reasongtoIn this case, if the counterfactual is truenthigere
is a contradiction. From a contradiction, anythiodpws. So, there would most reason
to do anything if your beliefs were true, and there anything you do would be the most

rational thing to do.

%3 John Broome first brought these to my attention.
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Chapter Ill: Normative Conflicts

Introduction

This chapter discusses putative normative cosflidthese putative conflicts may
be real, or they may be apparent, and they ariaevariety of circumstances. By
‘conflict’ here, | mean a situation in which not af the requirements of normativity can
be satisfied, whether it would be logically, phyig, or psychologically impossible to
comply with two or more normative requirementsraiing on the material in chapters
1 and 2, this chapter presents some particulaffigali putative normative conflicts.

The purpose of so doing is to show what sort obj@ms normative theorists must
address. Whether the best approach is to accapthére are normative conflicts, or
whether it is to take the conflicts only to be apgpé conflicts and to find resolutions, this
chapter will stress that there are putative noweatonflicts. Chapter 4 will discuss
some approaches to dealing with the putative noveabnflicts laid out in this chapter.

Before setting out the conflicts, some technieahis must be introduced. Two
terms that | shall use from time to time in thet idghe thesis armter-normativeand
intra-normative Inter-normative conflicts are those that ocoetmeen two or among
more than two domains of normativity. A domaimofmativity is defined by the nature
of the verb or proposition that the normativity gavs## whether it is an action verb,
belief verb, feeling verb, and so on, or a propesithat concerns an action, belief, and
so om## rather than the source of the normativity (goodnesth, etc.). For example,

theoretical normativity is the domain of normatphbat is concerned with beliefs or
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belief propositions, and practical normativity ke tdomain of normativity that is
concerned with actions and related mental stéesnetimes, | shall argue, we cannot
both do what we ought to do and believe what wehbt@believe. This would be an
inter-normative conflict, as a requirement of pi@dtnormativity conflicts with a
requirement of theoretical normativity.

Intra-normative conflicts are those that occuhwita particular domain of
normativity. Thus, following from chapter 1, if veelmit the possibility of non-evidential
normative reasons for belief, then we may findaalll only non-evidential reasons weigh
up towards believing, while all and only evidential reasons weigh updods believing
notb.

A technical note on the distinction between irtcamative and inter-normative
conflicts as it has been presented needs to beladdiermative operators may range over
propositions that involve both action and beliEbr example, perhaps some fact makes it
the case that you ought to perform actoend have belidb, where the ought governs
the conjunction of the propositions: you perforrtiaca and you believé. If there are
oughts that govern conjunctive propositions of thisn, those oughts are part of a
domain of normativity that includes both types afgmsitions.

This chapter sets out a variety of examples o&inbrmative and inter-normative
conflicts to show just how broadly normativity ifected with conflicts of a difficult
nature. While in chapter 4 | argue that theree@son to take all putative normative
conflicts as only apparent normative conflictsthis chapter the realness or apparentness
of normative conflicts is not discussed. The agrehs to show what sorts of difficult

conflicts normative theorists must either be pregdo accept or to resolve.
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3.1A note on rationality and normativity

Chapter 2 examined the distinction between ratityr@and normativity, and how
the former cannot be cashed out strictly in terfrtb@ latter. Normativity is concerned
with what sorts of things there is reason for youdd, believe, feel, and so on, and what
sort of things you ought to do, believe, feel, ancdn. Rationality has to do with the
correct relations among mental states, as deteditupéhe relations among their
contents and the features of the states themselwaehapter 2, | argued that these
relations cannot be given strictly in normativener but that we must instead have some
independent notion of rationality. This is worthting insofar as the sense of ‘correct’
employed in describing rationality is a notiornrafional correctness, not of normative
correctness. Some rational relations depend oartterlying logical relations among
the contents of the states. For example, beligviagd also believing ndt may be
considered irrational. This is because the coatehthese two beliefs entail a
contradictionp & ~b. One is rationally required not to have beliéfsttdirectly entail a
contradiction. Other sorts of rational requirenseatthough dependent on the relations
among the contents of one's mental states, mayast easy to explain. It seems a very
basic principle of practical rationality that orseréquired to intend t¢ when one
believes that one ought th If there is a strictly logical explanation ofshiequirement,
it is rather less straightforward than the one éxgtlains why we are rationally required
not to hold beliefs that directly entail a contiitin. Nevertheless, both rational

requirements at least are a function of some ogldiblding among the contents of an
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agent’s mental states.

In the previous chapter | discussed two accountatmnality that defined or
explained rational requirements in terms of norvitgti While that chapter suggested
that an account of rationality cannot be givercsirin terms of normativity, it is still
plausible to think that there is a normative regmient to comply with your rational
requirements.

In this chapter | shall argue that there is afprganormative conflict that can
arise if there is a normative requirement to commly your rational requirements. The
view that there is a normative requirement to cgmyith your rational requirements
differs from the view that rational requirements aormative requirements. On the
former view, the concept of rational requirementas a normative concept, whereas on
the latter view it is.

The discussion of the normativity of rationalisyspread across chapters 2,3, and
4. In section 2.5, arguments are produced to ghatwational requirements are not just
a subset of normative requirements. In chaptarrore in depth discussion of the
normative status of rational requirements is predidIn this chapter, the initial
normative status of rational requirements is disedsas are the putative normative
conflicts that arise if rational requirements eintarmative requirements.

Organising the discussion of rationality in thigyns not as tidy as might be
ideal, but I believe it is the most effective wdypoesenting the material. There is some
difficulty involved in motivating the fuller discegn of the normative status of
rationality without first examining one of the inigations of accepting that rational

requirements entail normative requirements, thalisation being that putative
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normative conflicts arise. So, in addition toptamary function of examining putative
normative conflicts, this chapter in part servemttivate the later discussion of the
normative status of rational requirements. Limigestussion of the normative status of
rationality must do at present.

For now, it will be assumed that you ought to lokeljeve, feel, and so on, what is
rationally required of you. This thought, thatéional requirement generates an ought
rather than a reason rests in the structure anakirequirements themselves. Before
moving on to discuss why rational requirements ggeean ought rather than a reason, it
will be helpful to look at the structure of ratidmaquirements.

One thought is that rational requirements areirements rather than leanings or
some sort of weighing entities; one need not takerahings into account to know
whether or not one is irrational when one faileguirement of rationality. If something
is rationally required of you and you fail to dpyibu are, at least in that instance,
irrational; no additional factors enter into comsation in a weighing role. You are
rationally required not to believe contradictiorigjou believe a contradiction, then you
are irrational in some important seff$€Of course, rationality may involve weighing.

For example, a consequentialist may argue thatreveationally required to do whatever
we believe is best. In order to determine whakeist, there may be some rational process
for weighing up evaluative ‘evidence’ and drawingadonal conclusion about what is

best. In at least some sense, we can say thatvdhilsl count as using weighing in

% Although this position is relatively uncontroveisithe level of agreement decreases
rapidly concerning broader requirements on theisterscy of one’s beliefs. Harman
believes that there are times when it is ratioo@rtertain two beliefs, the conjunction of
which is a contradiction. See Harman (1999). Otheid that weaker inconsistencies
may be acceptable. For the latter position seedd@2993), Pollack (1991) and Raz
(2000). See also Cherniak (1992) for an in-dembugsion of feasible limits on the
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rationality.

However, rational requirements, such as the oagsapbelieving contradictions,
do not appear to arise as a matter of weighindiedag a contradiction is rationally
forbidden (by ‘forbidden’ | mean ‘rationally reqenl not’) because we take
contradictions to be false, and an agent takesgime sense, the contents of her beliefs to
be true® That the contents of a belief are a contradicti@kes it logically impossible
for that belief to be true. That the contents beaef are a contradiction is not one
epistemic factor to weigh up against things likgogoal evidence; it signals outright
that the belief must be false.

One might call this sort of requirement ‘strigt’'the sense that it is not the kind of
thing that gets weighed up against other consiaerst Rational requirements in general
have this character. Consider beliefs about nacgssnditions. If one believes thais
a necessary condition fgr and one also believesthen failing to believe is rationally
forbidden. Alternatively, believing is rationally required when one holds the beliefs
thatp is a necessary condition fqrand thaty is the case. This rule derives from the
truth conditions fomodus ponensFrom [ thenp), andq] deducep. Although all sorts
of factors may go into deciding whether or not ahthe premises of modus ponens
argument are true, that some conclusion followmbgus ponengsom two premises is
not something to be weighed against other condidesa In cases of reasoning about
necessary conditions, the logical strictnessiofius ponenss reflected by the strictness

of the rational requirement. The relation amorgydbntents is not merely a

requirements of rationality for human agents.

® This may be an indelicate phrasing of the relatiom of belief to truth. For an
interesting discussion of this relationship, seéeviean (2000), ch. 11, and Wedgwood
(200D).
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consideration for believing when you believe if thenp, andg; it also puts a rational
requirement on you to belieyeor to cease believing one or both of faentailing
beliefs.

In the case of normativity, this sort of stricteés the character of ought rather
than of a reason. Failing to do what there isag@a to do does not, by itself, suggest any
kind of normative failure. On Tuesdays in the niegna lorry comes to collect the
rubbish. That is a reason for me to put the rdbbig on Monday evenings, as that way |
shall not forget and there will be no need to wagesarly to do the chore. On the other
hand, there are some raccoons who live in a gnesnreot far away, and leaving the
rubbish out overnight is likely to attract themadgoons are a great nuisance, and the
increased likelihood of them spending time nearhmyse is a reason not to put the
rubbish out at night. Weighing up these considenat there is more reason for me not
to put out the rubbish at night, even though tlieertainly a reason for me to put it out.
Not putting the rubbish out does not constitutailufe on my part to comply with
normativity, even though there was some reasom#to put out the rubbish. Reasons
are what one might call ‘'slack’. They may act éonenend a certain course, but more
normative information is needed before we knowoihplying with a reason constitutes a
normative success or a normative failure (as woelthe case if | left the rubbish out
overnight).

The question now arises as to what sort of noxedtrce rational requirements
have, if they have any at all. | shall claim thaational requirements have normative
force, then they at least give us oughts, althdbgl may give us reasons, as well. This

claim requires support, which will be given in tiext section of this chapter. Note that
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it is a further claim that rational requirementsadually have normative force.

Although it is not the purpose of this chapter itgue that rational requirements do have
normative force, two very general consideratiomssditl worth mentioning. The first is
that if one thinks that rational requirements ing@l have no normative status, then it is
not clear in what sense there is anything wrong wrationality. Typically it is thought
that someone who is irrational, or at least pegsiy irrational, is not as he ought to be.
Part of that feeling may come from the practic#ficlilties involved in coping with
persistently irrational individuals, but that wourdt go all the way towards explaining
why people who have serious deficits of rationaditg typically considered mentally ill
and it is judged that something is wrong with tiem.e. why they are deemed not to be
as they ought. When we are told that a colleagimghly irrational, this information is
not offered only as a warning, but also as a kihcriticism. We may be wary of the
irrational colleague, but we are also likely toi&et that ‘something is wrong with him’,
i.e. he is not as he ought to be.

The second very general consideration in favouatdnality's having some
normative force is that quite apart from rationahsiderations, truth seems to be an
important source of normativity. The truth is s@srsomething worth getting at,
preserving, promoting, and fleshing out. In bothgtical and theoretical normativity,
truth appears to play an important role. On tleefical side, that someone has a false

belief is a reason to inform him of his error, evemothing of importance hinges on the

% Stich (1993) provides a powerful attack on théarothat rationality as it is
discussed here has any intrinsic normative impcatla Barry Loewer replies from a
pragmatist perspective (see Loewer (1994)) witkefarte of the normativity of
rationality (or to be precise, of truth-directedn@sour theoretical reasoning).
Pragmatist attacks and defences on the normat¥itgtionality will be considered in
chapter 4.
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belief. In traditional epistemology, that somethis true or that there are indications that
it is true is a reason to believe it. If truthngdeed normative in some way, then it would
be surprising for rationality, or at least partstphot to have some normative status.
There are a large number of rational requiremérasdperate on the logical relations
among the contents of one's mental states. Rétpkys an important role in truth
preservation (when one's beliefs are, in fact,)trakkowing for the possibility of non-
serendipitous truth preservation in one’s reasaniRgtionality provides a system
whereby trutlcould be preserved in our reasoning, allowing one toerfoem one group
of true beliefs to some other true beliefs. Ong wfadiagnosing what is wrong with
persistently theoretically irrational people istteaen if they have true beliefs about the
world to begin with, they lack the capacity to @a$rom these beliefs to correct new
ones, except by chance. Rational requirementsftae connected very closely to truth,
and if truth is an important source of normativityen it is not implausible to think that
rationality, too, has normative force.

The importance of truth in rationality is not lted to theoretical rationality.
There is a rational requirement that you not botand tog and believe that you will not
@. This requirement derives from the relation a@émtion to truth. When you intend to
do something, you set yourself to make it fu@here is something inconsistent about
setting yourself to make something the case ariduviedj that it will not be the case.

Accepting these considerations, it appears manesgble that there is some

normativity to rationality rather than none. Timstfconsideration lends some support to

%7 use this expression advisedly; clearly one meschave the concept of truth to have
intentions. | mean only to draw a parallel withigleand the way in which one may be
said to take one’s beliefs to be true.
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the view that rational requirements genemtma facieoughts, although that support is
not decisive. When one hagi tanto or weighing reason for something, it is only the
case that one ought to do it if there are no atba&sons that outweigh the first. There is a
reason for me to eat ice cream; the reason iglthiag so will make me happy. Yet, itis
not a default assumption that there is somethimmng/with me whenever | do not eat ice
cream. Facts about my health, my pocketbook, andeed to devote attention to other
things are often reasons that outweigh the reasomé to eat ice cream. Rationality is
not like eating ice cream in this respect. Thaadifposition is that | am not as | ought to
be, when | am (persistently) irrational. In gehdtaseems that you ought to be rational,
and it is only in unusual circumstances that yoghounot to be rational. Of course, this
default position might be taken as suggestingrétaier than its being the case that you
prima facieought to comply with your rational requirementsere is instead a very
strong reason to comply with your rational requieerts, a reason that is not easily
outweighed. In 4.3.3 and following, a weighingeirgretation of the normativity of
rational requirements is discussed. For the papos$this chapter, only the
consequences of taking rational requirements tergeeprima facieoughts will be

considered.

3.2. Armed robbery

Derek Parfit used the example of ‘Schelling's Aest Armed Robbery’ in his

book,Reasons and Persan®arfit used the case as an example of ‘ratioralonality’,

by which he meant that there are times when atigmal tocauseyourself to be
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irrational.

Here a modified version will be introduced for pases slightly different to
Parfit's. In the current example, the intentionashow ways in which taking the
requirements of rationality to provideights sets up a putative normative conflict. The
fallout from this conflict will be discussed in gter detail in chapter 4, but for the
moment | shall just make the case for the existefitkee putative conflict itself.

The example here is intended to show that thereiecumstances in which one
ought not to be rational in the very particularsethat one ought not to do or to be as is
required by rationality. Yet, requirements ofoatlity, we are supposing, provide us
with oughtg##we ought to do or to be as rationality requirdghere are some
circumstances in which normativity deriving from raloor prudential considerations
requires us not to act (i.e. we ought not to acg manner that is consistent with the
requirements of rationality, then there appeatseta normative conflict between what
morality or prudence might require and what ratibpaequires . In other words, it
seems that normativity may require us both to cgrapd not to comply with a rational
requirement. Below is a modified version of ‘Sdimgf's Answer to Armed Robbery’,
which is an example of just such a situation.

You see a burglar break into your house, so yanelthe police. Because you
live in the country, it will take them 20 minutesadrrive. The burglar knows this, and
has chosen your house because of his good progpeetgetaway. The burglar is
masked, but he has parked his car in front of timelow, and you have seen the number
plates on his car.

The burglar asks you for the combination to yafeso he can steal the gold in
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it. If you give him the combination, he will no alat kill you, because you have seen his
number plates and can tell the police. If youtaitell him, he will kill the members of
your family, whom he has locked in the next roomg by one until you tell him. Then
he will kill you, even if you do not tell him, begse you can identify the number plates.
Telling the burglar the combination means that waludie, not telling the burglar
means that you and your family will die. Barritng tpossibility of physically
overcoming the burglar, there is one solution thay be available to you. If you are
irrational, at least in one particular way, thea Burglar will be unable to gain the
combination to your safe, except by luck. Theorsdi requirement involved, and its

normative status, require some more detailed dsscns

3.2.1 The normative status of the instrumental prigiple and a putative conflict

The way in which you must be irrational is thatiyaust violate the requirements
of what | shall call thenstrumental principle The instrumental principle is a principle of
practical rationality, and it requires you to taieat you believe to be the necessary
means to ends that you intend. So, if you intenelt a Pot Noodles and believe that
removing the lid is a necessary means to eatingabeles, you can comply with the
instrumental principle in one of three ways: byemding to remove the lid to the Pot
Noodles, by rescinding your initial intention ta éae Pot Noodles, or by changing your
belief about the necessary means to eating a RadIB® What constitutes a failure to
comply is retaining your initial belief and inteori while failing to form a new intention

to remove the lid to the Pot Noodles.
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The instrumental principle is justified by the ilog relations of the contents of
the relevant mental states. John Broome providesraugh account of this elsewhéte,
and a more in-depth discussion follows below, batcan note at least casually that the
instrumental principle is crucial to allowing peepb get things right without being
lucky. Assuming that we have reasonably accuraliefs about means and ends in
general, intending a particular end without int&xgdivhat we believe to be the necessary
means would not get us very far. In the case®Pbt Noodles, | would be permanently
frustrated in my efforts to have dinner, were | ttotomply with the instrumental
principle, because at no point would | make theneation between intending to eat a Pot
Noodles and intending to take the lid off of thet@ner. That | recognised that taking
the lid off of the container was a necessary méaesting the Pot Noodles would not
lead to my forming the intention to do so. A cruidilak would be broken in my ability to
carry out my intentions.

The very basicness of the instrumental principleational action is what might
allow you to escape from the armed robber by fgitmreason in accordance with the
instrumental principle. If you fail to reason iocardance with the instrumental
principle, the burglar is very unlikely to get tbembination from you by killing your
family. If you intend to save your family and teale that to save them you must give
him the combination, you withot form the intention to give him the combination|esst
not as a result of intending to save your familis is because believing that giving him
the combination will save your family and intendiiogsave your family would not
produce the intention to give over the combinati@uercion loses its effect in this

circumstance, and a burglar who recognised thatyere in this state would do best to

%8 Broome (2000).
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give up.

Having lost the ability to coerce you, the burgtanow faced with an inability to
get your gold. There is nothing he can convinog gbthat will then get you to form the
right intention (without his being lucky, anywayAnd, as an additional benefit to failing
to be instrumentally rational, if you are reallgirumentally irrational, then the burglar
might think that you will not report his number f@a to the police. After all, you will no
doubt intend to have him captured and believetti@mhecessary means to doing so is
reporting to the police his number plates. Ymstiumental irrationality will mean that
you will not form the intention to give the politee burglar’s number plates, at least not
as a result of your intending his capture. Thins,durglar is best to let you alone and
flee

We can look at the instrumental principle in mdegail to see formally why, if
you fail to follow it, the burglar will not be abte coerce you into giving him the
combination to your safe. The instrumental prifegquires you to take what you
believe to be the necessary means to an actiomgend, or to rescind the intention. Itis
most plausibly formulated with a wide scope oughtegning a conditional sentente.

As mentioned in 3.1, the claim that this sort afuieement of rationality, if it has any
normative force at all, produces an ought, requsmese justification. One loose
consideration was provided in 3.1. A more thorojugtification is provided here.

The instrumental principle tells us that we aterally required to take what we

believe to be the necessary means to ends we ini&fhg this is the case becomes

% In order to avoid the claim that we oughgiti as if we do not follow the
instrumental principle rather than actually notdul it, imagine that the burglar would
somehow see through your attempt to act.

0 See 2.2.1 for a more thorough discussion on thpesof oughts.
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apparent when looking at the contents of the mestadés involved. Consider the Pot

Noodles case, which we can formalise the Pot No@#eoning as follows:

1. lintend that | eat the Pot Noodles.
2. | believe that my removing the lid is a necegsandition of my eating the Pot

Noodles.

If we only look at the contents of the intentiordahe belief, we get:

3. | eat the Pot Noodles

4. If | eat the Pot Noodles, then | remove theolidhe Pot Noodles.

From 3 and 4 one can derive 5rpdus ponens

5. I remove the lid of the Pot Noodles.

It is because 3 and 4 entail 5 that there is geadan to think that the instrumental
principle is true. 1 states that | intend to éatPot Noodles, and 2 states that | believe
that | must remove the lid in order to eat theRobdles. Lacking the intention to
remove the lid puts me in the position of not hguime contents of my mental states
related in the way that is dictated by the logi¢hair contents.

This rational requirement takes a wide scope fofine reasons for taking the

instrumental principle as a wide scope rationaliregment parallel some of those given
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in the discussion in 2.2.1. As far as the Pot Nemdxample goes, there are no reasons
given for or against my intention to eat Pot Nosdbe my belief that in order to eat Pot
Noodles, | must remove the lid. So, at least aagahe example goes, there is nothing
wrong with having or not having the intention ta tree Pot Noodles, believing or not
believing that in order to eat the Pot Noodlesuktiremove the lid, or having or not
having the intention to remove the lid. The oring that is clearly wrong is intending
to eat the Pot Noodles, believing that | must reenthve lid to do so, and also not
intending to remove the lid. Because the requirdroencerns the status of the trio of

mental states in this way, the scope of this nafioequirement is wide:

| am rationally required [(if | intend to eat a Pdbodles and believe that in order to do

so, | must remove the lid) then | intend to remthelid].

A narrow scope rational requirement is not appedprin this instance. If the
requirement were a narrow scope one, then it weaycthat when | intend to eat a Pot
Noodles and believe that in order to do so, | mestove the lid, then | am rationally
required to intend to move the lid. However, itynhe irrational to have the initial belief
or intention, in which case it is not clear whwibuld be rationally required of me to
form the intention to remove the lid.

Although it might be tempting to think that settion the form of the rational
requirement allows us to infer that the normateguirement that the rational
requirement generates is of the equivalent normadtixm, the relation between rational

requirements and normativity is not so straightfanalv
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Some of the discussion of the correct normatigatinent of rational
requirements will occur in chapter 4, as it isidifft to motivate without first having
looked at the putative normative conflicts that eaise from the treatment in this
chapter. Here I shall give an account of why pleusible to infer that a wide scope
rational requirement implies@ima faciewide scope ought. This is not to exclude the
possibility that other normative consequences ¥olfimm something’s being rationally
required. In particular it is not to preclude passibility that a wide scope rational
requirement can provide normative reasons. Buudision of these matters must wait
until the next chapter.

One important comment is required before procagdin the last chapter, |
argued that rational requirements are not just ati@ requirements of some for.
That was not to say that there may not be some atorenrequirement that follows from
your having a rational requirement, it is just ttred rational requirement and the
normative one are not the same thing.

A wide scope ought may be derivable from a widgsaational requirement
because one runs into the same problems with detagtlations on the normative side
as one runs into on the rational side. This i$ ilestrated with an example. Returning
to the Pot Noodles case, eating too many pots bNBodles is not healthy. Suppose |
have already exceeded my weekly allowance of PodNs. Next to my Pot Noodles on
the shelf is a Pot of Health. Pot of Health suggline with all the nutrients that | missed
out on this week by eating only Pot Noodles.

Suppose that this wide scope rational requiremerthat if | intend to eat Pot

Noodles and believe that a necessary means to doirggremoving the lid, then | intend
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to remove the lig## generated a detaching normative requirement. fidnsative
requirement would be of the form: If | intend td €&t Noodles and believe that
removing the lid is a necessary means to doinghen, | ought to remove the lid.

However, what | ought to do tonight is eat a Hdidealth. Removing the lid to
the Pot Noodles plays no role in my eating a Paiexdlth. It looks like the detaching
ought will not be correct in this case.

If we instead take the wide scope rational regquoéet to imply a wide scope
ought, then we get a much more plausible resutie Wide scope ought tells us that we
are not as we ought to be in cases where we inteedt Pot Noodles and believe that a
necessary means to doing so is removing the lidewahthe same time not intending to
remove the lid. In this particular instance, | camply with the wide scope ought by not
intending to eat the Pot Noodles.

The rational requirement of the instrumental gplecan be expressed formally

like this:

1. You ought (if you inten@ and believen to be a necessary meangtthen intend)

F1. RR[(e & BMné - In]

Taking rational requirements to entail a wide scopght we can derive from this

rational requirement the following normative reguament:

1 See section 2.5.
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2. You ought (if you intend and believen to be a necessary meangtthen intend)

F2. O[(le & BMn@ - In]

According to standard deontic logic, the substiutof logical equivalents within the

scope of an ought is allowed. By this rule, we darive:

F2a. O~[(E& BMne) & ~In]

F2a shows us that a person who has not compliddtiagtinstrumental principle is in the
state where he intends some end and believes sogéthbe a necessary means to it,
without intending to do what he believes to bertheessary means. Such a person, if he
fails to reason according to the instrumental ppiec will not be coercible. You could
threaten to have my car towed unless | moved it-paste from your front garden. In
making this threat, you would most likely be assugrthat | intend to prevent having my
car towed away and believe that you will do as yay. If | am instrumentally irrational,
I shall not form the intention to remove my cargpiée the fact that | have the intention
and belief that you have attributed to me. Likewisthe case of the armed robber;
convincing an instrumentally irrational victim, widends to protect his family, that his
family will be harmed unless the robber is givea tombination to the safe will not
effect the giving of the combination.

While rationality has provided us with a normatreguirement that we act in
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accordance with the instrumental principle, theralso a case for its being the case that
an agent in this circumstance ought not to act@oadance with the instrumental
principle. Because it is what would make the agdifié and that of his family’s go as
well as possible, he ought not to comply with th&tiumental principle. We can

formalise the non-compliance requirement like this:

3. You ought not (if you intend ®and believen to be a necessary meangtthen

intendn)

F3. O~[(e& BMne) - In|

One difficulty with this solution is that F3 mighe regarded as implausibly
strong. The arrows in normative requirements aateral conditionals and are not
indicative of some kind of rational move or procedlulf we interpret F3 as a global
requirement on our mental states, then not onlywélbe required by normativity not to
have collections of beliefs and intentions thatratevant to the situation with the
burglar, but we would also be required to rearraaief our mental states such that there
was no intention-belief-intention triad that metts form proscribed by F3.

If this requirement is implausible, there is silfecourse in the armed robbery
case. We can formulate a weakened version ohgteumental principle. This tells us
that in the case of occurrent mental states, wattiogoedisposedn a way such that if
we intend an end and believe something to be thessary means to that end, then we

ought to intend what we believe to be the necegsaans. Formalised, this is very close
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to F2:

4. You ought to be disposed such that (if youndteand believen to be a necessary

means tee, then intend)

F4. OD[(le & BMne - In]

To thwart the armed robber, it would be sufficieat to have the disposition to intend
what one believes to be the necessary means tdlgitdsne intends. Without that

disposition, you would be too unreliable to coer&eformulated this way, we arrive at:

5. You ought not to be disposed such that (if ynende and believen to be a

necessary means ¢épthen intend)

F5. O~D[(e & BMne) — In]

Because of the strength of F2 and F3, for theafktis section, | shall discuss
disposition formulation of the instrumental prineip

We are now ready to see where a putative normatiaélict arises from giving
the sort of normative status to rationality thad baen given to it in this section. F4

expresses the requirement that we ought to comiphytive instrumental principle:

F4. OD[(le & BMné - In]
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On the other hand, F5 tells us that we ought nobtoply with the instrumental

principle:

F5. O~D[(e & BMne) — In]

From F4 and F5 we can derive F6:

F6. OD[(le & Bn) - In] & O~D[(le& Bn) - In]

The conjunction in F6 is a normative conflict:gtriot possible both to comply with the
disposition version of the instrumental principtedanot to comply with it.

| shall say something in the next chapter about e might think about coping
with such normative conflicts, but first it is nesary to spend a little bit of time
defending the view that there is really a conffigtset of requirements here. One way to
try to account for this putative conflict is to aggthat it is not the case that we ought not
to comply with the instrumental principle, but rathhat we ought toauseourselves not
to comply with it, making the negation range overaation, distinct and apart from the
process of reasoning.

As for the cause accoufithere are at least two important motivations faitipg
it forward. The first is that one might think theat agent cannot just fail to have his

mental states conform to the requirements of ratityn but would need to cause himself

"2 There is a related discussion about causing dniesssction 1.4.
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to do so. | shall address this consideration hofthe second is that if it is rational to
cause oneself to be irrational, the formal incdesisy appears to go away. | wish to
consider this second motivation first.

Call this the cause yourself account. The burgtders your home and you
realise now that you mustuse yourselio become irrational. Fortunately for you, there
is a vial of temporary irrationality potion sittiran the table next to you, and you quickly
consume it before the burglar can stop you. Yasume the vial, causing yourself to be
irrational.

In the situation where a vial of potion is avaléato you that will cause you to be
disposed not to act on the instrumental principl®oks plausible to think that you ought
to cause yourself (by drinking the potion) to beeamational. On the cause yourself
account, normativity does not directly require ymih to comply with the instrumental
principle and not to comply with instrumental piple. However, the cause yourself
solution does eliminate the possibility of a nonvatonflict, and there is some reason to
think that the cause yourself solution is not wialtcurate.

The cause yourself solution does not eliminatatatjve normative conflict,
because causing yourself to be irrational entads you will be irrational. If you comply
with the requirement that you cause yourself tartagional, then that analytically entails
that you will not comply with the requirement to faional. Normativity still makes a
demand on you that you cannot meet, and a normeaivict remains.

More importantly, the cause yourself solution hudious interpretation in the
first place. If there were no reason for you mot@mply with the instrumental principle,

then there would be no reason in the case aboysmtoto cause yourself not to comply
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with the instrumental principle. The reasons fausing yourself not to comply with the
instrumental principle are derived from those fot complying with the instrumental
principle.

If rational requirements of the form discussecehatail that one ought to comply
with the rational requirement, then putative noiiseatonflicts follow. In chapter 4, the
status of these possible normative conflicts walldiscussed in more detail, but it is
worth noting two points here.

The first point is that the putative conflict dissed here occurs between an ought
deriving from a formal requirement on the relatiansong an agent’s mental states and
an ought deriving from the goodness, or rather baslnof the agent’s mental states being
in those relations. Putative conflicts of thiskicould occur for any formal requirement
on the relations among an agent’s mental states.

The second point is that these putative conftictsequire serious consideration
by normative theorists. Philosophers who feel thate are no conflicting all-things-
considered oughts must either provide an accouhowfto resolve what they will regard
as the apparent conflict in this example, or thesinfet go of the normative status of

rational requirements.

3.3 Bad wiring

This section discusses putative conflicts betweleat an agent ought to do and

what an agent ought to believe. The main examipllei®section concerns a human
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agent. But, before presenting this example, | wailtustrate the possibility of this type
of conflict in a slightly different way.

Consider a very poorly designed robot, ‘Fred’edris powered by a single
battery. This battery has to power all of Freddanfunctions, his CPU, his memory,
and all his input devices. This battery is capalbla certain maximum electrical output,
m. Fred is physically unable to operate at a |éval requires more than. Because
Fred has limited energy to expend, Fred is a pt®iting robot. Fred's lone output
device is a robotic arm with a hand at the enckdfras only one way of storing memory,
too, and that is on an extraordinarily energy-ilmgght RAM chip. In fact, this chip is so
inefficient that storing and maintaining a singiedry pair in his memory chip requires
exactly the same amount of energy as moving histiobttle finger 1 cm.

Fred is fitted with a programme that tells hinstore a binary pals in his RAM
and also to move his robotic little finger 1 cmnfbrtunately for Fred, the difference
between M and the amount of energy it takes to k&egd running in the most minimal
possible way leaves him with just enough energydeér either to encode and maintain
the binary paib in his memory or to move his robotic little fingkicm, but not both.
These two instructions to Fred cannot both be @dmut; he can either perform the
movement he has been told to perform or store aidtain the binary pair he has been
instructed to store and maintain. What precisedylal happen as a result of this energy
shortage would depend on various precise detailBretl's construction that are not
relevant here. What is relevant to note is thatdie certain consequence of the energy
shortage is that Fred cannot both move as he isreejto move and to store and

maintain memory as he is required to store and taaity the programme.
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Imagine now that Fred is a person and that moliadinger is an action, rather
than just a movement, and thweis not a binary pair, but a belief. Furthermangagine
the requirements put on him (to move his finger embelieveb) do not come from a
programme, but from normativity# Fred ought to move his finger 1 cm and ought to
believeb, but he does not have the ability to do both.tH@rmore, imagine the
requirements put on him (to move his finger antebeveb) do not from a programme,
but from normativitys# Fred ought to move his finger 1 cm and ought 1eete b, but
he does not have the ability to do both. Fredhis case, would be stuck in a normative
conflict, being unable both to do what he oughddcand to believe what he ought to
believe.

This putative normative conflict has a somewhé#edint form to the one
presented in 3.2. There the normative conflickareecause of the analytic impossibility
of both complying with a requirement of rational#tygd causing oneself not to comply
with that requirement of rationality. Here, thegtive conflict arises as a result of the
laws of physics. It is physically impossible fae# both to do what he ought to do and
to believe what he ought to believe.

Here is similar example, but one involving a petsMary the anthropologist has
been studying the difference between people wheodivthe Bristol side of the Avon
Gorge and people who live on the Somerset sideeoAvon Gorge. In an interview with
a local newspaper, read on both sides of the gbtgey made some particularly
disparaging remarks about both of her subjectsunfys An angry mob of Bristolians has
chased her onto the Brunel Bridge. Halfway actbedridge and running for her life,

Mary sees another mob, this one of angry Someesetents, approaching her. Both
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groups are out for blood.

Mary quickly weighs up her options. She facesamerdeath if she runs one way
or the other, or if she remains where she is. f&tes a less certain fate at least a non-
zero chance of surviving, although not one witbdyprospects#if she jumps. Clearly,
Mary ought to jump.

In addition to being a clever anthropologist, Mara former rescue worker and
knows with great accuracy what her chances of gumyifalls of different heights into
water are. Furthermore, she is excellent at esitigpaeights. The bridge, as it happens,
is at such a height that her chances of survivingld/be greater than 0% and less than
1%, still better odds than she faces with the midbwever, these exceedingly dim
prospects pose a real problem for Mary.

With the mobs approaching fast, Mary has onlydlseconds to jump before they
reach her. The way her brain is hardwired, brtates that are tokens of the belief that
doingq would be more than 99% certain to result in destlays trigger a block on
forming the intention to perform for at least five seconds. If Mary comes to haithat
jumping off the bridge will be more than 99% liketyresult in her death, as the evidence
available to her suggests, then she will not be &bjJump off the bridge at all, as the
angry mob will catch her before she can form therition to do so. Believing what she
ought to believe at timg i.e. three seconds before the mob arrives, ismwipatible
with doing what she ought to do at timpe.e. jump off the bridge. It is physically
impossible for Mary, owing to her brain's hardwiyjio do what she ought to do and
believe what she ought to believe. This is arrintgmative conflict between belief and

action.
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While this case is highly artificial in its consttion, its overall form is not
particularly unusual. A soldier might not be atdéring himself to storm an enemy
position if he believed what the evidence suggesbenit his chances of surviving such a
feat. In a basketball game, an outstanding frematlshooter ought to concentrate all his
attention on shooting the free-throw. This migbs@b all his cognitive resources to the
point where he is no longer capable of formingdfslabout the world around him. Even
though he ought to believe that the crowd is cimggior him, being temporarily unaware
of their existence, he does not believe that tlieycheering.

Humans are beings with limited cognitive resourgdsse brains are presumably
not infinitely flexible in their wiring. As the emples of Fred and Mary suggest, there
are times when it is physically impossible for pledp believe what they ought to
believe at a particular time and to do what theghddo do at the same time. This
possibility means that people may periodically blejscted to putative inter-normative
conflicts.

A common response to this sort of case is thaetbeuld not be any kind of
inter-normative conflict. On the view of normatiseparatists, the normativity that
applies to action and that normativity appliesétid are of fundamentally different,
incomparable kinds. In chapters 1 and 2, | offes@ahe support for the view that
normative separatism cannot just be taken for grhraind in chapter 4 | shall discuss the
matter again in more detail. Here | wish to introel an additional argument, the
argument from normative completeness.

Return for a moment to the analogy of a compu@smputers operate by

running binary pairs through logic gates that paednew binary digits. Certain strings
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of these pairs constitutestructions Instructions tell the computer what to do, amel t
computer acts automatically on them.

Instructions can tell a computer to do all softthings, ranging from
manipulation of external 'limbs’ to the storingdafta strings in memory. Computers can
be instructed to change their 'beliefs’, to opegaternal devices, and to read files for
new instructions.

One thing that serial computers cannot do is eegiagonsistent or contradictory
instructions. If a computer is told to do two @rthat it cannot do, for example to make
a certain portion of its monitor only red and ohlye and not both, it typically will crash.
One could give the computer contingency instructioRor example, one could
programme it such that when instructed to producerdy blue and an only red patch in
the same area of its monitor, then it will followlp the instruction to produce blue.

Here we can say that the blue instruction defdegtsed instruction in a particular
instance. Failing this sort of defeasing instmctor some other default technique for
resolution of the conflict, the computer will craghfail to execute either instruction.

As argued above, it is relatively easy to conceivsituations in which a
computer could not both do what it ought (was ungied) to do and believe what it ought
to believe. Consider a causing case. The comiiestructed to believie. Along with
the instruction to believh, it is instructed not to write on the only sectottloé hard disk
whereb can be encoded, an ‘action’ restriction. The compwf course, cannot comply
with both of these instructions; the computer cartmdh successfully writb and prevent
itself from writingb on the same hard drive in the same sector.

In order to avoid having the computer crash adé@ad to keep things running
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smoothly, we might consider it a requirement ofedladesigned operating system or
programming language that these situations resthe¢ there is some sort of rule for
sorting out conflicts between instructions. Witheuch a rule, sufficiently complex
machines might crash a great deal.

Normative separatists make a much lower demantbomativity than a
computer scientist might make on an operating systeeople are not required to have
resolution techniques when normativity tells thendd something and believe something
when they cannot do both. This is because theyotibelieve that there is a genuine
conflict. Theoughtof belief and th@ughtof action are different and incomparable.
Perhaps this is appropriate, but just as it woeldilbexpected for an operating system not
to be able to deal with the sort of resource distion problems we saw above in Fred
(i.e. we would expect that the operating systemld/puioritise the action or the memory
function), it seems mysterious as to why normatjwithich if anything should be able to
sort out our oughts, has no means of dealing witilnge class of seemingly conflicting
requirements. To put it another way, it is nothtr find situations where one cannot
both do what one ought to do and believe what arghioto believe. There is no reason
in principle why normativity could not be equippdmanage such conflicts. For all of
the same reasons that we might expect a compapatating system to resolve
conflicting instructions, it seems that we shoutgect normativity to arbitrate between
competing theoretical and practical requiremefitseems that a strong reason must be
supplied for choosing to treat these apparent msiths incomparable. Just as the
problem for Fred is an intelligible and interestmmg, parallel problems in people should

be taken seriously.
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3.4 The power of positive thinking®

In this section, a putative intra-normative castfivill be introduced, one between
the requirements within the domain of theoreticaihmativity. In chapter 1 of this thesis,
| argued that some of the main arguments that doeldeployed to show that only
epistemic or evidential reasons could count as atwa reasons for belief did not deliver
that conclusion at all. In this section, | am takit for granted that there can be both
evidential and non-evidential reasons for beliefthe next chapter, | shall discuss how
evidential and non-evidential reasons (or to beenpoecise, epistemic and non-epistemic
reasons) reasons for belief might interact. Fermttoment, however, | only wish to show
the sorts of serious conflicts that can arise betwehat for now | shall call evidential
and non-evidential oughts of belief.

There is one second remaining on the clock, aad #kers trail the Celtics by
one point. Smith, a player for the Lakers, stamu$he free-throw line, having been
awarded two shots on a foul. Itis the final gashthe championship series. If Smith
can make one free-throw, the Lakers will have ancbhdo win the game, and hence the
championship, as the game will go into overtimiehel makes both free-throws, the
Lakers will win the series outright. But, if hesses both free-throws, then the Celtics
will win the championship. Smith is a career 50%efthrow shooter. As it happens, his
performance at the free-throw line is linked dihgtd his confidence about his ability to

make the upcoming free-throw.

3 This term is borrowed from Harman's (1999) sectieading about the same subject.
| developed these arguments independently, butdhepf very similar form to his.
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To be precise, there is a function that maps Ssniitbe-throw percentage to his
confidence, i.e. his belief about his chances dfintpeach shot. As Smith gets less
confident, he becomes more nervous and developesipaoportionate to his anxiety.
As a result, Smith’s chance of making a free-thi®%% below what he believes his
chances of making a free-throw to be. Smith bagebelief about his chances of what
his coaches tell him about his past performance.

Smith’s coaches are well aware of just how mushcbinfidence affects his
shooting, so Smith has been systematically ligtitoughout the season and told that he
is a 55% free-throw shooter. Smith’s coaches ledga it secret from him that he reliably
shoots 5% below what he believes to be his chaoioesking a free-throw, something
they have discovered through various drills. Hosvebefore this game, Smith became
aware of both of his actual free-throw percentagethe relationship of his belief about
his chances to his actual performance.

It is possible that Smith evidentially ought tdieee that his chances of making a
free-throw are 0%. That is because of what onéntragll naive subtraction. Smith
starts out believing that his chancesr& but, knowing the function that maps his
chances to his belief about his chances, he reals¢ his chances an& minus 5. He
then realises that his chances are really 5% b#iaty until he hits the lower limit at 0%.
While the evidentialist has no other recourse fgi&ning why Smith ought to believe
that his chances of making the free-throw are 08syensubtraction is an unsatisfying
account of why Smith ought epistemically to beli¢vat he has a 0% chance of making
his free-throws. One slightly more sophisticatedsideration is that without a rule that

says that there is a reason to believe the fixéu pbheoretical rationality would be
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unavoidably unstable in some circumstances. lad@pt the view that he ought to adopt
the stable belief, which in this case is that h& 8% chance of making his free-throws,
he will miss all of his free throws. Zero is tlosvier limit for the range of free-throw
percentages and represents the only stable beldfieh Smith could arrive. For any
other number, his belief will necessarily be unkal§This more sophisticated reason for
Smith to believe that his chances are 0% may netvh#able to a strict evidentialist for
reasons discussed in sectionl.5.)

Now take a different example. Imagine sufferethaef dreaded diseade D kills
90% of those whom it afflicts, and this figure isform across all groups of people
except one. Those who believe that their chantssreivingd are better than 25%
succumb only 85% of the time.

Bob contractsl. He reads the studies and sees that the bestecharcould have
of survival, even if he was extremely optimisticwid in fact be just 15%. Bob is very
concerned with epistemic correctness. If he beBdhat his chances of surviving are
better than 25%, then he knows that he actually bas a 15% chance of survival. He
also knows that if he modifies his belief by theidence, he will then have reduced his
chances of survival to 10%. Bob decides thathalldvidence in the end will point to his
only having a 10% chance of survival. So, he asltmt belief. Bob, true to his
epistemological self, believes what he ought téelvelabout his chances for survival.

Jane, on the other had, also contrdasd reads all the same studies. Jane,
however, is an eternal optimist and believes thatis going to overconeno matter
what, as she holds the erroneous belief that endatgrmination will let you do virtually

anything. Jane is in the epistemic wrong, notdwiig what she epistemically ought to
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believe. But, as long as goodness based reasobslieving are allowed, she does in
another sense believe precisely what she oughdlievie. By being so optimistic about
her chances of survival, she has given herself ang8tovement in her chances of
survivingd. Jane also believes what she ought to beliexapxhat ‘'ought’ this time is
qualified as being non-epistemic.

Likewise with Smith. If he forms a belief thashihances of making that free-
throw are certain, then he will believe what heltugon-epistemically, to believe, as he
will then have a 95% chance of making the shot.tl@mther hand, he will believe what
he ought to believe evidentially if he arrivesta tonclusion that he is certain to miss.

Thed sufferers and Bob are all under the sway of cotnfig oughts, where what
the evidential or epistemic considerations tell yfoat you ought to believe is quite
different to what the goodness based considerateshgou. Provided that the door
cannot be shut on non-evidential reasons for hehefe will always be the possibility of
conflict between what one ought epistemically tbheve and what one ought non-

epistemically to believe.

Conclusion

In this chapter | have argued that there are séwermative conflicts, or apparent
conflicts, that theories of normativity must begmeed to address. Theories that are
committed to the view that normative conflicts anpermissible must account for and
resolve the apparent inter-normative and intra-raina conflicts presented in this

chapter. Theories that admit of the possibilitymofmative conflicts must provide a
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principled account of which of these are confliateormativity and which are not.
Theories that do not admit of normative conflictgstnexplain why these conflicts are
only apparent.

In chapter 4, | shall discuss further the ramtfmas of these putative conflicts
and shall offer a tentative account of how thesngho do not wish to admit conflicts

into normativity may seek to resolve at least softaem.
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Chapter IV: What to Do about Putative Normative Corflicts

Introduction

Chapter 3 discussed putative normative conflidisese conflicts occurred when
it was not possible for an agent to comply with vanore requirements of normativity.
While chapter 3 made the case that these putatineative conflicts could arise in a
variety of circumstances, it did not discuss thealer ramifications of putative
normative conflicts for theories of normativity hi§ chapter examines some of the
ramifications of putative normative conflicts févebries of normativity, and it also looks
at the ways in which different types of normatiliedries might address putative
normative conflicts.

This chapter is divided into two main parts. Tingt part is comprised of sections
4.1 and 4.2, which discus®rmative architecturesA normative architecture is a
structure for a normative theory that accountssth&ces of normativity, e.g. truth and
goodness, available to the theory and how theyarétathe domains of normativity, or
types of reasons and oughts, contained withintteery. The analysis of normative
architectures is provided is done with three aimsiind. The first aim is to provide a
general framework for considering how domains andees of normativity might be
related to each other. Looking at this relatidava$ for an improved understanding of
normative separatism, as normative architecturegigee a framework for an analysis of
normative separatism. The second aim is to hekerokearer what sort of meta-

normative commitments are more and less friendlyoionative theorists who accept,
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and that do not accept, normative conflicts. Fnahe discussion of normative
architectures helps lay the groundwork for the sd®ection of the chapter.

This second part begins with section 4.3. Itukses some approaches to
addressing putative normative conflicts. Usingiapve conflict within theoretical
normativity as a paradigm, the notionmafrmative defeasingill be introduced as a
possible approach.

Putative normative conflicts can occur under défeé circumstances, as was
discussed in chapter 3. Some derive from compstingces of normativity within one
domain### e.g. theoretical normativity- and others from tenpeting demands of
different domains of normativity# e.g. when one cannot both do what one ought to do
and believe what one ought to believe. As an nt&af the first sort of conflict, |
argued that sometimes within theoretical normatjwithat there is most reason to
believe based on the evidence may be inconsistéminkat there is most reason to
believe owing to non-evidential considerationglsb provided examples of the second
sort of conflict; one case involved having insu#fitt mental resources to both do what
one ought to do and believe what one ought to welidnother version of the second
sort of putative conflict that was discussed oceunen one is required to cause oneself
not to believe something that one ought to belieRetative conflicts of the second sort
also come from the competing normative requiremanssng from rational requirements
(if rational requirements entail normative requigsnts) and from the normative
requirements that derive from the benefits of mwhplying with rational requirements.
As an example of this type of conflict, | discussestances in which it might be best for

us not to be in compliance with the instrumentai@ple because things will go much
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better for us if we are not.

There are two distinct routes to addressing tpesative normative conflicts,
because they can be addressed at two differerisigtie meta-normative level and the
first-order level. At the meta-normative leveleomight adopt normative architectures
that do or do not allow for such conflicts. If armative architecture does not allow for
normative conflicts, then one must provide firstl@rsolutions to the conflicts. If it does
allow for normative conflicts, then no first-ordawlution is required. These two levels
require some fleshing out.

Let us begin with the meta-level. A complete tlyeaf the architecture or logical
structure of normativity would have to tell us wisatts of things there are reasons for,
such as beliefs, desires, actions, intentions, iem&tetc. It would also have to tell us
something about where those reasons came fromsotiree of normativity# evidence,
benefit, and so on. Does each different type ioigtfor which there are reasons or
oughts have a different source of normativity? tBese sources of normativity for one
domain of normativity also serve as sources of @iy for other ones? We would
also need to know whether or not (and if so, hdw)reasons and oughts that arose in
each domain of normativity (the practical, the tietical, and so on) could be weighed
against or otherwise compared with the reason®agtts from other domains of
normativity.

Looking at different possible architectures is artpnt in accepting or denying a
position that has importance in the discussion apossible normative conflicts. That
position is normative separatism. For examplemative separatists believe that when

the ought of theoretical normativity and the oughpractical normativity conflict, there
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is no further question as to whether one oughotopty with the theoretical or practical
ought. Practical ought and theoretical ought asdconcepts; there is not a more basic
ought that subsumes them. Normative separatisets maet deny that practical and
theoretical normativity have various internal stuual affinities with one another, but
they are not logically related in such a way thatdemands of different domains of
normativity are comparable.

We can attempt to address at least some possibieative conflicts at the meta-
normative level. Adopting normative separatism matsflicts between theoretical and
practical normativity into a particular form. Asely both are by definition basic (that is,
there is no more fundamental ‘just plain normagivitnderlying them) and
incomparable, then normative separatism tells asahtimes agents are unable at times
to satisfy the demands of both.

There is a limit to how far one can go toward®hasg putative normative
conflicts at the meta-normative level, however.isldecomes apparent as in some of the
architectures putative normative conflicts arenimgple resolvable, but nothing about
the architecture itself provides direction on hawesolve them.

Looking at first order ways of resolving putativermative conflicts, this chapter
discusses ways in which they might be addressddnwibrmative architectures where
such conflicts are meaningful. The main part of thiscussion concerns the normative
defeasing relation, which, | argue, looks like amising way of accounting for why
certain apparent conflicts look problematic butiaréact resolvable.

Before continuing with the analysis of possiblemative architectures, it is

important to note that these architectures maynsatisfactory in many ways. | do not
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mean, or just mean, that some of these architecireenot promising as far as normative
architectures go, but that the concept of a noreatichitecture itself may be flawed.

One of the concepts involved in describing noragadirchitectures is that of a
domain of normativity. A domain of normativity eesponds to a type of reason. For
example, the domain of theoretical normativityhattpart of normativity that is
concerned with belief, and the domain of practimaimativity is that which is concerned
with actions and related mental states. This ganisenot particularly problematic.
Domains of normativity are identified by what sastghings the reasons and oughts in
them are reasons and oughts for.

The other important concept that is used in defjra normative architecture is
that of a source of normativity. This conceptiisijematic. While a partial analysis of
it is given in section 4.1, | shall highlight whyi$ problematic here.

A source of normativity is something like thatvintue of which a reason relation
holds, or a particular kind of explanation of whiaat is a reason of a particular type.
For example, the fact that there is a seminar taglayreason for me that | believe it is
not the weekend. This fact is a reason for thiebleecause this fact is evidence for this
belief. The source of normativity for the reassmvidence, or perhaps truth.

Sometimes it might be difficult to say why somathis a reason for something
else, even though it no doubt is. Suppose Losettadow sill is unadorned and has no
plant on it. The fact that Loretta’s window sibb&s not have a plant on it is a reason for
you that you give her a plant. What is the sowfagormativity? It might be benefit, as
Loretta will be happier if she has a plant on herdew sill. It could be aesthetics, as the

window sill will not look very nice without a plawin it. Or, perhaps, there is nothing
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much more to say about why the fact that Lorettarslow sill does not have a plant on
it is a reason for you that you give her a plaht.least, | am not certain what is the
correct thing to say in this case.

Although | find the concept of a source of normiito be somewhat unclear, |
have pressed ahead and used it. The reason gy itigs that it is a concept that seems
to me to play an important role in the way soméqsiophers think about normativif§.
The underlying thought is, as far as | can telf tertain types of reason only issue from
certain sources of normativity. Evidentialistahifor example, that reasons for belief
only issue from evidence. Strict consequentialiisut reasons for action believe that
reasons for action only issue from features ofstages of affairs that will (or are
expected to) result from the action in question.

It may that it is best to do away with sources@fmativity and, consequently,
normative architectures. Nevertheless, as theegiraf a source of normativity, or one
close to it, plays an important role in shapingphdosophical debate, it seems best to

work with it, at least to see what follows from apting there is such a concept.

4.1 Possible normative architectures 1: basic andedivative normativity

In order to begin exploring normative conflictspotnotions must be introduced.

They are the notions tdasic normativityandderivative normativity Value theorists

distinguish between intrinsic and instrumental ealine notion being that some things

" See for example Hieronymi (typescript), RailtoA%94), Railton (1997) Skorupski (forthcoming) and
(1999), and Wedgwood (2006R
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are valuable in and of themselves and others duabie in virtue of their instrumental
relationship to something that is itself intrindigavaluable. | shall offer a similar
distinction for normativity, one between basic aedivative normativity. Before | do
that, however, | must add a caveat. Since thenddi intrinsic value was first discussed
extensively by G.E. Moorg&,there has been a good deal of controversy comgerni
whether or not there are other sorts of not-derixadde, perhaps relational or extrinsic
non-instrumental value. This suggests that a bet to discuss value may be in terms
of basic value and non-basic value. Basic valuelgvimclude intrinsic value, extrinsic
value, and any other sort of value that did n@lfiteely on some other sort of value.
Derived value is that which derives its value frbasic or other derived values.

In chapter 1 of this thesis, the structure of veaswvas discusse#l.A reason is a
fact that stands in the reason relation to an ageahia proposition concerning an action,
belief, feeling, or whatever else there can beaes$or!” Not yet discussed in any detall
is the logical structure of ought. Because thesjds normative conflicts set out in
chapter 3 were characterised in terms of oughis nécessary to say something about the
logical structure of ought. Ought is an operabat bperates on propositions. We can
analyse any ought sentence, at least when oughtusg its role as, to borrow Bernard
Williams's phrase, the central normative operasrsaying ‘Oughp’, wherep is some
proposition.

Initially it might look unlikely that ought govesra proposition, as the normal

English usage of ‘ought’ has it taking an infingiv‘Ought that’ is not a normal locution

> See especiallPrincipia Ethicaand Moore’s lesser known essay, ‘Intrinsic Value’'.

® See section 1.1.

" The three place relation is not exhaustive, atiray be further places for a time,
circumstance, degree, etc. See footnote 3 in ehapor references relating to this
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in English, and we normally expect operators thké tpropositions to be followed by a
that rather than an infinitive. There are locusiam English, which in many contexts
mean the same thing as ought sentences do, tleathak. As two examples, one may
say, ‘It is fitting that he goes the store’ oriStmeet that Achilles honours his friends.’
More importantly, the intuition that infinitives@not expressing propositions can be a
mistake, as infinitives contain tacit subjects.efiédhneed be nothing conceptually
different between the locutions ‘He ought that besgyto the shop’ and ‘He ought to go to
the shop’, since ‘to go to the shop’ in fact hasbject, which is ‘he’. However, there is
an advantage to using the non-grammatical ‘ougtt dver the grammatical ‘ought to’,
and that is the ease with which one can make thiestabject of the sentence that ought
governs explicit. There are other good reasonsgorg ‘ought that’ in this context, the
primary one being that it allows for a conveniemiyvof expressing an ought governing a
conditional sentence, such as ‘He ought that fjd®s to the store, then he buys some
eggs’. In normal English usage, an ought goveraiegnditional is attached to the
consequent of the sentence, ‘If he goes to the stloe he ought to buy some eggs’.
Unfortunately, this is the identical locution usedEnglish to express the case where the
ought is logically attached to the consequent. if@my English has no grammatical
means for distinguishing between oughts that govaetn the consequent and those that
govern whole conditionals.

It may seem at first that we can understand theesee ‘I ought to go to the
shop’ as logically expressing: ‘ought that | gdhie shop’. That expression is
incomplete, because the ought operator needs actuljjo provide a more accurate

ought sentence, we can use what | shall caddarm sentencél ought that | go to the

matter.
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shop’.

In the O-form sentence ‘I ought that I go to the, the subject of the ought and
the subject of the proposition that it governstaeesame. Nevertheless, the subjects are
logically distinct entities, and the O-form sentemicks this up. It is in principle
possible for the subject of the ought to be difféfeom the subject of the proposition
that it governs, although such cases will not Iseused here.

Although oughts and reasons have different logtraictures, they are similar in
three respects that are relevant here. First,libdyindex to an agest:for exampleA
ought thatA ¢, andf is a reason foA thatA ¢ . Second, we can give a type for both
oughts and reasons by what they are oughts ormedsno That is to say, a reason is a
reason for belief (a theoretical reason), jushéf telation is of the form fatis a reason
for agentA thatA believeb and an ought is a ‘belief ought’ just if the Offosentence is
of the formA ought thatA believesb. In this chapter, when the expression ‘type of
ought’ is used, it refers to whether the O-formteroe is an action sentence, a belief
sentence, a feeling sentence, etc. Following émeention established in chapter 1, |
shall use ‘type of reason’ in the same mannerallinboth oughts and reasons govern
propositions. As explained in section 1.1 of thissis, | shall sometimes discuss reasons
for action or for belief rather than reasons faygwsitions concerning actions or
propositions concerning beliefs. | do this becahseerminology of propositions
concerning actions and propositions concerningefgequickly becomes cumbersome. |
believe that this economy will not prove too cormfigs

Before continuing, it is important to provide amadysis of the concept ofsource

of normativity. It is perhaps confusing and mislieg to suggest that normativity has a
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source. The use of the word ‘source’ might wrorggyinterpreted to imply that
normativity flows from some interesting metaphysmanstruction in the way light does
from the sun. A better analysis will appeal indteaa particular sort of explanation of
why an ought or a reason holds.

Assume that the fact that Mary is drowning isason for James that he save her.
One can ask what sort of reason this is. It sagon for an action proposition, that
James save Mary. One can also ask why the facvid is drowning is a reason for
James that he save her. One might answer by sthah@ these circumstances, Mary
would benefit from being saved by James. Thagitdlits Mary in these circumstances
is the explanation of why the fact that Mary iswning is a reason for James that he
save her.

Consider, as well, a case involving a reason éieb The fact that it is Tuesday
is a reason for me that | believe that yesterdayy Manday. Here the explanation of why
this fact is a reason for me that | believe yestgndtas Monday is that the fact that it is
Tuesday is evidence for the fact that yesterdayMasday.

In both of these examples, there is an explana@iable as to why some fact is
a reason for something. The sort of explanatian thave in mind is some feature of
what makes the reason relation hold between thetfecagent, and what the reason is
for. In the case of the action above, it is th& beneficial to Mary (or just generally)
that James save her when Mary is drowning in ttsgance. In the belief example, it is
that the fact is evidence for the contents of thieeh

The notion of explanation here is not meant tolyntipat all explanations of

reasons will be quite as simple as benefit or exdide There may be an unlimited
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number of normative sources or very few. Radicagmatists, for example, might think
that benefit is the only source of normativity &y type of reason. A very radical
pluralist might think that each reason has a dlygtiifferent source. The possible
relations of sources to reasons will be discusséoib

We can move on to discuss basic and derivativenativity. Basic normativity is
normativity that does not derive from its objectdde as a means to, in promoting, or of
as a component of some other normative end. Diesévaormativity is any normativity
that is not basic.

As an example, consider a simple theory of nowitgitihat tells you that you
have reason to do whatever will make you happyokirgg at a case involving reasons,
the fact that eating sweets will make you happgyieason for you to eat sweets. The
normativity of that reason is basic. Eating sweetme of the things that makes you
happy. Saving money, on the other hand, does akémou happy. However, in order
to buy sweets, you must have saved some moneyth&e, is a derivative reason to save
your money. The fact that saving money will allgau to buy sweets (which in turn will

make you happy) is a reason for you to save yourayo

4.2 Possible normative architectures 2: combinatiaof basic normativity and types

of reasons

This section discusses the ways in which sourtbagic normativity can

combine with different types of reasons and oughtghis discussion, some more
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terminology is required. At the risk of adding #mer use to the already overlong list of
monisms and pluralisms, this chapter will make afse ternrnormative monismand
normative pluralism These are claims about the number of sourcbait normativity.
Normative monism states that there is only onewoaf basic normativity. So, a radical
pragmatist who thought only goodness provided mreasbany type would be a
normative monist. Normative pluralism is the vithat there is more than one source of
basic normativity.

The other conceptual axisrisasongor oughtskpecialismandreasongor
oughts)generalism This distinction requires some care in specdyias there are some
species of reasons generalism that look like resaspacialism.

Reasons specialism is a view about the conceptunadection between sources of
normativity and types of reason. Reasons spegidisids that for each type of reason
### e.g. for action propositions, belief propositioasd so om##the source or sources of
normativity from which it issues have an approgriednceptual link with that type of
reason. For example, evidentialists may think hiata conceptual truth that reasons for
belief are always evidential reasons and neveoreaderiving from the goodness of
believing something. The reasons specialist htbldssthis is a conceptual truth about
reasons for belief. By way of contrast, a non-ggist might still hold that there are no
goodness-derived reasons for belief, but thatishi®t a conceptual necessity. Reasons
generalism is the negation of reasons specialisimolds that it is conceptually possible
for any source of normativity to issue any typeesson, even if it is the case that there
are no actual instances of a particular type asaeeng issuing from a particular source

of normativity. This distinction is more easilisdussed in context and is elaborated on
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more fully in 4.2.2 below.

One preliminary difficulty with the distinction ihat there are some reasons
generalist views that will not have certain basiarses of normativity applying to all
types of reasons, and there could be a reasongmbkgtedew in which all sources of
normativity are bases for all types of reasons.adstance of the former, it seems
possible that while there could be goodness-basesbns for belief, it would be very
strange if there were any evidence-based basiomsdsr action, other than perhaps for
speech acts. Whether such a position is genuaedgsons generalist one depends on
why there is not a match between a particular bemicce of normativity and a type of

reasons. This matter requires more explanatiorchwill be provided in 4.2.2.

4.2.1 Architecture 1: normative monism and reasongeneralism

Having presented these two axes, it is now passibtliscuss the various possible
architectures of normativity. The first architeetis normative monism and reasons
generalism (NMRG). The normative monism part sags there is only one source of
normativity. The reasons generalism part saysahaburces of normativity in principle
can apply to all types of reasons. An exampletbieary that conforms to NMRG is
radical pragmatism. A radical pragmatist thinkd tha only reason for anything, be it a
belief, an action, or a feeling, is that the thingjuestion will lead to an increase in
overall goodness.

NMRG has powerful resources for resolving putainter-normative conflicts,

"8 This form of radical pragmatism is a rarely hetsiion. The major work on the
subject is Stich (1993).
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e.g. putative conflicts between the requirementhedretical reason and those of
practical reason. To see why, consider what tmmative world would be like if the

only source of normativity were goodness. A faould be a reason to do or believe
something for an agent only when that fact made that the performance of the action
or the holding of the belief would increase totabdness. Furthermore, we could assign
to each reason a weight based on how much beitgystivould be if the action
proposition or belief proposition for which therasva reason obtained.

In this circumstance, figuring out what we oughtlb or what there is most
reason to do would be a matter of weighing readenising from the same source. On
this very simple theory, how much reason theres{gedds entirely on how good the
outcome is of doing or believing what there isa@son to do or believe. Oneally ought
to believe what there is most reason to belietieaf produces a better result than doing
what there is most reason to do, arck versa

This is not to say that NMRG does not admit aoulbting cases. Presumably as
there is sometimes thought to be incommensurapditynore importantly,
incomparability in valué? there might also be incomparability among reastamiing
from a single source of normativity. This incomgdaility might occur if the source of
normativity were value, and the reasons that is$wed it kept the same logical structure
as the value. Instances, were there any, of ineoaiyte values would issue
incomparable reasons. But, that said, there wauleast be no mystery about which
feature to compare when evaluating different tygfagasons, since all types of reasons
would have the same source of normativity. Oneldvaeeigh up all reasons with respect

to their single source of normativity. If all rems came from goodness, then we just
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have to look at how to weigh up goodness-basednsas

4.2.2 Architecture 2: normative monism and reasonspecialism

The second possible normative architecture is atbwe monism and reasons
specialism (NMRS). The normative monism part ghgsthere is only one source of
normativity and the reasons specialism part sagtseich type of reason is conceptually
connected to its sources of normativity.

NMRS is a less plausible normative architectuesgoise it may rule out the
possibility of there being certain types of reaso@ensider a form of NMRS in which
the sole source of normativity was evidence. Wihielink between evidence and belief
has much plausibility, it is unclear what the cqutoal relationship would be between
there being evidence for something and one’s hangagon to do it. Of course, this
problem applies to NMRG, too, but not all sourcEsarmativity will prove equally
problematic for NMRG as they do for NMRS. Lookiagwhy some cases are more
difficult for NMRS than they are for NMRG providas opportunity to elucidate the
distinction between reasons generalism and reagugwsalism.

Reasons generalism and reasons specialism disimigetween two different
conceptual connections between sources of normatind types of reasons. Reasons
specialism says that each type of reason, if taergenuinely reasons of that type, has a

source or sources of normativity that have an gpate conceptual connection td“it.

"9 See Chang (1997).
8 The fitting attitude view is a good example okthiSee Scanlon (1998), Ewing
(1959), Rabinowicz and Rgnnow-Rasmussen (forthcgjnand Hieronymi (unpublished

typescript).
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The constraints on these connections could vam tieeory to theory, but the important
contrast is with reasons generalism, which in ppilecallows any source of normativity
to be a basis for any type of reasons. It mayi$sodereda posteriorithat some sources
of normativity in fact generate no reasons of @atertype, but this is not because reasons
generalism excludes that source of normativity flweing a basis for a particular type of
reasora priori.

One view that NMRG can accommodate easily is edgiagmatism. Radical
pragmatism says that there is a reason to do mvieelvhatever will be beneficial to do
or believe. In an NMRG architecture, radical pragjism can be stipulated. While one
might need to make the case for pragmatism, ong mloeneed to show that there is
some particular type of connection between beligand goodness. In an NMRS
architecture, however, it is not good enough josow that goodness is the source of
normativity. It also must be shown that goodnesmects in an appropriate way with
belief so that there can be goodness-derived redsolelief. If this connection cannot
be shown in an NMRS architecture, then there velhb reasons for belief in that case.

What is also interesting to note is that NMRS BIMRG can, with the same
source of normativity and the same reason typdh, yoeld the result that there are no
reasons of certain types. This will be clearehvaih example.

A normative monist could claim that the only sauod normativity is evidence.

If that normative monist were a reasons specidhisty by definition evidence could only
be a basis for a type of reason that connectdtkicdnceptually correct way with it.
Most plausibly, reasons for belief would be said@anect appropriately to evidence,

owing to the connection between truth and belidifijevthere is no such clear relationship
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between truth and action. In this NMRS theoryreéhgould be no reasons for action,
because evidence lacks the kind of conceptual atiemewith action that it has with
belief.

One might get the result that there was only gpe bf reason, too, in an NMRG
theory that took the only source of normativitybt evidence and held that there were
only two types of reasons, reasons for belief @&adans for action. Evidence serves as a
basis for reasons for belief in an NMRG theoryinean NMRG theory the source of
normativity can in principle be a basis for anydyf reason. However, an NMRG
theorist might discoveat posteriorithat there are no evidential reasons for actio.,
although there is nothing in the structure of tidRG theory to rule out the possibility
that evidence could serve as a reason for an athiere are in fact no evidential reasons
for action. Although the NMRG theory and the NM&8ory yield the same result with
these inputsg## that the only source of normativity is evidence #mat there are only

reasons for belig##they yield that result for very different reasons.

4.2.3 Architecture 3: normative pluralism and reasas generalism

Normative pluralism is the view that there is mtiran one source of normativity.
Normative pluralism and reasons generalism (NPR®)e view that there is more than
once source of normativity and that all sourcesarfativity can in principle serve as
bases for all types of reasons. Consider the norenahiverse in which there are two
sources of normativity, goodness and evidence asswitwo types of reasons, those for

action and those for belief. If this normativeuwarse is of the NPRG structure, then it is
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open conceptually for there to be evidential reagoract' and also to believe, as well as
goodness based reasons to act or believe.

It is not entirely clear how strong NPRG’s lodioasources are for dealing with
competing normative claims among different typeseasons. Initially it may look as
though NPRG has powerful resources for resolvirtgtine normative conflicts, as it
shares the main advantage of NMRG, namely thay@dls of normativity apply to all
reasons. This is probably an optimistic assessofddPRG. To see why, we can look
first at an example of a theory compatible with NGIRadical pragmatism. Radical
pragmatists hold that goodness is the only souroemnativity. Possible inter-
normative conflicts are still just possible conflibetween good-based reasons. Such
conflicts are addressable by whatever means arkabheafor weighing only good-based
reasons, even when weighing up reasons to belgaiast those to act. Of course, there
may still be problems in comparing goodness basaslans, but these problems do not
arise from confusion about how to weigh up eviddnmgasons for belief against
goodness-based reasons for action, for example.

It is true that in NPRG, that we might think tladitreasons that come from
goodness have enough in common to find ways ofhgppith putative conflicts between
goodness-based reasons, whether they are reas@usiém or belief. However, it is not
at all clear what to do with putative normative ttiots, whether they be within belief,

within action, or between the two, that involveseas with different sources of

81t is not entirely clear what an evidential reasmact would be, and | am not
asserting here that there are such reasonsmkrsly not excluded priori by the
structure of the theory that there are such reastinisere are any evidential reasons to
act, | suspect that they will be reasons for speeth Perhaps the fact that there is
evidence that it is the 21st of the month is agedse reply ‘The 21st’ when asked ‘What
is the date?’
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normativity. We might expect a theory of goodnesa theory of evidence to be
structured in such a way that they can manage ¢heirproblems, so to speak, but it is
not clear why a theory of either would have mucbkag about how it relates in a non-
derivative way to the other.

To put that point another way, a theory of goodre®uld be structured such that
between any two states of affairs, either one tebéhan the other, they are equally
good, or, perhaps, the value of one state of affannot be compared to the other.
Likewise, within a theory of evidence it might bepected that two facts can be
evaluated as stronger or weaker evidence for @nat) a particular hypothesis, or as
equally strong. Theories of evidence might evemiathcommensurability. But what
you would not expect from a theory of goodnessnsethod of how to measure goodness
against evidence. You also would not expect arthebevidence to provide a method
for measuring evidence against goodness.

NPRG theory, on the other hand, has to find a atethr weighing or comparing
goodness-based reasons and evidence based rebgosi$o provide a method for
resolving putative normative conflicts involvingas®ons with both normative sources.
There are at least two roads that NPRG might gdtampting to deal with possible
conflicts where the reasons involved have differeinative sources. The first looks
the more promising one.

The first road arrives at the view that thereathimg unexpected about the idea
that a theory of normativity tells us how to reltte plurality of normative sources.
After all, a theory of value should tell us howlarglity of goods are related, even if it

only says that they are incommensurable, and aytteg@vidence might be expected to

150



tell us how a plurality of different sorts of coderations affect the likelihood of a
proposition's being true. The theory of normagivdn this view, is a theory that tells us
how all the sorts of normative sources relate thesher, and in that way is like any
other theory that has a plurality of ontologicdisic entities that have to interact with
each other.

The second road takes us in the opposite direetionarrives at the view that
there is something wrong with expecting a theorgarimativity to do as well at
resolving the problem of comparing reasons witfed#nt normative sources as a theory
of value does at addressing how to compare diftargnes. On this view, it seems that
for different sources of normativity to be compaeaithere has to be something in virtue
of which they can be compared. | do not meanakithe start of a ‘third man’ argument,
but rather that the very idea that aeuldcompare two different sources of normativity
suggests that either one is derivative of the otugdl hence not basic, or that they are
both derivative of a third source of normativiffhis road leads to the conclusion that
there are genuine normative conflicts.

The burden of proof appears to be on the secaw. vBomeone who takes that
view would need to show why it is less plausiblat th theory of normativity could have
a structure for inter-normative comparisons whamelare a plurality of basic normative
sources than that a theory of goodness could hatrei@ure for comparisons among a

plurality of values.

4.2.4 Architecture 4: normative pluralism and reasas specialism
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The final normative framework discussed here ésdhe that seems to be most
often taken for granted in the literature. Thisg@mative pluralism and reasons
specialism (NPRS). Normative pluralism says thate are a plurality of sources of
normativity, and reasons specialism tells us thatsburces of normativity must have the
right sort of conceptual link with a type of reasororder to serve as a basis for that type
of reason. The position | have earlier identifesshormative separatisns a variety of
NPRS, as it says that in principle only a certaurse of normativity, evidence, has the
right kind of conceptual link with a particular g/pf reason, reasons for belief, and that
there are no other sorts of reasons for belief.

A caveat is required in saying that normative s&fsm is a species of NPRS. It
is possible to have a mixed normative architectome, in which some types of reasons
must the appropriate special connection with teeurces of normativity, while other
types of reasons do not require this special cdiorecA normative architecture might
say that as far as reasons for belief go, reagmwsadism is true. On the other hand, as
far as other types of reasons are concerned, tlee@ not be any special conceptual
connection between the reasons and the sourcemftivity from which they issue.

On NPRS views, the spheres of normativity arardist To speak of theoretical
normativity and to speak of practical normativisytdo speak of two unrelatable domains.
This claim may sound strong, given that it is pligsin principle to have the same source
of normativity be a basis for different types aéisens. The unrelatability comes from
the requirement that a source of normativity haparsicular conceptual connection with
the type of reason it serves as a basis for. Befmfexample, might be a source of

normativity for both action and feeling. That dgiis beneficial is a reason to do it. It
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may also be a reason to feel good about yoursetfdimg it. However, the conceptual
connections between acting and benefit and betfesdimg good about oneself and
benefit are likely to be quite different, as acteancerns promoting benefit and feeling
good about oneself involves responding to thetfzadt someone or something has been
benefited.

Given this situation, NPRS lacks the logical reses to say anything at all about
putative conflicts between our reasons for actams our reasons for belief, because they
are wholly different sorts of things. Asking wliis that one ought to do when one
cannot act as one ought to act while also beliewihgt one ought to believe is, by
NPRS, a meaningless question.

The upshot of NPRS is that there are no inter-atikia conflicts, because there is
no unified concept of normativity that subsumestibeoretical and practical
normativity. This is the view of normative sep&mat | have argued in section 3.3 that
it is an overly undemanding view of normativity tlitanot address cases in which one

cannot do what one ought to do and believe whabogét to believe.

4.2 .5A final comment on normative architectures

There is an important issue that has not yet besusksed, one which relates to
reasons specialism. This is a discussion of whastitutes an appropriate conceptual
connection. Reasons specialism requires there emlappropriate conceptual
connection between a type of reason and the sours@urces of normativity from which

it derives. There are many possible conceptuahections, and merely identifying that
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reasons specialism requires the appropriate omet igery illuminating.

It is not clear how informative the account ofagpropriate conceptual
connection can be. Consider reasons for thickgttitsdes. Admiring is a good
example. The source of normativity that most obsig has a close conceptual
connection to admiring is admirability. We migl &ble to pick out some common
features of things that are admirable, but ‘adnié’abself is a normative concept: it
denotes the sort of thing that one ought to admirhat does not obviously reduce to a
cluster of other concepts. It may very well beasecby case question as to whether or
not a particular thing is admirable, and there t@yo possibility of giving general
principles.

As an example of a thin normative concept, it hggmerally be thought that the
fact that an action will produce some benefit ie@son to do it. Here there is some
degree of mystery as to why benefit has the rigid kf conceptual connection with
actionsper se In general, that something would produce berafresults seems to
count in favour of it. It is unclear why, one thiee hand, when beneficial outcomes are
the result of an action, there is an appropriateeptual connection between benefit and
one’s reason to act, while, on the other hand, wherbeneficial outcomes are the result
having a belief or a feeling, that connection wabddabsent between one’s reasons and
benefit. A major task for the normative separairsany reasons specialist is to explain
two things. First, what these appropriate concémoianections are, and, second, why

they are significant.

4.3 What to do about normative conflicts
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The previous section discussed basic types of atbrenarchitectures, meta-
normativity, if you like. This section looks atmaative conflicts and examines possible
first-order resolutions to them. Although there aneariety of putative normative
conflicts, this section will examine one sort intpaular. That is the conflict between
epistemic and non-epistemic reasons for beliefs dt supposition for sake of argument
in this section that epistemic and non-epistemasoes for belief can be compared. If
they cannot, then there are first order technidaesesolving conflicts between them.

The paradigm conflict in this section is one betwepistemic reasons for belief
and reasons for belief that arise out of the gosslio¢ having that belief. It is worth
saying a few words about this conflict, in parteauby way of a brief reminder about
conflicting reasons. It will be also be helpfulsay something about why epistemic and
non-epistemic reasons, rather than evidential andavidential reasons, are being
compared.

Evidential reasons are a subset of epistemic nsasbhe class of epistemic
reasons includes#in addition to evidential reasafigt reasons of the sort discussed in
section 1.5. For example, the fact that you wallright if and only if you believe
something is (or may be) an epistemic reason tev®lt. However, it is not an
evidential reasons, as that you will be right ilamly if you believe something is not
evidence that it will be true.

The example of the numbers game in section 1.&wvatidhe difficulty that
evidentialism has with certain epistemic scenaridscause of the issues raised in the

numbers game, evidentialism is not a promisingmhebreasons for belief. In addition,
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some of the more interesting putative conflictauaen different types of reasons for
belief may involve epistemic, but non-evidentiaiasons for belief. Because of these
considerations, | have considered how epistemicandepistemic reasons can be
compared, rather than evidential and non-evideatiak.

Reasons in this thesis have been assumed tedlewthan oughts. The fact that
there is a reason for me to do something doesntail ¢hat | ought to do it. There is a
reason for me not to pay my taxesfilling out the forms takes a lot of time, taxes
deprive me of some of my income. On the other hpaging my taxes helps to keep all
the valuable services that the government provgo@sg, paying them is a civic duty, it
is a good example for others, and | benefit grefatiyn being in a society where people
by and large pay their taxes. So, | most certamight to pay my taxes, even though
there is a reason for me not to pay them.

When it is the case that there is a reason forong® something and also the case
that there is another reason for me not to dbatt, does not count as a proper normative
conflict. Reasons can weighed or compared in otlagss, and it is the very nature of
normativity that there are often reasons for aralregy the same thing, or that there are
reasons that cannot all be complied with. Thetpgtaonflict in the forthcoming
example is a conflict between what one ought teele]qua epistemic reasons for belief,
and what one ought to believsgjanon-epistemic reasons for belief. On the othadha
when | talk about evidential reasons to believefladimg with reasons to believe that
derive from the goodness of having that belieialy not appear that there is any
meaningful conflict, as we often comply with all@ir reasons . In a sense, this is the

very point that | want to consider, that putativemative conflicts are apparent rather
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than real normative conflict. Indeed the purpdstis section of the chapter is to offer a
structure for understanding why at least some aitwappear to be normative conflicts
are not conflicts at all.

This discussion is carried out within theoretiegson, as the difference between
epistemic and non-epistemic reasons for belidirbyfintuitive. We can talk about we
ought to believejua epistemic considerations, and what we ought tebetuanon-
epistemic consideratios## in this case goodness. As far as goodness isooed, |
ought tobelieveb, whereas so far as truth is concerned, | oughtmbelieveb. The two
different sources of normativity involved pull usthese instances in opposite directions.
Traditional epistemology, insofar as it is concermath theoretical reasons, is only
concerned with epistemic reasons. The pragmatighedStich variety is only concerned
with the goodness of our beliefs. Here the go#d isonsider both sources in tandem.

| think it is likely that the general form of tmeodel developed using conflicts
within theoretical reason might be extendable wwittdifications to at least some of the
other species of putative normative conflicts. ,Bwen if this model has no application
outside of theoretical normativity, the problemcomparing evidential and goodness-

based reasons for belief is an important one iavits right.

4.3.1Evidentialism, pragmatism, and the mixed view

This section introduces an example that will bemefd to in the rest of the
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chapter. After the example is introduced, ther@isnalysis of how three different
normative theories of theoretical reason would begialuating the example. The first
theory is epistemicism. Epistemicism is meantda@kin to evidentialism, and it is the
view that there are only epistemic reasons forehellhe second view is pragmatism, the
view that there are only goodness-based reasomefef. The final view is the mixed
view, which holds that there are both epistemisoea and non-epistemic reasons for
belief.

The example here concerns Jones. Jones comes fiamily that left his
hometown of Grodno, then in Russian-controlled Raavhen he was a boy. Now that
Jones is an adult, the world has changed, and @risdm longer in Poland, but is part of
Belarus. Jones, who does not follow world evestanaware of this change of borders
until he is given an atlas for his birthday. Shettland saddened that his hometown is no
longer in his native Poland, Jones falls into gpddepression. His only hope for
recovery is not to have the belief that GrodnmiBelarus.

In evaluating this example, epistemicism would ey Jones ought to believe
that Grodno is in Belarus. There is overwhelmiiglence that Grodno is in Belarus.
Jones’s new atlas places Grodno in Belarus, otloglerm maps place it there, geography
texts concerning the former USSR say that Grodmo Belarus, and so on. On the other
hand, there is very little evidence against therckaat Grodno is in Belarus. Weighing
up the epistemic reasons, Jones ought to beli@tgatodno is in Belarus.

By way of contrast, pragmatism would not be conedrwith where the weight of

the evidence was, except insofar as there is semefib generally to believing what the
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evidence suggests is trifeThe pragmatist’s primary concern would be to tdgn
whether or not there was more benefit in beliewingot believing that Grodno is in
Belarus. In order to determine this, the pragmateuld have to weigh up the happiness
that Jones would gain from not believing that Gmdras in Belarus against the harm
done by having the false belief. That harm migitude being unable to answer a
Belarussian geography question at a pub quiz, gi@mincorrect answer to someone
who genuinely needed to know where Grodno wassarah. Weighing up these facts,
Jones ought to believe or not believe accordirthedenefit.

The mixed view accepts that there are both epistand non-epistemig#in this
case goodness-bagedreasons for belief. On the mixed view, the evadecounts in
favour of believing that Grodno is in Belarus. Amdile some of the non-evidential
reasons would also weigh in favour of believing Beodno is in Belarus, most weigh
against it.

Epistemicism and pragmatism share an importamtifeahat is lacking in the
mixed view; they both operate on the assumptiohttiee is just one source of
normativity for theoretical reasons. Although anpbete theory of how to weigh benefits
is bound to be complex, as might be a completeryheimistemic considerations, there is
some intuitiveness to the idea that benefit cawéighed against benefit and epistemic
consideration against epistemic consideration.|U&i@mg what one ought to believe, all
things considered, within the mixed view does naiitively seem as straightforward. It
is not immediately clear how epistemic consideratiget weighed against benefits.

The rest of this chapter aims at illuminating howelate evidential and non-

82| do not mean to suggest that this is a positiith & significant philosophical
following.
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evidential reasons for belief. The account is lyuiemal and does not offer to resolve
substantive questions about how much of one isgintmoutweigh or defeat the other.
In illuminating how evidential and non-evidentiaksons for belief relate to each other,
the rest of this chapter is also setting out a tatagor how different sources of
normativity, and possibly different domains of r@ascan be compared to resolve

possible normative conflicts between them.

4.3.2 Ought to believe and reason to believe

Having now discussed an example in which theemiapparent normative
conflict between epistemic belief oughts and gosdrd®sed (non-epistemic) belief
oughts, it is important to understand a featurthefway reasons and oughts relate. We
can begin by distinguishing between oughts andoreaslt may be tempting to take a
reason as pro tantoought. Apro tantoought is an ought that holds, as long as there are
no countervailing oughts. If there are countemgipro tantooughts, then the firgro
tantoought must be weighed up against thenprétantoought just says that in the
absence of othgaro tantooughts, one ought to do or believe, and so on, tiegiro
tantoought says to do, believe, and so on. Takingoreato bepro tantooughts, if you
have a reason to beliepeand no reason not to beliep@and no reason to believe
something that impliespy then you ought to beliey® When other reasons are present,
perhaps some that favour believing then one is in the situation of its being theecas
that onepro tantoought to believey andpro tantoought to believe p: To find whether

one ought to believe or ~p all things considered, one must weigh up the mesagar
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believingp or ~p (or for remaining agnostic).

John Skorupski argues that there are two differesson operatofé.One is the
reason operator and one is the sufficient reaseratqr. On Skorupski's view, while
there may be a reason for me to believe that itraith tonight, it may not be a sufficient
reason for me to believe that it will rain tonighthere has to be enough reason to
believe something for there to be a sufficient oea® believe it. On this view, reasons
cannot be regarded pso tantooughts. That is because there being a reasorelief,b
even when there are no reasons for not believirigrdyelieving not, would not
automatically make it the case that there is sefficreason to belieye If we use the
weighing metaphor, we can say that the balance sealreloaded such that a reason has
to be of a certain weight to tip the scale towdh#sought, even when there is nothing on
the other side.

The use of weighing in determining what one ougldo, believe, feel, and so on
does not apply in all cases. While we most commtmhk of reasons as being weighed,
there are cases in which reasons do not alwaysioerbly weighing. In certain
circumstances, reasons that may initially have loaeidates for weighing become
irrelevant. In the case of epistemic and non-epigt reasons for belief, when the non-
epistemic reasons become strong enough, the eisteasons cease to play any role at
all in determining what one ought to believe.

Returning to the Jones case, all the epistem&oresaavailable to him would
require Jones to believe that Grodno is in Belaiise non-epistemic reasons tell us that
Jones ought to believe that Grodno is not in Belaidfiweighing is the correct way of

resolving the putative normative conflict here, gmeblem would be set up like this.
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Assume under some set of conditi@)ghe epistemic reasons outweigh the non-
epistemic ones. So all things considered, Jongktda believe that Grodno is in
Belarus. If epistemic and non-epistemic reasonseaweighed against each other, the
weight might fall to what Jones ought to believeading to the epistemic reasons. He
has compelling epistemic reasons that come fromspaifases, and geography tracts to
tell him that Grodno is in Belarus. And, while teés some non-epistemic, goodness-
based reason for Jones to believe that Grodna is riBelarus, he will only suffer mildly
for believing that Grodno is in Belarus.

Now consider another set of circumstan&sdn which the non-epistemic
reasons are stronger than they wer€.irHere, believing that Grodno is in Belarus is so
deeply upsetting to Jones that he cannot reasonadotyage in life. As long as Jones
believes that Grodno is in Belarus, he will be upkyed, depressed, and unable to care
for his family. One the other hand, if he doeshwlieve that Grodno is in Belarus, he
will become happy again and flourish. For sakargiiment, assume thatln the non-
epistemic reasons outweigh the epistemic onegububarely. So, if some change in
circumstances occurred that generated a new epdsteason for Jones to believe that
Grodno was in Belarus# perhaps Jones’s being told by the world’s leadinthority on
Eastern Europe that Grodno was in Bela#aghen the balance could easily tip back
towards its being the case that Jones ought,iatjslrconsidered, to believe that Grodno
is in Belarus. Some new benefit not to havinglikef that Grodno is in Belarus might
then come up, perhaps Jones will get a prize frisnemmployer if he does not believe that
Grodno is in Belarus, and this new benefit would adough to the weight of the non-

epistemic reasons to tip the all-things-considenaght back to what the non-epistemic

8 Skorupski (forthcoming).
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reasons weigh in favour of.

This delicate tipping back and forth of the bakao€ reasons fails to capture the
way in which epistemic reasons and non-epistenaisaes interact. Instead it seems as
though once non-epistemic reasons are being coesidie epistemic ones are no
longer in play, even if they become stronffer.

To analyse how epistemic and non-epistemic reaeoreelief relate, it will be
helpful to look at an example. Recall the exampleection 3.4. A basketball player,
Smith, was introduced. Smith was in the unfortarggsition that he had 5% less chance
of making his free-throws than what he believeddhiances to be. When Smith became
aware of this, if only epistemic reasons countedould be the case that he ought to
believe his chances of making a free throw were Dfs was unfortunate for Smith,
who was at the free-throw line with the outcoméhef game depending on his making
both of his free-throws.

Suppose that in addition to being a basketbajlgrlaSmith is a gambler and a
philanthropist. He has placed a large bet ag#ongt odds that his team will win. If
Smith wins the bet, he will donate all the procetedsharity. If Smith forms his belief
about his chances of making the free-throws basdteepistemic reasons alone, he is
certain to miss, with the result that several pewgll fail to have their suffering
alleviated for the loss of his donation. If hedfident that he will make the free-throw,
even though his confidence would be unwarrantethéyvidence, then he stands a

much better chance of making at least one of tloeftee-throws, putting his team in a

8 There is an important exception to this claim.vidg one’s beliefs track the evidence may be a
benefit. On this view, when the amount of evideinceeases, the amount of disvalue to believing
something contrary to the evidence also increa$égs might lead to a change in what one ought to
believe, all things considered because of a chantfe evidence. But, the change occurs only beethe
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position to win the game. Because something safgignt is at stake in this
circumstance than just winning a basketball gatregems that no collection of epistemic
reasons would be relevant in the face the overwinglynstrong non-epistemic ones.

The epistemic reasons, if we feel that they aregmobnly thing that count, seem under
these circumstances to lose their force altogether.

That the epistemic reasons cease to count ongathesilenced becomes evident
in a thought experiment. Imagine that shortly befémith was to shoot his free-throws,
a coach runs onto the court, showing him a practiet that puts his free-throw
shooting percentage at 55%. Shortly thereaftexthen coach brings to Smith’s attention
that his percentage has been 55% not just thi®sebst for the last three. Yet another
coach bring a computer analysis of all the gamas3mith has played, and this analysis
says that Smith has shot 55% from the free-thrae. IAll this new evidence does not
seem to matter in the face of the reasons derieed the benefits of alleviating the
suffering.

On the other hand, if the benefits of making tleefthrows were to decrease
drastically, so would the benefits of Smith’s beiirgy that he is certain to make the free-
throws. In this case, the epistemic reasons woatanly come back into play, but they
would also be the only reasons that did any wordlatThe epistemic reasons are the
only ones that count when the non-epistemic reagmnbelow a certain weight, but they
do not count at all once the weight of the non+{episc reasons are sufficient.

Here is an additional consideration against tlee\that the epistemic and non-
epistemic reasons can be compared by a simple imgighocedure. Epistemic reasons,

have a fixed range of weights. Evidence that gavpsobability of 1 to a proposition

disvalue of believing something contrary to thedevice has increased.
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provides the maximum amount of epistemic reasosiplesfor believing something;
evidence that gives a probability of O to a proposiprovides the maximum amount of
epistemic reason not to believe it (or to disbedigy. That you are in Culver City means
that you are certain to be in Los Angeles Coumy. additional evidence, or any other
epistemic consideration for that matter, gives gdditional reason to believe that you
are in Los Angeles County. Discovering, for exaenghat you are also three miles East
of Santa Monica, California, does not provide mepestemic reason for you to believe
that you are in Los Angeles County, even thoughdp#iree-miles East of Santa Monica
is certainly a sufficient condition for being in $ &ngeles County.

This feature of epistemic reasons for belief makeghing them against non-
epistemic reasons for belief seem a little odd.eWr or not you ought to believe
somethingguaevidential reasons for belief, is not a mattewbht there is more or even
most reason for you to believe, it is a matter b&ther or not there mufficient reason
for you to believe something. By way of contragth goodness based reasons for
belief, what you ought to believe is just a funataf what there is most reason for you to
believe. Even a minimal amount of goodness-basesbre in the absence of any
goodness-based reasons against, entail that ydu, guggoodness based reasons, to
believe what there is that minimal reason for.

In general, however much reason there is for gduetieve something on
goodness grounds, there could always be more regsmhthat additional reason might
matter at some point. Presently there is a goatlafgeason for me to believe | ought to
pay my bill at the cafe where | am typing my thesifie woman at the till just added a

new reason for me to believe that | ought to paymely that she will phone the police if
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| do not pay post-haste. Initially, it was thee#isat | ought to believe that | ought to pay
my bill. Now that there is the threat of legalubde, there is even more reason for me to
believe that | ought to pay my bill (not to mentimore reason that |1 ought actually to
pay it!). This additional reason might matterofige reasons came up for me to believe
that | ought to leave without paying my bill. Papls a friend of mine will make a big
donation to Oxfam if | leave without paying my kalhd then send in the money the next
day. Before the threat of police involvement, mgrid’s offer might have been enough
to make it so that | ought to believe that | ougbt to pay my bill before leaving. After
the threat of legal involvement, his offer was iffisient reason for me to believe that |
ought to leave without paying my bill.

This asymmetry between evidential and non-evidéntasons makes the
guestion of just what is being weighed somewhaingexIs one weighing up epistemic
reasons versus goodness based ones? It seerieliledevant question is not whether
there is more epistemic reason than goodness beagohn, but rather whether one ought
to believe what the epistemic reasons require @twbn-epistemic reasons require,
when what one requires is not compatible with vthatother requires. To put it another
way, it does not look like a comparative mattewbether or not there is more epistemic
or non-epistemic reason when the two conflicts ivhether one ought to believe what
the evidence and other epistemic considerationgesi@r believe what the non-

epistemic considerations say to believe.

4.3.3 Comparing evidential and non-evidential reasts for belief
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The section provides a model for comparing epigt@md non-epistemic reasons.
The model will be given in terms of the exampleSaifith. The model compares
epistemic and non-epistemic reasons for belieherassumption that when non-
epistemic reasons for belief are strong enouglst@mpic reasons for belief are silent, and
that otherwise, non-epistemic reasons for beliefsdent.

In its formulation here, the model for comparimiséemic and non-epistemic
reasons in the free-throw case is a function tikes two argumentsx{y}, that are
mapped to two values, ‘Ought to believe Smith i$aie to make both free-throw
attempts’ and ‘Ought not to believe that Smithagain to make both free-throw
attempts’. Lek be the weight of the epistemic reasons for balig¥hat Smith is certain
to make the free-throw. Lgtbe the weight of the non-epistemic reasons faebielg
the Smith is certain to make the free-throw.

Let x andy both take positive and negative values, and z&/ben the value fox
is positive, then the epistemic reasons are faewelg that Smith is certain to make the
free-throw. When the value faris negative, then the epistemic reasons are dgains
believing that Smith is certain to make the freeth If the value fox is zero, then the
epistemic reasons are neither for nor against\iefighat Smith is certain to make the
free-throw.

When the value foy is positive, then the non-epistemic reasons arbdbeving
that Smith is certain to make the free-throw. Wttenvalue foy is negative, then the
non-epistemic reasons are against believing thahSsncertain to make the free-throw.
If the value fory is zero, then the non-epistemic reasons are méahaor against

believing that Smith is certain to make the freeth Then there is a negative number
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andy?®® and a non-negative numb&rand y* such that:

If y<y<'y,then ifx> x, Smith ought to believe that Smith is certain takathe free-
throw, and ifx <™ x, Smith ought not to believe that Smith is certaimake the free-

throw.

If y<y, then Smith ought not to believe that Smith igaiarto make the free-throw.

If y>"y, then Smith ought to believe that Smith is certaimake the free-throf.

Depending on what values are set for upper andritivaés of y, this sort of defeasing
function makes it the normal case that we only iErseVidential reasons in determining
what we ought to believe. However, if it turns tmbe very good or very bad to believe
a particular propositiom#that is to say, if the value gfis above or below it upper or
lower limit respectively## then epistemic reasons are no longer in play. oFihe
reasons that count are the non-epistemic ones.

This defeasing function captures some importaatutes of how, if one
subscribes to the mixed view, epistemic reasonsianeepistemic reasons might
interact. It explains the silence of both episteamd non-epistemic reasons under certain

circumstances; if it is necessary to consider gngemic reasons, then it is not necessary

8y lower limit
8 x andy upper limit
87| am grateful to John Broome for providing thereot formalisation of this function
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to consider non-epistemic reasons, aicg-versa It also explains the sense of tipping or
weighing that is involvegk# some additional strength of non-epistemic reasansbe
enough to tip the balance towards non-epistemsoreaall together, and some loss of
non-epistemic weight can just as quickly causebtilance to tip back to consideration of
epistemic reasons. The tipping and silencing prelie being the case that once it is
appropriate to do what the non-epistemic reasdhgg¢o do, the balance might shift
back to epistemic reasons if new epistemic reasonme to light. That was a principal

concern of the weighing account.

4.3.4 Fixed and unfixed ranges for goodness

In the defeasing version of the mixed view, whathave essentially is a set of
normal conditiong## a certain range of values for the weight of the-apistemic
reasonsg## under which only epistemic reasons count in ddateng what we ought to
believe in a particular case. When the valuetlerweight of our non-epistemic reasons
is equal to or outwith the limits of the range,ritamly the non-epistemic reasons count in
determining what we ought to believe.

If we are to adopt the mixed view and the defeafumction, something needs to
be said about how the range Yas fixed. Is there a constant range yar does the
range change on a case-by-case basis? If it chamge case-by-case basis, why does it
change?

Consider the Smith example compared against anotfeeof the same form.

Jane lies in the hospital with a putatively terrhilaess. It is a very close balance

for me.
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between her surviving and dying. Jane needsalhéip she can get to survive the
illness. One thing that Jane can do is believegha is certain to survive the disease.
Having a positive attitude will bolster her immusyestem, thus increasing her chances of
survival. Like Smith, Jane’s belief about an onteoshe desires will affect the

likelihood of the outcome’s occurring.

Given that her life is at stake and assumingttiete are no negative
consequences to so doing, it seems that Jane tulgélieve she is certain to beat her
illness, even if the evidence tells her not to deanfident. In terms of the defeasibility
function,y would be above the upper limit of the rafgd.e. the non-epistemic reasons
weigh too heavily in favour of believing that slsecertain to survive for the epistemic
reasons to matter, even when the upper and loméslofy are far apart.

Now consider a modified version of the Smith exlEm®Bmith is not playing for
the championship, but instead is shooting freeviisron a bet with a friend. Smith will
win a free and tasty lunch if he makes both offtee-throws, but he will have to buy his
friend lunch if he misses. Smith’s free-throw stiog ability is the same as before, and
he is in the same epistemic state. Ought Smiblelieve that he is certain to make both
free-throws, taking on board the non-epistemicaorasnd not considering the epistemic
ones?

If we accept the defeasing function and the mwed and think that Smith
ought to believe that he is certain to make bottheffree-throws, then we are committed
to one of two positions. Either we think that tie@mal range foy is fixed and very
narrow (since that something will result in a fhelech is not a very strong reason for it),

or we think that the range fgris variable.
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The consequence of accepting that the ranggifofixed and narrow in all
situations is that epistemic reasons are easilyriolken in all circumstances by non-
epistemic ones. One advantage of the defeasimgsgemed to be that it respected the
suzerainty of epistemic reasons as reasons fafl@icept in unusual circumstances.
When the range of ‘normal’ values fpis too narrow, ‘normal’ begins to describe such a
narrow range of circumstances as to make ‘nornadifiar rare.

That leaves us with two choices as regards thdafred&mith example. We can
either say that he ought not to be certain thatilesucceed, as the epistemic reasons
require, or that we should adopt a varying rangdehof the function. | have no real
argument against the former point of view, savedpthat it seems implausible to me. If
we do not accept the former view, then we are fibtoeconsider the variability
hypothesis. On this view, the range of the liroity will change according to the
circumstance. It is not clear that there is soatefermal algorithm that one could apply
to determine the correct range. Rather it seesubatantive matter, requiring a kind of
case-by-case evaluation.

However, it is worth looking at what sort of cathsiations might come into play.
I shall mention one that seems particularly intengs It is the question of how local or
global the epistemic consequences will be of adggtie false belief, against the weight
of epistemic reasons . In the case of the bet avitiend while playing basketball, the
broader epistemic consequences are likely to higeliin Put simply, one is highly
focused on a particular activity, one is unlikedybte reflecting in the sort of way that
might cause this false belief to infect one’s berdakelief structure. It is not wholly clear

that, even if a little bit of reflection is involdemuch damage would be done to Smith's
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overall belief structure. As a further point, Smtstbelief is likely not to be long lasting.
After he makes both free-throws, having believediag} the epistemic reasons that he
would make both of them, he might explain himsé&H this. He had a feeling; the ball
felt good; he knew the statistics, but somehow tidynot seem to matter. He is not sure
what came over him, but he just knew he was gangdke it. He knows that next time
he probably will not do so well. If we accept tregiable range view, it seems at least a
plausible hypothesis that the range widens anebwarat least partially in proportion to
considerations of how severe the epistemic conseggeare of not going with the

weight of epistemic reason.

4.3.5 Differences and similarities between defeagjrand weighing

It is tempting to read the weighing view and tle¢edising view as a reflection of
a deep difference in the logical structure of reasoThat reading may well be valid. Itis
consistent with the defeasing view that there yaaln ought that is not subject to
normal weighing operations. This, however, negdoeahe case.

The primary reason to accept that there may efesading relation between
epistemic and non-epistemic reasons for belidias mot all normative operators are
subject to weighing. Certain oughts, notably safie ones generated by rational
requirements, do not appear to be the result ahgamnost reason to do something. It
seems to be the default position that one ougtibtevhat rationality requirées. It is

possible that, as | argue, there are extraordiciacymstances under which one ought not

8 This does not preclude the possibility that ratiaequirementsanbe weighed
against other things.
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to be rationat? but the fact that they are the exception only usiees the degree to
which its being the case that one ought to do whitionally required is the rule. Itis
more than a matter of convenience that we do rebtiie need to weigh up whether or
not to be rational in general.

Nevertheless, we can still interpret defeasingtstly speaking, a weighing
operation. If we do so, we do so like this. Letreturn to the case of epistemic and non-
epistemic reasons for belief. The defeasing fonatioes not itself have any
metaphysical commitments, in this case it merebgents a mapping from the arguments
of goodness-based reasons and epistemic reasthreswalues ‘Smith ought to believe
that he will make the free-throw’ and ‘Smith ougiot to believe that he will make the
free-throw’. Why that mapping obtains is a segamaatter. One reason why it might
obtain is that it reflects a particular metaphysieality## there are these defeasible,
non-weighing oughts (in this case the oughts thaedrom the weight of epistemic
reasons), and they are defeated under such-and:sagmstances. Or, it might reflect
some facts about weighing.

In the weighing interpretation, we could read deéeasing function like this.
There isR much reason to do what the epistemic reasonggdt do.R sets the limits
for the amount of goodness: you need to havk + 1 weight of countervailing reasons
to do something on some other basis. Arbitraséyy we have a reason with a weight of
5 to believe what the epistemic reasons tell useteeve. So, we would need a goodness
reason with a weight of 6 to outweigh that. O ti@ading, for a range of weights of
goodness reasons (those between 5 and -5), theéhimdythat determines what we

should believe is the mass of epistemic reasondsi@® this range, only the goodness

8 See section 3.2.1.
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reasons do the determining, since they will outWeige reasons we have to look at the
evidence. On this reading, the defeasing fundstill, strictly speaking, a weighing
function. What we weigh are not epistemic reasganst goodness based ones, but
rather reasons to follow only epistemic reasongageaeasons to follow only goodness
based reasons.

There is a roughly parallel issue in trying toideovhether, in accepting the
defeasing function, we are committed to the mixiedvw The defeasing function is
perfectly compatible with the goodness view, altjfonot, it seems, the epistemic view.
Suppose that on the goodness view, truth is vaduabh certain degree. So there is a
particular weight of reason to believe what thelewice or other epistemic considerations
suggests. However, it is only so valuable, so whenbetter to believe something else,
then we ought to believe something else. The gasiview could neatly account for
varying range version of the defeasing functiorep&nding on how valuable following
the epistemic considerations was in some partiaaae (which, by the way, might well
correspond to how much damage would be done toggpistemic network for ignoring
the epistemic considerations in a certain instagntejould be natural to expect the limits
of when you ought to believe what the epistemicsabgrations suggest and when you
ought to believe what is best to vary accordingljNote that this position would be
conducive to a normative monist reasons generaligtreas the mixed position is only

compatible with normative pluralism and reasonsegaism.

Conclusion

% 0r to be more precise, when it is best to beligliat the epistemic reasons say to believe or whéthe
is best to believe something else will vary acaogti.
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This chapter discusses some of the ways that niverthieories might understand
and possibly resolve the putative normative cot¥ldiscussed in chapter 3. The first
part of this chapter discussed possible normatieeit@ctures. Looking at these
architectures provides a clearer picture of whadueces are available to normative
theorists whose theories conform to these architest

Following a discussion of the architectures, aalysis was given of how putative
normative conflicts could be taken to be only appainormative conflicts in one of the
architectures, normative pluralism and reasonsrgéise. This architecture was
explored because it is commonly held that theeepkirality of sources of normativity.
The arguments in chapters 1 and 2 of this thesigighe support for reasons generalism
by casting some doubt on the plausibility of reasgpecialism through the concerns they
raised about normative separatism.

The method discussed for resolving apparent naveabnflicts in NPRG was
the defeasing function. The defeasing functioanisccount of the way in which
evidential and non-evidential reasons may be coetpir arrive at an all-things-
considered ought concerning what an agent ougbelieve. A function of roughly this
form may be suitable for accounting for the stroetof a variety of possible normative

conflicts in an NPRG framework.
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Conclusion

In this thesis, | have argued that putative cotlaf normativity are an important
issue for normative theorists. A normative confticcurs when two or more of the
requirements of normativity are not mutually saaisfe. | have discussed three types of
these conflicts in particular.

In one case, normativity tells you that you oughtomply with what rationality
requires of you. Call this ought a rational ou@). In this case, normativity also tells
you that you ought not to comply with what ratiatyatequires of you, in this instance on
moral grounds. Call this ought a moral ought,XOThis putative normative conflict has

the form:

C1. Op and G—p.

In another case, there is a putative conflict betwigvo different sets of considerations
about what to believe. Suppose normativity tetla hat you ought to believe what the
weight of the epistemic reasons points to. Cadl tlught the epistemic ought O
Suppose normativity also tells you that you ougHtelieve what the weight of the non-
epistemic reasons points to. Call this ought the-@pistemic ought (. When these
two oughts require you to have and not to haverticp&ar belief, the putative normative

conflict has the form:

C2. QBg and Q~Bq
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In the final case, there is a putative conflicvetn what you ought to believe and what
you ought to do. Suppose you ought to belev€all this the theoretical ought (O
Suppose also that you ought toydoCall this the practical ought (0 Suppose, too, that
it is not possible that you both beliexand that you dg. In this case, you cannot
comply with both the practical ought and the th&oa¢ ought. This putative conflict

would have the form:

C3. (GBx and QDy) and ~(B<and Dy)

The notation in C1, C2, and C3 employs oughts aitiiscripts. One of the key
issues to come to grips with when considering pre¢atormative conflicts is whether or
not there is an overarching ought that has no sihs normative separatist accepts
that the oughts with subscripts in C1 and C3 agebtisic oughts, that there is no
overarching notion under which the oughts with sup$s are subsumed. In C2, the
normative separatist, if he were not an epistemicigght accept that there is a basic
concept of a belief ought that subsumes the epistend non-epistemic belief oughts.
Epistemicists, of course, will not accept that ¢hare non-epistemic belief oughts.

It may be tempting to think that if a normativediny accepts that at least one pair
of these oughts with subscripts cannot be subsumddr some broader concept of
ought, then that theory takes normative confliotbe real, as there are two oughts that
cannot be compared and whose requirements cantiobbanet. However, this need not

be the case. Theories that hold that there argpteubughts can interpret the situation in
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two different ways, only one of which constitutesepting that conflicts are real.

The first interpretation is consistent with thewithat there are no normative
conflicts. This interpretation holds that it doed make sense to talk about normativity
generally, but instead to speak of specific kindsaymativity## moral normativity,
prudential normativity, practical normativity, thretical normativity, and so on. While
on this interpretation it would not be false to sagt you might not in some circumstance
be able to meet both the requirements of theotetmanativity and the requirements of
practical normativity, this would not be a normatronflict. The reason why this would
not be a normative conflict is that there is nocapt of normativity that includes both
theoretical normativity and practical normativity.

The second interpretation holds that there is smrmader notion of normativity
that underpins theoretical normativity, practicatmativity, and so on. But, there is no
more basic ought than that of theoretical normigtiyaractical normativity, and so on.
On such a view, the requirements of normativity migpnflict, and thus normative
conflicts are real, not merely apparent. Whetmerad the possibility of normative
conflicts is a worry for a theorist who takes thisw depends on whether or not the
theorist regards normative conflicts as being pwtaltic or not. A theorist who does not
want normative conflicts either must argue thatdbeflicts discussed in this thesis do
not actually arise or she must argue that evenowtthn overarching concept of ought,
her theory can resolve such conflicts, making tloahy apparent conflicts.

For theorists who accept that there is a basionaf ought that underpins the
oughts with subscripts in C1, C2, and C3, othardssarise. If normative conflicts are

not permitted in a certain theory, then it mussbhewn that either the putative conflicts
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discussed in chapter 3 of this thesis do not aoisthat they can be resolved.

| have argued in this thesis that various putatimenative conflicts do arise. In
chapter 1, | argued extensively against evidestiali Although | did not argue explicitly
against the view that there are only epistemicaes$or belief, | believe that it would be
similarly hard to motivate this view. As long asmepistemic reasons for belief are
allowed, there is always the potential for a canftietween what an agent ought to
believe, according to his epistemic reasons, arat ah agent ought to believe, according
to his non-epistemic reasons. A theory that da¢sccept that there are normative
conflicts that arise from different sorts of reasdéor belief must show one of two things.
It must show either that different sorts of reaslandelief never conflict, or it must deny
that one of the conflicting sorts of reasons fdrdb@re genuinely reasons for belief.

For inter-normative conflicts, there is no wayatmid the fact that the
requirements of practical normativity may confliath those of theoretical normativity.
Sometimes doing what you ought to do makes it abytbu cannot believe what you
ought to believe, andce versa For theorists who think that there is not anraxehing
concept of normativity that encompasses practicditheoretical normativity, this
situation may not prove alarming. Nonethelesse&ms to me that there is reason for
concern, whatever one’s broader normative view.ekMiere are several putative
normative requirements on an agent, it seems otldrik that there is no choice that the
agent can make, no way that the agent can be, sat & be guilty of failing to comply
with a normative requirement. If there is no cqitagd normativity independent of the
various concepts of normativity within a certaonthin, then there is no guidance for

those cases in which doing what one ought to deeshdlso that one cannot believe what
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one ought to believe, anice versa

| have proposed to account for one apparent norenednflict, the conflict
between epistemic and non-epistemic normative reménts to believe, with something
that | have called the defeasing function. Thesdsihg function is intended to capture
the complicated way in which some types of corifligtreasons for belief may be
compared with each other. The defeasing functromiges a mechanism whereby one
sort of reason for belief can be the only sort dwaints up until the point at which
another sort of reason for belief is sufficientisosag, at which point it is only the second
sort of reason for belief that counts. A functaifrthis sort may be suitable for a much
broader variety of cases, but it is my suspiciat the correct types of comparisons
among different sorts of reasons or different dowaf normativity may vary a great
deal from case to case.

One type of conflict for which a good method dgoteition is required is that
between the normative requirement that we complly wirational requirement and the
moral requirement, which can arise in some circamss, that we not comply with
some rational requirement. While | have arguet idizonal requirements are not
themselves normative requirements, | have argusdhley may give rise to normative
requirements. An account of how to compare thepsimg normative requirements
arising from rationality and normativity, respeeliy, may take a similar form to the
account of how to compare epistemic and non-epistegasons for belief. What the two
cases have in common is that under normal circuroeta one consideration is the only
one that does any work, while in extraordinarywinstances, that same consideration is

silent. In the case of belief, epistemic reasaedlze only ones that count, unless the
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non-epistemic reasons are very strong, in whick taes epistemic ones are silent. With
rationality, it seems plausible to think that tleemative requirement to comply with a
rational requirement is the only normative requieatthat is relevant, unless there are
very strong (perhaps moral) reasons not to comjily arrequirement of rationality, in
which case the normative requirement arising frationality is silent.

Putative normative conflicts place great demandtheories of normativity and
even on theories of rationality, as discusged visParfit's theory of rationality.
Although his theory is not sufficiently well spedl®ut to be sure, it appears to be
possible that on Parfit’'s theory of rationality rmmative separatism would imply rational
separatism. | have shown that Parfit's theoryoisaompatible with rational separatism,
S0 one down-stream consequence of accepting naarsgparatism is that one cannot
also accept Parfit’s theory of rationality.

Whether a theory of normativity accepts that pueahormative conflicts are real
or maintains that they are only apparent, putatmenative conflicts place constraints
on that theory. This thesis has provided an adcolumow putative normative conflicts
can arise, what some of the ramifications of theenfar theories of normativity, and how

some theories of normativity might begin addressivagn.
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