
Default Domain Restriction Possibilities

Abstract: We start with an observation about implicit quantifier domain restriction: certain implicit

restrictions (e.g., restricting objects by location and time) appear to be more natural and widely

available than others (e.g., restricting objects by color, aesthetic, or historical properties). Our

aim is to explain why this is. That is, we aim to explain why some implicit domain restriction

possibilities are available by default. We argue that, regardless of their other explanatory virtues,

extant pragmatic and metasemantic frameworks leave this question unanswered. We then

motivate a partially nativist account of domain restriction that involves a minimal view of joint

planning around broad shared goals about navigating and influencing our environments

augmented with cognitive heuristics that facilitate these. Finally, we sketch how the view can be

extended to account for the ways non-default restriction possibilities become available when

conversationalists have shared idiosyncratic goals.

1. Domain Restriction and Book Cases

Definite noun phrases and quantifiers appear to have different domains of evaluation in different

contexts. A simple demonstration of this can be given by considering a scenario like the one

illustrated in the below image (Fig. 1), and whether (1) is true of it:

(1) The book is on the table.

Different judgements about (1) would be warranted if the

depicted scenario was of an empty table, or of a table with

a book under it, or of a table with one book on it and

another book under it. The literature is full of answers to

questions about the meaning of sentences like (1) in

context (as well as the context-invariant contribution made

by sentences like it). For instance, since there are many

books in the world and definite singular phrases are thought

to require uniqueness,1 one could hold that (1) expresses

1 Within philosophy of language, the idea that singular definite descriptions require uniqueness can be
traced back to Frege (1892) and Russell (1905).
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something false (or with no truth value) but via pragmatic reasoning we recover the intended

meaning (something like: that the book in the scene depicted is on the table in that picture; Bach

1994, Cappelen & Lepore 2002). Alternatively, one could adopt the more common view, that (1)

expresses something true given a semantic restriction, for instance given a presupposed

relevant domain of objects (von Fintel 1994) or other additional content that restricts the domain

(Sellars 1954; Sainsbury 1979; Neale 1990, 2000; Recanati 1986; Stanley & Szabo 2000).

Different accounts cash out the ‘restriction’ in different ways. For instance, in terms of situations

(sets of objects and relations; Barwise & Perry 1983, Elbourne 2013, Kratzer 2023), elliptical

information (Collins 2018), or information that is presupposed about the speaker’s intentions

(Stalnaker 2014). Much has also been written about how utterances of sentences interact with

discourse environments to fix the domain of quantification, e.g., via a kind of lexical (von Fintel

1994, Roberts 1996/2012) or pragmatic (Abreu Zavaleta 2021) presupposition, discourse

structure (Schwarz 2019), through the recovery of speaker intentions (Buchanan 2010; King

2014, 2022), through features of the conversational situation that are objectively relevant to

conversational goals (Gauker 2003), or via prominence rankings determined by mechanisms of

discourse coherence (Stojníc 2021).

Our aim here is not to directly engage in any of these debates. Rather, we focus on an

underexplored question about what determines the implicit restriction possibilities in context.2

More specifically, we focus on how, by default, there seem to be certain restriction possibilities

(e.g., those having to do with location) that are more natural than others (e.g., those having to

do with historical properties, aesthetics, material, or color).

To illustrate, return to the example above. Suppose you walk into a room and see what is

represented in Fig. 1 and see no other books or tables anywhere else in the room, then (1)

seems to be true and felicitous in virtue of conveying something like (1’).

(1’) The book in this room is on the table.

2 There are a number of different ways that propositional contents get implicated in linguistic
communication. Our paper is about the determination of the literal semantic meaning of a sentence
uttered. In principle, this can be distinguished from both the message (content) the speaker intends to
communicate, and the actual uptake of the utterance by the addressee (though often these are
intertwined in metasemantic theses – see e.g., Section 2.3).
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By contrast, consider someone uttering (1) in a situation like that represented in Fig. 2. In this

situation (1) seems infelicitous and, one might think, for a quite obvious reason. There are three

books on the table, ‘the book’ requires uniqueness, so an utterance of it is not felicitous. Yet,

each book might differ from the others in myriad ways.

They might contain different information and be of

different subkinds (e.g., one a cookbook, another a novel,

the third a textbook). They might differ in being funny,

depressing, or innovative. They might be written by

different authors and published by different presses in

different years. And, to judge them by their covers, each is

a different color. If (1) could be interpreted as implicitly

restricting the domain of books by topic, genre, author,

publication year, aesthetic preferences, cover color, or

other features as in (2a-c), it would be felicitous and, on some views of domain restriction, true

as well when uttered about a scenario like in Fig. 2.

(2) a. The funniest book ever written is on the table.

b. The book on structuralism I read in graduate school is on the table.

c. The blue book in this room is on the table.

There appears, however, to be a stark contrast between uttering (1) and conveying (1’) and

uttering (1) and conveying any of (2a-c). Prima facie, it seems that a speaker cannot convey

(2a-c) with an utterance of (1), even in a context in which there is a unique book satisfying the

additional descriptive material. Further, even if the speaker has an aim to talk about only the

blue things in the room (or books they read in graduate school or…), it still seems that they

cannot assert (1) and thereby convey one of (2a-c).

Consider one more case. Suppose a speaker utters (3) in a room with only three books

arranged as in Fig. 2.

(3) Every book is on the table.

Their utterance is clearly felicitous (and plausibly true) and seems to express something like (3’).
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(3’) Every book in this room is on the table.

Now imagine the speaker is in a room in which there are three books on a table and several

stacks of books on the floor. Even if the books on the table are all the hardcover, depressing, …

books in the room it seems a speaker cannot express (4a-c) with their utterance of (3).

(4) a. Every hardcover book in this room is on the table

b. Every depressing book in this room is on the table.

c. Every coffee-stained book in this room is on the table.

By considering these contrasts one might conclude that an important pattern is revealed about

the sorts of implicit domain restrictions that are possible. That is, one might think that domains

can be implicitly restricted by locational features (e.g., the fridge I see in front of us, the room we

are in) and features related to what is presently perceivable to the speaker at the time of

utterance, but not by other properties, like historical, aesthetic, size, subkind, or color properties.

And, in fact, in the domain restriction literature, the examples used almost always involve

location features (e.g., many of the central examples discussed in Buchanan 2010, von Fintel

1994, Kratzer 2023).

While this generalization captures the patterns considered above, it is too broad. To see why

let’s consider another case. Suppose that A and B are working in a department store and have

been asked to create a display featuring blue merchandise. Now consider the pattern in the

dialogue in (5).

(5) A: Where are the blue things?

B: Well the shirts are near the register, and the book is on the table.

Intuitively, B’s utterance can be felicitous and true even in situations with three books, like that in

Fig. 2. Moreover, the second conjunct in B’s utterance seems to convey something like (2c).

Similar cases could be worked up for other properties. This shows that implicit domain

restrictions are not limited to locational features or to what is perceptible in the proximal

environment. Nevertheless, the contrast we began with is real.
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These cases lead us to two questions. First, why is it that certain domain restrictions seem to be

defaults? That is, why are implicit domain restrictions to features like location and what is

presently visible easily available in a wide range of contexts? We will call the restrictions

available in a wide range of contexts default domain restriction possibilities.3 People without

shared conversational history can walk into a room with a single book on a table and one can

utter (1) thereby conveying (1’). Our initial contrast showed this was not the case for features

like subkind, historical properties, color, or many other properties. Given that in some discourse

environments implicit restrictions to other features are possible (e.g., the conversation in (5)) we

need to answer a second question: How can we account for the fact that non-default restriction

possibilities are available by, e.g., altering the discourse environment through asking a

question?

We begin by considering whether our first question is already answered by extant pragmatic or

metasemantic frameworks (§2). We argue that it is not, and that each involves a way of

reframing the question that is left open. We offer our own account that involves a minimal view

of joint planning and forming shared goals augmented with cognitive heuristics that facilitate

these (§3). We argue that this view–a partially nativist account of implicit domain

restriction–answers why it is that certain domain restriction possibilities are available by default.

The default domain restriction possibilities are those facilitated by cognitive heuristics. We then

turn (§4) to a sketch of an account of the ways non-default restriction possibilities become

available, arguing that this involves relevance to joint planning with idiosyncratic aims or and

goals, constrained by features of human psychology. We then offer suggestions for empirical

tests of (elements of) our account (§5). Finally, we conclude and suggest future theoretical

directions (§6).

1.1 What is a Default Domain?

Before going further, it will be useful to clarify what we mean by default domain restriction

possibilities to better draw out what we take the examples above to show. We started by using

contrasting pairs of examples to generate intuitions about default conversational domains,

making the observation that certain restrictions on quantifier domains are easily available, while

3 Our use of the term ‘default’ is not intended in any strong theoretical sense – what we have in mind is
simply a generalization about the interpretation you get without explicit contextual setup (e.g., by way of a
shared conversational history). It could be argued that there is no such thing as a ‘default’ context free of
contextual setup; then our inquiry could be recast into one about the nature of the background contextual
information that we tend to reflexively impart on a conversation.
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others are not. The idea is something like the following: by default, certain sets of objects are

available for quantifying over with words like ‘every’, ‘the’, and ‘some’ without any additional

conversational setup, and this is in virtue of these objects satisfying certain locational

descriptions (especially those like ‘is in this room’ that associate with some pretheoretic

conception of where we are), whereas other descriptions are too narrow (‘is on the left side of

this room’, ‘is a red thing in this room’) or too broad (‘is on the planet Earth’) or simply miss the

mark (‘is a red thing’).

This might establish the following question as a natural starting point: what makes it the case

that certain locational descriptions are privileged by default over others in serving to restrict

quantifier domains? How is it that all and only the objects in X location rather than all and only

the objects in Y location (where Y may even be a proper part of X) serves as an appropriate

default restriction on quantifier domains? (Or to infuse this with even more presuppositions: why

are we biased towards talking about what we take to be ‘our’ location?)

But this question already makes substantive commitments about a variety of other ways we

might restrict domains. For instance, even though we discount restrictions based on

non-locational predicates of objects (e.g., ‘is red’) we make ontological presumptions about what

objects there are. And the examples we’ve given have all presumed that we’re speaking only of

some present temporal location. So another question arises now: whether we should restrict our

investigation to only the question of how certain locational descriptions are privileged by default,

or whether we should expand our investigation to other default-determining dimensions /

sources of domain restriction.

As already noted, an utterance of (3), repeated here,

(3) Every book is on the table.

gives us a choice of interpretations between different locational predicates. But it also gives us a

choice between temporal restrictions:

(3’’) Every book is on the table right now.

6



(3’’’) Every book is on the table tomorrow.4

Just as there is a clear default bias towards certain spatial locations, there is a clear default bias

towards certain temporal locations (e.g., the present, or ‘now’).

There is something appealing about limiting our investigation to only spatio-temporal

dimensions of default restrictions. On an intuitive picture of folk metaphysics (one related to the

theoretical picture we inherit from Kant) spatial and temporal features of reality provide us with

something like the presupposed background against which we conceptualize objects. It would

be natural, then, to think of these as the basic ingredients determining default quantifier

domains, and this will be our presumption throughout. Our starting question, then, isWhy does

there appear to be a default restriction to (what we conceive of as) the present location and

time?5

2. Explanations for Default Domain Restriction Possibilities?

We now have two questions to answer: Why does there appear to be a default restriction to

(what we conceive of as) the present location and time? And, how can we account for the fact

that non-default restriction possibilities are available given altered discourse environments? We

start with the first question. In this section, we consider three possible accounts and argue that

each fails to provide an explanation for why certain domain restriction possibilities are defaults.

We want to be clear that this does not imply that any of these accounts fails to explain other

phenomena. In fact, we take it that none of them are aimed at answering our first question. And,

as it turns out, each leaves it open.

5 Could there be more dimensions of bias besides space and time that are important to determining
domain restriction defaults? Perhaps. For example, we take it that there might be an ontological default
about what counts as an object when considering constructions like “Everything is dirty”. Is the left side of
a chair or one of its legs a thing that is quantified over? It seems unlikely to us they are and we suggest
that a cognitive story, on which this relates to cognitive heuristics that drive how we conceptualize or think
of kinds of things, will be relevant.

4 It could be objected that (3’’) is lexically mandated in a way that (3’’’) is not, by the use of the
present-tense. But this is not so: if you ask someone to describe what the room will look like tomorrow, for
instance, they can say things like (3) fairly unproblematically in response. It is also worth noting that in
languages like Chinese, where there is no tense marking at all, such lexical mandates will not in general
be possible. It might also be objected that while there is no lexical mandate here, there is a simple
pragmatic inference from an unqualified use of ‘is’ to a present-tense context. But this is exactly our point:
from where does this present-tense bias originate?
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2.1 A Rational Pragmatic Explanation?

As a first pass, one might think that the asymmetry between implicit restrictions based on

location or the time of utterance versus restrictions based on history, color, size, or other

properties can be explained by general pragmatic rules. For instance, one might suggest that

the difference could be the result of adherence to the Maxim of Quantity, Relevance, or the

Cooperative Principle (Grice 1975). Or that it could be explained using the tools of Rational

Speech Act theory which posits that speakers and hearers engage in recursive reasoning

relying on prior probabilities and reasoning about the likelihood of successful communication

given considerations of informativity and cost (Frank & Goodman 2012; Degen 2023). We are

by no means presenting an alternative to Gricean theories of communication in general. What

we say is compatible with the idea that the Cooperative Principle explains much about

pragmatic reasoning. Nevertheless, we argue that these accounts do not answer the question at

hand, and therefore require supplementation.6

To see why, consider again the intuition that when (3) is uttered by a speaker in a room with an

addressee, ‘every book’ is taken by default to quantify over all the books in the room, rather

than, say, all the green books or all the funny books in the room. One might naturally try to

explain this in terms of (a mutual presupposition of) the fact that the speaker is being

cooperative and adhering to something like the maxim of Quantity: the principle that says that

one should make one’s contribution to a conversation as informative as needed for the purposes

of conversation–neither offering too much nor too little. Quantity explains why,

(6) I lost $100 last night.

typically conveys that the speaker lost exactly $100, even though it is strictly speaking

compatible with the speaker having lost significantly more.7 One way of understanding this is in

terms of a question under discussion (QUD) which reflects the immediate discourse goals of the

interlocutors (Roberts 1996/2012). If the QUD is How much money did the speaker lose last

7 There is an interesting open question whether this is the same explanation as the one needed for cases
of ‘loose talk’ in which (6) might be used to convey that the speaker lost roughly $100; see Hoek 2018.

6 Others have attempted to explain pragmatic inference in terms of psychological, rather than rational,
mechanisms of relevance (Sperber & WIlson 1986, Lepore & Stone 2014). Though our own account is
broadly sympathetic to this approach, as it stands these views require supplementation just as the the
‘rationalist’ accounts we discuss here do.
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night?, then a speaker only conforms to Quantity insofar as they provide information that fully

satisfies that question.

Connecting this to (3) the idea would be something like: talking about all the objects in the room

is strictly speaking more informative than talking about all and only the green objects in the

room. But we do not always try to say what is most informative, but instead, as Quantity states,

cooperation involves finding the right balance of informativity. The level of informativity one

ought to meet is determined by what is needed for the purpose at hand. So, we need to know

what the conversational goal or purpose is, in order for Quantity to be applied.

One could supplement this explanation with appeal to another, even more powerful Gricean

maxim — that of Relevance — in an attempt to flesh out a general pragmatic explanation: Make

your contribution relevant to the purposes of the conversation.8 Applied to objectual domains,

this would require that one talk about the objects that are (most) relevant. So, if we are talking

about things in the room, the relevant books are those in this room. If our conversation is about

green objects, then, by the same maxims and the cooperative principle, one should talk about

the green objects as these are the objects that are most relevant.

But even if this is correct it is no explanation of why certain domain restrictions are defaults.

Relevance might be able to tell us why one restriction rather than another is in effect, but we

want to know what makes something relevant by default. For instance, why is it that implicitly

restricting to objects in a room is so much easier or more often permissible or more natural than

restricting to green objects in a room or to beautiful objects? This is what we are seeking an

answer to when asking why it is that certain domain restrictions seem to be defaults. Relevance,

Quantity, and the Cooperative Principle do not answer this question.

To re-construe our question in terms of a Gricean pragmatic explanation, we are asking why it is

that conversations with an aim or purpose relating to how things are in the nearby environment

are defaulted to over other purposes of conversation. If the default purpose of conversation

were “how are things near us?” then the Cooperative Principle and Relevance and Quantity

could do their work in explaining why domains are implicitly restricted as they are. But the

Gricean framework does not require that this is the default purpose of conversation and so, in

8 Grice (1975) calls this ‘relation’ when introducing his maxims.
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and of itself, it does not offer an explanation of why certain domain restriction possibilities are

default. Thus it requires supplementation of some sort or other.

The same thing goes for other pragmatic frameworks like the Rational Speech Act framework

(RSA). RSA provides an account of how speakers and hearers use Bayesian inference to

recursively reason about what state of the world is likely to be like given that a speaker made

some utterance while reasoning about how a listener is likely to interpret that utterance. A

simple RSA model might assume a uniform prior probability distribution on which objects (or

restrictions) are all equally likely. But, RSA is compatible with it being the case that our prior

probabilities supply a higher likelihood to restrictions being made by, say, location than by

history, how funny something is, or its color. For instance, Frank & Goodman (2012) and Qing &

Franke (2015) consider priors related to perceptual salience (how attention-grabbing something

is in one’s environment). Consider a simple conversational setup in which a speaker and a

hearer are engaged in using signals to refer to some object in the array shown in Fig. 3.

Figure 3. From Frank & Goodman (2012)

In the conversational reference game a speaker can only use a single word “green”, “blue”,

“circle”, or “square” as a signal and the listener is tasked with determining which object they

meant to signal. In one study, participants played the role of a listener. A speaker issued an

utterance in what they were told was a foreign language. The listener then had to choose which

object to select as the referent, given the utterance. Speaker choice in this condition was used

to determine perceptual salience. They found that participants took the object with a unique

color to be most salient (i.e., the green square in Fig. 3), followed by the object with a unique

shape (blue circle), and finally followed by the object without a unique color or shape (blue

square), which was taken to be the least salient (Qing & Franke 2015). These salience priors

could be added to in an RSA model predicting speaker utterances and hearer interpretations.

Could a similar explanation be given for default domain restrictions? That is, could the answer

be that certain restrictions (current time and place) rather than others (beautiful, red) are
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available by default is to be explained in terms of higher prior probabilities where this is to be

accounted for in terms of perceptual salience? It is worth noting, first, an important difference in

the sorts of reference games just considered and cases of domain restriction. In modeling

interpretations about reference, a domain of objects is taken as a given. The objects that are

there to quantify over are stipulated like in the simple diagram in Fig 3. In contrast, what the

domain of objects is is what is at issue when considering domain restriction and RSA models

have not been used to account for this. Nevertheless, an account in terms of prior probabilities

of various restrictions might still seem promising.

As we’ll argue below, we think that perceptual salience (as well as perceptual availability and

salience related to manipulability) are important features to explain why certain domain

restrictions are defaults. However, we do not take this to be explained by RSA theory. To see

why, consider again how salience is incorporated into an RSA model. Qing and Franke (2015)

used an empirical test they took to reveal perceptual salience and added this to RSA models in

terms of modified priors (i.e., priors related to perceptual salience). The model does not explain

why perceptual salience should relate to increased prior probability. Further, recall that color did

not seem to be a default domain restriction. Without further conversational set-up, an utterance

of (1) to pick out the red book on the table in Fig. 2 was not felicitous. So more needs to be said

about how perceptual salience (in terms of color) relates to other factors that might affect

utterance interpretation.

It might be suggested that conversational participants determine a domain of objects in

precisely the way that they determine the referential content of demonstratives, names, etc.

That is, in addition to using pragmatic reasoning about speaker choice to determine which of a

domain of objects a speaker has referred to, we engage in precisely the same reasoning to

determine which domain of an (unspecified) set of domains they take to characterize the

conversation to begin with. But even if domains are ‘selections’ in a sense relevantly similar to

reference, we are left with no explanation of the psychological features that explain why

someone selects one domain for discussion rather than another.

Even if an RSA model could assign prior probabilities to restrictions so that default domain

restrictions are more probable than non-default restrictions, this does not explain why we default

to those restrictions rather than others. More needs to be said.
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2.2 A Discourse Structure Explanation?

Perhaps a related account with richer resources connected to discourse structure can provide

an explanation. Here’s a first pass at how this might go. One might hold that there is a default

conversational goal and then take it that that goal along with features about rational cooperative

conversation explain why there is a default to figure out how things are “nearby” (e.g., in this

room, in this city) before moving further afield (e.g., how things are with blue things or beautiful

paintings).

In considering this view, we first ought to ask whether there there is a default conversational

goal. Grice, Stalnaker, and others rely on the assumption (although sometimes making it clear

that it is an idealization) and take the goal to be figuring out the way the world is via the

exchange of information. For instance, Grice states:

The conversational maxims … are specially connected (I hope) with the particular

purposes that talk (and so, talk exchange) is adapted to serve and is primarily employed

to serve. I have stated my maxims as if this purpose were a maximally effective

exchange of information; this specification is, of course, too narrow, and the scheme

needs to be generalized to allow for such general purposes as influencing or directing

the actions of others. (Grice 1975: 28)

Stalnaker states that “The point of a discourse - at least one central kind of discourse - is the

exchange of information” (Stalnaker 1998: 280). Put slightly differently he says “To engage in

conversation is, essentially, to distinguish among alternative possible ways that things may be.

The purpose of expressing propositions is to make such distinctions” (Stalnaker 1978: 85).

Finally, Roberts develops her theory of discourse structure relying on the idea that the primary

goal is to answer what she calls “the Big Question” which is “What is the way things are?”

(1996/2012, 6).

While we, following many others, take focusing on information exchange as the aim of

conversation to be too narrow and idealized, we’ll suppose for a moment that conversation in

general is aimed at this.9 Given this assumption, can a discourse structure account answer the

9As noted above, some of these theorists explicitly note this, for instance, as seen in the quote from Grice.
Directives, like requests and commands, make it clear that this is too narrow. One of the things we might
be figuring out, for instance, is what to do, rather than how things are. This was a central contention of
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question as to why, say, locational restrictions are preferred to historical, aesthetic, or color

restrictions? We will argue that it does not. To anticipate our argument, the general point is that

it will be relevant to a goal of figuring out what the world is like to address how things are with

things in the room and how things are with blue things in the room and so on. Each of these will

provide information narrowing down the way the world is. So a theory that relies on relevance to

a conversational goal–in the sense of providing a partial answer or strategy for answering–will

not be able to account for the differences in restriction possibilities we outlined above.

To build up this response, let’s consider Roberts’ view of discourse structured through questions

under discussion in more detail. Roberts takes it that discourse involves goals that are carried

out via conversational moves that are components of broader strategies. As we saw above, she

takes the main goal of conversation to be to answer the question “What is the way things are?”

(1996/2012, 6). As with achieving any ambitious goals, a natural strategy will be to meet less

demanding goals along the way. Roberts spells this out in terms of answering subquestions

which are logically related to the Big Question. The answers to subquestions are partial answers

to superquestions. They narrow down the range of possible answers to the Big Question and so

answering them helps to achieve our main conversational goal.

Let’s look at an example. To answer the Big Question one needs to answer the question “What

is the way things are in California?” and more specific subquestions like “What is the way things

are in Los Angeles coffeeshops?”, even more specifically, “What is the way things are at Civil

Coffee on Figueroa today?”, and more specifically still, “What is the way things are with blue

coffee mugs at Civil Coffee on Figueroa today?”.

Now, let’s consider whether this picture can explain the difference in availability of default and

non-default restriction possibilities we began with. That is, can it explain why some restriction

possibilities have a default status? To partially answer the question about Civil Coffee, one might

utter:

(7) The front door is locked.

Austin (1962) and Wittgenstein (1953) and has been a prominent line of criticism of philosophers of
language working in social and feminist traditions (see, e.g., Langton 1993, Kukla 2014; McGowan 2019,
Keiser 2022).
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While there is not one unique front door in the universe, given the question under discussion (7)

is plausibly interpreted as equivalent to something like (8).

(8) The front door of Civil Coffee on Figueroa is locked.

Here the implicit restriction is to the location information is being queried about and so a

restriction to the only front door at that location is available. Suppose that the tables at Civil are

mostly square, but there is one round and one rectangular table. Part of answering the question

“What is the way things are at Civil Coffee today?” involves answering how things are with the

round things at Civil. Since there is just one round table, in order to give a partial answer to this

question we need to know how things are with that table. So, a conversationalist utters:

(9) The table is wobbly and has three laptops on it.

Yet, (9) is not going to be easily interpreted as expressing something equivalent to (9’).

(9’) The round table at Civil Coffee on Figueroa is wobbly and has three laptops on it.

This is the case even though answering how things are with round things at Civil (or round

tables at Civil) does provide a partial answer to how things are at Civil (and, more generally, how

things are in the world). The structure of conversation and the entailments between answers to

subquestions and superquestions like “What are the way things are?” fails to provide the

resources to explain why it is that certain restrictions are available as defaults.

In the context of a discourse structure based account, we can understand the issue of default

restriction possibilities as about constraints on the kinds of questions and subquestions we are

liable to treat as by default operative in conversation. The Big Question–“What is the way things

are?”–might be a default question guiding conversation, but it is too big for much inquiry to get

going without subquestions. So, as Roberts puts it, “A reasonable strategy will involve a plan to”

answer it “by developing subgoals which are easier to achieve and are logically related to each

other in such a way as to facilitate achieving the main goal” (Roberts 1996/2012, 6). Our guiding

cases seem to show that some such questions are more likely to find their way to the top of the

question ‘stack’ than others. So, in the context of a QUD framework, we can understand our

initial question as a question about why we default to certain joint subgoals. That is, why do we
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default to the joint subgoal of figuring out what’s going on with the books in this room, rather

than with cookbooks or the green books in this room or …. Discourse structure alone does not

answer this question.

2.3 An Intentionalist Explanation?

Let’s look at one last explanation now in terms of a metasemantic account rather than an

account of rational communication guided by pragmatic principles or discourse structure. One

might argue that an account based on speaker intentions can explain why certain domain

restriction possibilities are defaults.10 To see how an intentionalist explanation might go, let’s

consider a version of a Gricean view of meaning. On a Gricean view (Grice 1957, 1969), a

(declarative) utterance u by a speaker S means p just in case S intended:

(i) for their addressee(s), A, to come to believe (or believe that S believes) that p,

(ii) for A to recognize S’s intention to get A to believe (or believe that S believes) that p,

and

(iii) that (ii) be part of A’s reason for coming to believe (or believe that S believes) that

p.11

Applied to domain restriction, the basic idea is that while a particular sentence type like our

original (1), repeated below, could be used to express various things, a particular utterance of it

by a speaker expresses a more restricted proposition given the speaker’s meaning intentions

(Buchanan 2014, Neale 2000).

(1) The book is on the table.

A speaker might utter (1) intending to express something about the book before them on one

occasion and a different utterance on a different occasion might express a different proposition

given different meaning intentions.

11 Many have developed other versions of intentionalist accounts of meaning to cover a broader range of
cases (e.g., Bach & Harnish 1978 extend intentionalism to speech acts other than assertion, see also
Harris 2014, 2020) and to solve problem cases for Grice’s own intentionalist view (Schiffer 1972, Recanati
1989, Buchanan 2018, Stalnaker 2014). Intentionalism about meaning is also appealed to by many in
formal pragmatics, e.g., Stalnaker, Roberts, whose theories provide constraints on the sorts of rational
intentions a speaking agent may have. It does not really matter, for our purposes, how exactly the
intentionalist program gets spelled out: what we’re interested in are the default interpretations that seem
to pervade human communication.

10 As a variant, one could argue that it is audience expectations about speaker intentions that determine
meaning or what is said (see Austin 1962, Kukla & Lance 2009). This variant would not change the
upshot of the arguments we make in this section, so we won’t consider it further here.
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This account has the resources to explain how it is that domains are restricted–they’re restricted

via speaker intentions–but we can appeal back to exactly the same criticism we gave of the

accounts that appeal to norms governing discourse: it does not explain why certain domain

restriction possibilities are defaults. On an intentionalist account it is speaker intentions (of a

particular sort) that determine meaning. An intentionalist could state that speakers more often

than not intend to express propositions about things in their proximal environment. We are open

to this being part of the story, but it does not explain why it is that certain domain restriction

possibilities are defaults. Rather, it attempts to answer our question by pushing it back a level

and holding that speaker intentions tend to, as a default, be about things in the proximal

environment. But, why is that? Our question could then be asked again, now framed in terms of

why speakers default to certain sorts of meaning intentions (e.g., about the local environment)

but not others (about, e.g., subkinds, historical features, or colors of objects in their

environment).

In the next section, we offer an answer that turns on the ways cognitive constraints and

heuristics interact with our planning capacities. In so doing, we provide an explanation that does

not beg the question against default domain restriction possibilities, by assuming that there are

default purposes of conversation, subquestions, or meaning intentions. This is not to say that

we reject any of these accounts. Rather, we take it that any one of them must be supplemented

with a cognitive account like the one we offer here in order to more fully explain the way domain

restriction functions in communication.

3. Joint Plans and Cognitive Heuristics

3.1 Joint Plans

We have argued that several major frameworks in and of themselves, do not provide an

explanation for why some domain restrictions are available as defaults. In this section we first

consider the role of representation in joint planning, particularly as it relates to domain

restriction. Our aim in doing so is to sketch a view that we take to capture many of the shared

insights in the three types of views just considered while remaining as neutral as possible. Like

these views, the joint planning view we offer cannot explain why there are certain default

restriction possibilities. We then go on to argue that an explanation for why we default to certain
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domain restriction possibilities and not others can be given in terms of cognitive features we

deploy in navigating and influencing our (social) environments and engaging in joint activities.

We follow other theorists, including those discussed above, in holding that in conversations we

(at least very often) have shared aims, goals, or purposes (see also, Gauker 1997, 2003).

These can be represented by conversationalists and involve a form of joint action and joint

planning to meet them. How the account is spelled out in more detail, depends on two choice

points. First, it depends on the view of collective intentionality one adopts (e.g., Bratman 1992,

2014; Searle, 2010; Gilbert 1989, 2006). Second, the details of the view will vary based on

what pragmatic and metasemantic accounts one adopts. For instance, joint plans and actions

might relate to following the cooperative principle, to structured inquiry in discourse, to speaker

intentions and constraints on intentions, to some combination of these, or additional factors. Our

aim is not to settle these questions or argue that one account is best. Rather, our goal is to

provide a minimal starting point relating to joint planning, attention, and relevance so that we

have a foundation on which to consider the cognitive heuristics we take to provide the crux of

the explanation for why there are default domain restriction possibilities. Thus our account is

amenable to each of the frameworks discussed in the previous section.

Applied to domain restrictions, we take the following initial characterization of how

representation relates to joint planning to be promising: the domain of quantification tracks the

objects that are relevant to our joint purpose. One way of understanding this is in terms of the

interlocutors' current joint domain goal or goals (see Gauker 2003; Roberts 2012: Afterword).

For instance, take as a case the situation in which Leto says to Duncan,

(10) Everyone is here.

And assume further that in this case Leto’s intended message is extensionally equivalent to

something like,

(10’) Leto, Duncan, Amir, Jessica, and Yueh are here.

When Leto utters (10), it conveys something extensionally equivalent to (10’) because the

individuals mentioned in (10’) are all the people that are relevant to a joint purpose. This may be
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because – for instance – Leto and Duncan are discussing potential co-conspirators, and the

question,

(11) Who is a potential co-conspirator?

has the individuals mentioned in (10’) as its extension (Roberts, 1996/2012, 2012; Kratzer 2023;

Schwarz 2019).

Relevance is an intentional notion in at least the following sense: to say that some object or

individual a is relevant to some task is not to say that a would be (e.g.,) good or useful to that

task. Rather, it is to say that a is in the extension of objects determined by a question or

planning state.

Of course, something’s being ‘out of sight and out of mind’ does not mean that it is not relevant:

if Lucy is guest lecturing for Laurenz, and asks what his students are like, Laurenz might

respond by saying that they’re all well-prepared. This is meaningful to Lucy–and we imagine she

would form a representation that determines the relevant students (the ones in Laurenz’s class,

specified via that property, perhaps) despite her never having met any of Laurenz’s students.12

So we want to say that the domain of quantification is what is relevant to our joint purpose (or

aim, or goal), where this is broader than just those objects we see or are in other ways

acquainted with, but narrower than all of those objects it might be helpful or useful to know

about. The domain can be intensionally specified by one or more properties.

To hone in on the notion of what is relevant to joint planning a bit more, it will be useful to

distinguish it from a related notion of salience in the sense of being attention-grabbing (see also,

Gauker 2003, Ch. 4). There’s some reason to think that what is salient is separable from what is

12 We do want to emphasize that discourse participants are not infallible when it comes to the domain of
discourse. Imagine a simple scenario in which Lucy and Laurenz are cleaning up the living room, and
Lucy says to Laurenz,

(i) Every book is on the table.

Now imagine that there is a book under the couch that neither Lucy nor Laurenz can see and that neither
know about, but which is relevant to their goal of straightening up the room. This hardly seems to make a
difference to what gets conveyed by (i), but Lucy has said something false, and moreover she and
Laurenz would acknowledge this were they to learn of the mistake.
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relevant to joint planning. Further, there is reason to think that the latter rather than the former is

doing the work in domain restriction cases. First, note that attentional salience and

conversational relevance come apart in all sorts of cases. If a goat walks into the room (to

borrow one of Stalnaker’s (2014) examples) while we’re talking about something else, the goat

might grab our attention and we might take the goat to be something we have reason to attend

to, without thereby taking the goat to be relevant to our original conversational aim or purpose.13

In general, what we might think of as perceptual salience and relevance come apart.14 Things

like deixis appear to track salience: when the goat walks in, I can say,

(13) He looks angry.

to immediately and unproblematically refer to the goat.

In contrast, definite NPs are more responsive not to changes in perceptual salience, but instead

to changes in what is relevant to us given our (conversational) goals. Consider a case to draw

out the salience/relevance distinction. We’re visiting a museum with plans to see a particular

painting. It’s not the most famous painting in the museum, and in fact when we arrive at the

gallery we see that there is a different painting surrounded by a crowd with a spotlight shining on

it. That painting is most salient in important perceptual and social ways. An utterance of (14),

involving a deictic use of a demonstrative, plausibly picks out the spotlighted painting.

(14) That one is overrated.

Here, the complex demonstrative will naturally pick out the most salient and attended to

painting, even though it is not that which is most relevant given our plan in visiting the museum

to see a lesser known painting. However, we can use “the painting” in (15a and b) to pick out

the painting that is relevant to our plan, even though it is not, in some general sense, the most

salient object in this class.

14 Roberts (2022) makes a similar point in relation to reference determination. Some notions of salience
are closer to what we take to be relevance. We won’t quibble with terminology here, but think there are
clear ways that perceptual salience and relevance to a conversation can come apart.

13 We take care here to draw a distinction between what is relevant simpliciter and what participants in a
discourse represent as or take to be relevant. Relevance is determined by the question under discussion
or conversational subject matter, and there are various ways in which we might fail to represent or attend
to (or misattribute attention) whatever satisfies this criteria.
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(15)

(a) Wow, the painting is even more amazing in person.

(b) Do you know where the painting is?

These cases show ways perceptual salience and relevance can diverge.15 Given our discussion,

we suggest that people take restrictions on domains of objects to be available when they restrict

to the those things relevant to joint planning and joint goals.

This view alone, like related Gricean, RSA, and QUD frameworks, cannot answer the question

why certain domain restrictions are defaults. History, color, location, aesthetics, or any other

feature might be relevant to joint plans or goals. In order to answer our main question, we now

turn to supplementing this account by considering cognitive heuristics and connections between

linguistic, social, and spatial cognition.

3.2 Cognitive Heuristics

Our dispositions towards our environment — even our representational dispositions — derive

from the demands made on us as agents by unpredictable environmental factors like

unpredictable prey, as well as combative and cooperative conspecifics (see Tomasello 2022 for

an accessible overview). The idea that what and how we’re disposed to represent is in some

way guided by general psychological features and principles is not new. It has been extensively

discussed when it comes to how we represent things like properties of categories of objects and

agents (e.g., in terms of prototypicality effects, Rosch 1975), communicative signals (Sperber &

Wilson 1986), and even more abstract things like probability (Tversky & Kahneman 1974;

Kahneman & Tversky 1979) and cost-benefit analyses (Angner 2020). In many domains, these

can lead to situations where there is a tension between what feels natural and normal, on the

15 There are additional complications related to competition between resolutions of definite NPs. For
instance, while we take it (15a) can be used to pick out the painting we plan to see, it also requires having
already seen the painting, given the predicate. Suppose instead that we are looking at the popular
overrated painting. One of us then says:

(i) Ok, I’m ready. Let’s go see the painting!
While we take it that the definite NP in (i) could be interpreted as being about the painting we have a plan
to see, this interpretation is a bit less natural, given competition with the presently salient resolution of the
NP. In contrast, if upon arrival at the museum one of us utters (i), the definite NP would be easily resolved
as picking out the painting we have plans to see. Our claim is that there is a contrast between
demonstratives and definite NPs and that these are resolved more in terms of salience and relevance,
respectively. We do not, however, take that to be a complete story. Thanks to [OMITTED] for helpful
comments and suggestions along this line.
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one hand, and what is epistemically rational (e.g., given base rates or that category membership

in categories like ODD NUMBER or BIRD is discrete) on the other.16

Now we want to ask what cognitive features govern how we represent and communicate about

objects. We argue that which implicit domain restrictions are defaults can be explained in terms

of features that shape how we navigate and influence our (social) environments and engage in

(joint) actions. Humans are creatures that aim to understand and explain in order to facilitate

prediction, manipulation, and control of our social and natural environment (Lombrozo & Carey

2006; Strevens, 2007; Woodward 2003). We engage in many of these projects together–from

understanding the nature of fluid dynamics or the human mind, to building bridges, raising

children and making meals. Communication is at its heart a joint endeavor, one which we take

to be in the service of the more general projects creatures like us have, namely, understanding,

predicting, and manipulating.

We propose three cognitive heuristics which relate to general ways we represent and

categorize. Each fits into a view on which humans are understood as creatures seeking to carry

out these broad aims relating to prediction, manipulation, and control in communicative, and

therefore joint, interactions. In each instance, we’ll explain the feature and why it is plausible,

provide some empirical data supporting it, and then apply it to domain restriction. We propose

that these features determine default domain restriction possibilities. We then provide further

justification for these features by considering an additional cognitive feature–objectivity–and

suggest further support for locational restrictions due to connections between language and

spatial cognition.

The Perceptual Availability Heuristic

Earlier in this section we drew a distinction between something’s being perceptually salient and

something’s being relevant. Just because some object o is available for reference in the sense

of being something we could attend to doesn’t mean it’s relevant to a task or goal. But

16 What feels natural and normal may nevertheless come under descriptions like ‘resource rational’ and
‘ecologically rational’. Often we engage in reasoning – guided by heuristical reasoning tools – that allows
us to approximate the behavior of a Bayes-rational agent; sometimes even resulting in behavior that is
more accurate to Bayesian reasoning than reasoning we could have produced if we tried (Gigerenzer &
Gaissmaier 2011). We are happy to accept that the heuristics we sketch enable us to engage in
conversations in a way that does, indeed, maximally exploit our environment, or allow us to approximate
the behavior of Bayes-rational agents. This is a separate claim, however, from that of RSA models on
which speakers and hearers are claimed to genuinely engage in Bayesian inference.
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perceptual salience and relevance are not unrelated. Let’s start, though, with a notion that is

broader than salience–perceptual availability. Some things are perceptually available to a

speaker S just in case they can be perceived in the environment in which S finds themself with

minimal distortions of their body (e.g., turning one’s head, but not walking 50 feet).

For instance, let’s say you’re in a room with a bunch of green books visible on some

bookshelves. However, you know (and in fact it is common knowledge) that there are numerous

books in the room that are hidden from view. Utterances like (16) and (17) nevertheless strike

us as felicitous, or at the very least as understandable: they are utterances about the books that

are available to attend to without manipulating other things in the environment by, e.g., opening

closet doors or drawing back curtains.

(16) They’re all green.

(17) Every book is green.

This isn’t surprising. For one thing, objects on which we can cast our attention are often

relevant, especially in tasks involving a lot of open-ended exploration and manipulation of the

physical environment.

Objects that are in the current location at the time of conversation are the only objects that are

potentially perceptually available, without special tools like cameras. Given our physical

perceptual capabilities, meeting these conditions–being in the here and now–must be met in

order to be perceptually available. The perceptual availability heuristic provides the first building

block for a cognitive account of default implicit domain restriction possibilities.

Two Salience Heuristics

Going further, on our account other properties come into play to filter the perceptually available

objects, thereby providing a (potentially) smaller domain of objects. The key feature is salience.

Some objects that are available to attend to will stand out from the rest–these objects are very

often natural ones to restrict a domain to.17 If you’re faced with a task in an environment, it is

17 This isn’t always true, of course; consider this example from Roberts (2010: 25):
“[Context: You and I are sitting in a café discussing how to understand Sperber & Wilson’s (1985)
definition of Relevance, and I say:]

(i) I see it now!
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natural to default to solutions to that task that involve attention-grabbing objects. This relates to

the first of the salience heuristics–the perceptual salience heuristic. Salience is manifest in a

different way in a second salience heuristic–the manipulability heuristic. To say that an object is

manipulable is to say something about its perceived availability for control (i.e., I can control a

hammer), manipulation (i.e., I can move a chair around), and interaction (i.e., I can press the

buttons on an interface). Manipulability is a way of being salient. More manipulable objects are

more salient.

Many properties related to being perceptually attention-grabbing and manipulable relate to

locational features. For instance objects that are nearer to the speaker rather than those that

are available to attend to, but are in the distance, are more salient in both ways and make for

plausible default domain restrictions. This will particularly be the case when conversations occur

in more open environments with less discrete boundaries. For instance, consider the difference

between uttering (18) in an enclosed room versus in a large open meadow.

(18) Every plant is blooming.

Uttered in a room, plants very near to the speaker and plants across the room are both plausibly

within the default restriction. If some plants near the door are not blooming but those within

arms reach of the speaker are blooming, we take it (18) will still not be taken to be acceptable.

However, if some plants visible through a window are not blooming, these do not seem to affect

the acceptability of (18). Why is this? We take it the answer relies on our representations of

places and how places constrain what we can see and do. Rooms have discrete boundaries. In

the standard case these are opaque, fixed, and limit actors movements. They affect what is

perceptually and physically available for us to perceive and interact with. This relates to

perceptual availability at a time, but it also lends support to salience heuristics as filters on what

objects are available to quantify over. Perceptually available objects that are not within the

boundaries of the room are less perceptually salient–they are further away and perhaps less

attention grabbing. They are also less manipulable. Both salience heuristics filter the domain of

perceptually available objects, thereby further restricting the default domain.

[Even though I’m holding a coffee mug by the handle right under your nose and shaking it for emphasis,
you don’t take it to refer to the concrete mug.]”
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Contrast this case with an utterance of (18) made in an open meadow. If all the plants within the

parts of the meadow near the conversationalists are blooming but some at its edges are not, we

take it (18) is likely to be acceptable. Perceptual and manipulable salience, as well as the ways

locations are represented as being bounded within spatial cognition, a topic we consider further

later in this section, filter the perceptually available objects.

Other properties are relevant to salience too. These might relate to properties of the objects

including their color or size. The sorts of things that grab our attention are likely to be the sorts

of things that we’ve adapted to attend to, because they have historically been relevant (Gibson

1977). Certain shapes and colors – for instance the shape of a snake, or the color red –

plausibly stand out because noticing these sorts of things has historically been indispensable to

our survival. And an object having a unique feature (like in the example involving Fig. 3 above)

can also make it more perceptually salient.

This has a profound social component as well. For one thing, when we attend to something, we

often assume that others attend to that thing as well. This tendency results in things like

egocentric biases and the spotlight effect, but it is also an indispensable tool in communication.

For instance, assuming that some thing(s) are mutually salient is part of what explains how we

communicate with deictic referring expressions (Clarke et al. 2013; Rubio-Fernandez 2019).

This isn’t just a one-sided attentional bias either, research finds that speakers’ production of

referential expressions involves considering their audience’s sequential visual search patterns

and can, therefore, include additional adjectives for highly salient features, like color

(Jara-Ettinger & Rubio-Fernandez 2022). For instance, speakers might use “the blue square” to

refer to the only square in an array of red circles and triangles. We also instinctively use certain

bodily cues, like gaze direction, to figure out which objects others’ are attending to in order to

determine reference (Baron-Cohen et al 1995; Hanna & Brennan 2007; Garoufi et al. 2016).

Empirical work on language and perceptual availability and salience has focused on the

resolution of referential terms, but we take it that these are also cognitive heuristics used to

implicitly restrict the domain. That is to say, we use evidence of other people’s attentional states

and what we assume is shared and mutually salient to establish a domain of discourse given

our aims to predict, understand, and manipulate together. Most linguists and philosophers of

language do not take ‘every book’ to be referential and we do not intend to argue that it is here,
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rather our point is that what everyone agrees is important for establishing reference is also

important for establishing a domain of (possible) referents.

So far we’ve focused more on perceptual salience than manipulability. Considering how we

naturally interpret certain instances of domain restriction provides further intuitive evidence for

the manipulability heuristic as a salience heuristic. Imagine a group of people staying in a

secluded country house. They walk out into the backyard on a cold winter night after a snowfall

and someone says,

(19) Everything’s covered in snow!

and it is: all the lawn furniture, the potted plants, and the garden gnomes. But not the clouds and

not the moon. Maybe not the trees visible in the near distance. Do these facts make (19) false?

Maybe for the pedant. But there’s an intuitive reading on which it expresses something

acceptable and potentially true.

We think manipulability imposes further restrictions on perceptual availability, again through

limiting the perceptually available objects via features related to salience. In fact, in cases where

we seem to be depending on perceptual availability to construct a domain, we tend to default to

those visually available objects that would be manipulable, or would be interactive, were we to

close in on them and be near them. As with perceptual availability, manipulable objects have a

kind of prima facie relevance to certain tasks. In very simple, situated tasks (like chasing

something) questions about what we can change in our environment are important.

Notice that given our physical limitations, an object being located nearby is required for being

manipulable (again setting aside special technology or tools like drones). Being present is also

required given that we cannot manipulate objects in the past or future.

Claims about the relevance of manipulability are connected to claims made in ‘ecological’ and

4E approaches to psychology and cognition (Hurley 1998, O’Regan & Noe 2001). But we don’t

need to go even as far as saying that agents ‘perceive’ affordances (i.e., are confronted with

perceptions that ‘instruct’ them how to interact with their environments). There is some evidence

that what we’re in a position to notice or attend to within our environments can be affected by
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our ability to interact with those environments.18 For example, more easily controlled tools are

understood and judged as nearer (Wakslak & Kim 2015). We think that these changes may also

correspond to changes in what objects we take to be potentially relevant to our shared goals.

For instance, suppose we enter a room with our bare hands and one of us says,

(20) We’re going to destroy everything.

Intuitively, what has been communicated is something about smaller objects and maybe some

objects of furniture — things that can be destroyed with one’s bare hands. But now imagine that

we enter the same room armed with humongous sledgehammers, and one of us utters (20). It

seems that what has been communicated has changed. The sheetrock walls now seem to be

included in the domain of everything even though they were not before. Given the general aims

of predicting, understanding, and manipulating, what is represented as potentially manipulable,

is a psychologically natural heuristic affecting implicit domain restriction possibilities.

The perceptual availability and salience heuristics facilitate coordination to meet the very broad

aims we take humans to have and which communication as a joint action facilitates. Without

further information about conversationalists’ specific beliefs or shared idiosyncratic discourse

goals, the information we go into a communicative exchange with is quite limited; we can

assume very broadly that we are aiming to do something related to understanding or changing

the world. Given this dearth of information, shared aims will be best met by coordinating on

objects that are perceptually available, perceptually salient, and that are taken to potentially be

within our control. We argue that these cognitive features determine default domain restriction

possibilities and explain why locational and temporal features, like presently being in the room

one is in, are apt for implicit domain restriction. Let’s spell this out a bit more concretely.

Objects in one’s current spatial and temporal location are those that are likely to be perceptually

available. The property of being nearby makes an object more likely to be perceptually salient

than having been made in Prague, being brown, or being constructed out of concrete. That is

not to say some of these other properties could not increase salience (many colors do, of

course), but being in one’s spatio-temporal vicinity is one property that scores highly as making

an object both available and salient. Being in the vicinity of the conversationalists is, in ordinary

18 This is much weaker than the (very) controversial claim that perception can be influenced by top-down
effects like cognition and ability (Firestone & Scholl 2015).
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scenarios, also a requirement for being manipulable. Other features can affect manipulability

(size, weight), but if an object is not nearby (without access to technological innovations

developed only in our very recent history) it simply will not be manipulable.

Perceptual availability and salience in both perceptual and manipulability forms individually and

collectively support that locational and temporal features related to being present in the location

of the conversation are default domain restriction possibilities. This is so not just because they

are, say, locational features, but because they score highly on each of these cognitive features.

For availability it is only present nearby objects that score highly at all. For salience properties,

availability is required, so these features too require the present and nearby restrictions that

availability yielded.

To provide further support for the account on which these heuristics provide default domain

restrictions, we next consider two further cognitive supplements.19

Adding Support: Objectivity and Spatial Cognition

When it comes to cooperating with others, we tend to sort the world into categories that can be

understood as (relatively) objective and not (very) perspectival or subjective. The sort of

objectivity we are focused on here is objective in a psychological sense; it is about what people

take to be objective. A person might take features related to location and material constitution

as well as social features like race, gender, and nationality to be objective. Other features, like

tastiness, beauty, and apparent size are taken to be less objective. One marker of this is the fact

that disagreement over whether such properties are instantiated is typically considered to be

faultless (Kölbel 2004; Scontras et al. 2017). In faultless disagreement tasks, people are asked

whether a speaker, A, who says p and a speaker, B, who says not-p could both be right.

Stronger judgments that both could be right are interpreted as judgments that the disagreement

is faultless and that the feature (e.g., beauty) is presumed to be subjective rather than objective.

19 We do not want to rule out the possibility of additional heuristics, and certainly there are others that are
conceptually available. The heuristics we propose are tailored to the ‘design’ of human cognitive /
perceptual systems. But consider a perceptual system more like a dog’s, which relies on an olfactory
system that is able to hone in on objects that were previously in a location. Perhaps an advanced
communicative system that relies on this kind of perceptual organization would deploy different sorts of
heuristics that pick out entirely different regions of spacetime as defaults than those we have argued ours
do.
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Objectivity obviously matters for interpersonal agency. By focusing on more objective features,

coordination and successful joint planning and action is easier. This isn’t to say that we don’t

care about coordination on ‘subjective’ standards, but merely that without information about

more specific goals, it is natural to rely on more objective standards.

Evidence for the value of objectivity in communication comes from work on adjective ordering

and reference resolution. Scontras et al. (2017) find that there is a strong bias towards adjective

ordering that places more objective adjectives (e.g., ‘blue’, ‘wooden’) closer to the modified

noun than more subjective ones (e.g., ‘beautiful’, ‘big’).20 To most people, “the big blue box” or

“the beautiful wooden table” sounds more natural than “the blue big box” or “the wooden

beautiful table”. The same pattern is cross-linguistically attested across a wide range of

unrelated languages (ibid.). The explanation for this that they propose? That “less subjective

content is more useful at communicating about the world” (2017: 64). Scontras et al. (2019)

followed up on this work arguing that reference resolution is more effective with less subjective

adjectives as they are better means to limit referential search (cf. Simonič 2018, Franke et al.

2019).

We take it that objectivity helps to explain why default domain restriction possibilities are

determined by cognitive heuristics related to what is perceptually available, perceptually salient,

and manipulable. Suppose the only information we have about our current state of interaction

involves a very basic understanding that our aims involve, in some way or another, predicting,

explaining, or affecting change. This is the sort of scenario we envisaged in offering our original

contrast case involving one or three books on a table. Objectivity captures the psychological

naturalness of defaulting to objective rather than subjective features when there are no more

specific goals or discourse aims already in place. More objective restrictions, like being in the

room we are now in, will serve as better implicit restrictions than restrictions like being beautiful

or being large. This is because more objective restrictions will be more likely to be shared

among conversational participants and to be taken to be shared among participants than ones

that rely on perspective, taste, or evaluative judgment. Joint endeavors to predict, explain, or

manipulate our environment together will be better facilitated by defaulting to features assumed

to be objective. Further, given that in many conversations only minimal assumptions about

shared knowledge can be made (i.e., about what one expects their interlocutor to also know or

20 Subjectivity was assessed via participant subjectivity ratings and on acceptability in faultless
disagreement tasks.
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believe) features related to location and presence are plausibly top amongst what is assumed to

be objective and shared.

While other features might be equally objective (e.g., the material something is made of or its

color), we take it locations of objects in space and time will be taken to be highly objective and

more likely to be shared. This is different than, say, that it is an objective matter that yuccas are

more cold hardy than the California lilac. While this is the case, and disagreement about it would

not be faultless (one or other person is wrong if they say opposite things), it is not plausible to

assume that this is shared knowledge or relevant to conversationalists goals without further

evidence. In contrast, even with minimal evidence it is reasonable to assume features related to

what is presently in the environment are shared and objective and relevant to conversational

goals. This makes these better default implicit restrictions, helping to explain why the cognitive

heuristics we offered above are those that determine default domain restrictions.

Finally, we want to close by considering ways linguistic and spatial cognition might further

support default domain restriction possibilities. There is evidence that language and

communication are deeply tied to spatial cognition. It has been argued that the syntax of human

language might have originally evolved for navigation (Bartlett & Kazakov 2005). Turning to

semantics, Levinson (2023: 6) notes that a fifth of most common English words are spatial.

Prepositions like “in” and “on” are clear cases of words that are (at least on one central use)

spatial. Other function words, like “and” might also be systematically connected to spatial

representations (e.g., Jackendoff 1983; O’Keefe 2003; Glenberg 2010; Langacker 2008; Guerra

et al. 2013).

There is also evidence that components of language processing and learning are implemented

in the hippocampus, the region of the brain activated when spatially orienting, navigating, and

gesturing to give directions (O’Keefe & Nadel 1978; O’Keefe 2003). The right hippocampus has

also been found to grow when people memorize routes, as in the famous London taxi driver

study (Maguire et al. 2000). Similarly, the left hippocampus has been found to increase in

volume when learning a new language (Mårtensson et al. 2012). While the hippocampus is also

implicated in memory, some hypothesize that it is central to episodic memory–including

memories of experiences–but perhaps not semantic memory–the ability to retain and recall

factual information (Vargha-Khadem et al. 1997; Tulving & Markowitch 1998). Others suggest

that the hippocampus is central to episodic memory retrieval as well as the retrieval of semantic
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memories particularly when those involve spatial information (Hoscheidt et al. 2010). Episodic

memory has been argued to be structured by spatial relations both in the ways memories are

recalled and in the ways memories are abstracted from in generalization (Aronowitz & Nadel

2023). So, there is some evidence to think the hippocampus–as it functions in navigation,

language learning, and memory–might be intimately connected to spatial cognition. Levinson

(2023) postulates that gesture could be the lynchpin connecting language and spatial cognition.

He argues for an evolutionary account on which early hominid communication relied primarily on

gesture and spatial organization implemented in the hippocampus. When communication shifted

to be vocalized, he hypothesizes, it retained implementation in the same brain region and a

spatial “underlying conceptual framework” (2023: 7).

While much more research is needed, given the potential syntactic, semantic, neural, and

evolutionary connections between language and communication, on the one hand, and spatial

cognition, on there other, there might be a defeasible linguistic bias to default to spatial and

locational features over others (e.g., color, material, or aesthetic properties).This explanation

differs from the explanation based on perceptual availability, perceptual salience, and

manipulability. We argued that each of these cognitive heuristics facilitate the human aims of

prediction, explanation, and manipulation and do so in communication as a part of joint planning

and collective goal-making. We then argued that as it turns out spatial and temporal

restrictions–the here and now–meet each feature to a significant degree, thus explaining why

they are default restriction possibilities. In contrast, a locational bias like that we’ve just been

considering is, we take it, less related to shared human aims or ways to facilitate joint planning

and cooperation and more connected to the language faculty as it has evolved in humans.

Nevertheless, the two sorts of cognitive explanations are compatible and, we take it, both are

promising and worthy of further exploration.21

21 It could be noted here that one variable that seems to play a role in determining what objects are
available for domain restriction is just whatever participants in a discourse represent as being ‘in their
environment’ or the ‘place’ that they occupy. These concepts are themselves in need of explanation, and
our view (on which cognitive heuristics drive the representation of objects as relevant for quantification)
basically treats them as an epiphenomenon. But an alternative approach (one that we do not have the
space to consider in detail) might treat something like a ‘place’ concept as the genuine driver of default
domain possibilities, and what we have labeled as ‘heuristics’ as explanatory posits in evolutionary
psychology.
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4. From Default to Non-Default Restrictions

We now turn to our second question: How can we account for the ways non-default restriction

possibilities become available? This question can be answered in different ways depending on

the more general framework of communication and metasemantics one adopts. For instance, an

intentionalist will appeal to speaker intentions given representations of an addressee’s mental

states. Our answer, which is most closely related to a discourse structure account, relies on

relevance to joint planning, aims, and goals. The explanation we give here is also quite minimal,

as this question has not been neglected in the way we take our first to have been. Nevertheless,

it will be useful for completeness to lay out how we see the second question being answered.

We take it that available non-default restrictions are those that are relevant to a joint

idiosyncratic purpose (as determined by intentional planning states). These more particular

purposes can come about in two ways. First, they can be introduced through explicit discourse

moves. Discourse moves like questions, assertions, and directives change conversational aims

or discourse structure thereby changing what restrictions are relevant.22 Second, a particular

purpose can be put in place prior to the initiation of a conversation. Let’s start by considering

several ways utterance force affects restriction possibilities.

Recall (5) repeated here.

(5) A: Where are all the blue things?

B: Well the shirts are near the register, and the book is on the table.

When introducing this example, we noted that raising the question about the location of blue

things allowed for “the book” to be restricted to (something like) “the blue book in the room”. It is

not just questions that can introduce non-default restriction possibilities. For instance, consider a

case of an assertion and a directive:

(21) A: The blue merchandise belongs in the display by the door.

B: I’ll go grab the book and the shirts.

22 Other discourse features within various discourse moves–like previous content, if-clauses, and
focus–can also restrict domains (see, e.g., Roberts 1995; Beaver & Clark 2008).
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(22) A: Bring the blue merchandise to the display by the door.

B: OK! I’ll go grab the book and the shirts.

B’s utterances in (21) and (22) can easily be interpreted as restricting “the book” and “the shirts”

to the blue book and the blue shirts, where those items might be located in another room or in a

warehouse across town. Discourse moves make non-default domain restrictions available by

introducing new more specific discourse goals.

Since our framework relies on relevance to joint aims, adopting particular aims, purposes, or

goals even without doing so via a discourse move can affect what domain restrictions are

available. It’s hard to imagine how this might happen within a conversation. But, depending on

how one individuates conversations, it is natural to think that some people might have a

particular aim prior to beginning a new conversation. For instance, suppose that Arman and Bea

are planning to visit a museum to see a recently acquired Cy Twombly painting. They agree to

meet in the room where the painting is being displayed along with a number of other paintings.

As Arman walks up to Bea he says:

(23) The painting is even bigger and more erratic than I had expected.

Even though there are many other paintings in the room and some others might be more

perceptually salient in ways we discussed earlier (e.g., spotlight, surrounded by a crowd), we

take it Bea will easily interpret Arman as using “the painting” to pick out the Twombly painting

they intended to see together.

The cases considered here provide ways in which a discourse move or a shared goal, aim, or

purpose can affect restriction possibilities in ways that go beyond defaults. We take it, however,

that these are still affected by and interact with the principles discussed in the last section.

Particular and more specific discourse aims still fall under the superordinate category of aims to

predict, understand, and manipulate the environment. Directives focus on manipulation and

planning ways to do so (Portner 2004, Kaufmann 2011). Assertions share information to

facilitate understanding (Stalnaker 2014). Questions guide inquiry by structuring ways to

understand or explain (Roberts 1996/2012). Speech acts like promising and marrying also

involve manipulating the social world (Austin 1962), as do uncooperative and oppressive forms
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of social control like those involved in ranking individuals and groups in hierarchies (Langton

1993).

When a more specific aim is adopted, conversationalists have more shared information to go on

when implicitly restricting the domain. This allows for the default domain restrictions delivered by

cognitive heuristics to be overridden.

For instance, if two parents have an aim to collect all the library books that their children have

checked out, they won’t rely just on what is perceptually available or salient. They may need to

look under couches, in the car, and in backpacks. In saying “I think we’re done! I put all the

books on the table” the speaker is not restricting via the cognitive defaults we considered

before, but rather by the shared aim the parents have.

Consider, as another example, objectivity. More objective features are easier to coordinate on

than less objective ones. This will be the case even for idiosyncratic goals. For instance, library

books checked out by one’s children is a more objective restriction than library books that I

enjoyed reading. But less objective features can still make their way into restrictions. For

instance, we might set ourselves the task of finding the biggest painting by each of the master

painters housed in the museum. “The Rembrandt is on the fourth floor” I say; “The Bruegel is in

the basement” you respond, “But I don’t think I’ve found the Bosch”. In each case what we

mean is ‘the biggest Rembrandt’,’ ‘the biggest Bruegel’, and ‘the biggest Bosch’.

One way to bring this into stark relief is by considering again the ordering effects that Scontras

et al. (2017, 2019) discuss that we considered above. They found that “the big blue box” was

much more common and sounded more natural than “the blue big box”. However, this too can

be overridden in certain discourse contexts. For instance, suppose that we are looking for all the

big boxes. I then say:

(24) The blue big box is in the kitchen and the red big box is still upstairs.

We take it in this context, (24) sounds reasonable, especially with emphasis on the color terms.

It might even sound more felicitous than using a sentence in which the ‘big’ precedes the color

adjectives.
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Our view is that certain cognitive heuristics are relevant to facilitating the very general human

aims of prediction, explanation, and manipulation when carried out together. These explain the

implicit default domain restriction possibilities that we find. When more specific aims are

adopted prior to or in the course of conversation, other restrictions will be relevant given these

more specific idiosyncratic aims. This explains the wider availability of implicit restrictions within

particular conversational contexts.

4.1 Displacement and Non-Default Restrictions

To close this section, we consider a worry that might arise for our account. An interesting feature

of linguistic communication is its capacity for displacement: language is “able to free itself from

the 'bonds' of the immediate spatio-temporal surroundings of its production” (Auer 1988;

see also Hockett 1960; Hockett & Altmann 1968; von Fintel & Heim 2011; Kratzer 2013). This

manifests in many interesting ways. Much of the focus in philosophy of language and linguistics

has been on modal displacement–the ability to talk about non-actual possibilities. We focus on

something less removed from actuality here: the ability in conversation–whether face-to-face,

via text message or email, or on the phone–for the context of that conversation (specifically, its

indices and domain of objects) to pick out another spatio-temporal location.

Consider the following sentence, uttered discourse-initially, in a context where two philosophy

professors who are eating lunch at a cafe have common knowledge about a friend Carl who

works in the UCLA linguistics department:23

(25) Carl managed to have his sensitive phone call overheard by everyone again.

Similarly, imagine a situation where the authors of this paper are out shopping for supplies for a

party hosted by our friend, Dan. One of us gets a phone call from Dan, who informs us about

the state of his kitchen after his 5-year old daughter’s attempt at baking a cake for the party, and

says:

(26) Dan’s daughter was trying to make a cake, and apparently everything is covered in flour!

23 Thanks to an anonymous reviewer for suggesting this example.
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In each of these cases, there is a natural reading of the restricted quantifiers: something like

‘everyone in the UCLA linguistics department’24 or ‘everything in Dan’s kitchen’. At first blush it

might even seem like these instances of displacement are default restrictions, and that our

account – focused as it is on cognitive heuristics that predict default restrictions to the present

physical surroundings of the conversational participants – cannot explain how these restrictions

arise. Shouldn’t our account predict that ‘everyone’ is read as ‘everyone in this cafe and

‘everything’ as ‘everything in this grocery store’? We think that it would be mistaken to jump to

this conclusion, given that when we start talking about people like Carl and Dan, or what has

happened ‘again’, this triggers a non-default context: we are talking about what is going on with

Carl and Dan.

What is puzzling, however, is how it is that even when we displace a conversational context to,

e.g., what is going on where Carl was, or where Dan is, we are able, without explicit contextual

setup, to restrict the domain of ‘everyone’ or ‘everything’ to precisely those objects that are

relevant for the story being told.

We think that this ability reflects the use of the cognitive heuristics and joint aims in conversation

we have proposed, but in addition to them it reflects a more general capacity for perspective

taking.25 So, when one of us reports to the other that ‘Everything is covered in flour’ we are able

to understand this as referring to every object of a certain sort in Dan’s kitchen because we

apply the perceptual availability and manipulability heuristics from Dan’s perspective.

On one view, we take the perspective of another by serial adjustment from one’s own point of

view to theirs (Epley et al. 2004). Perspective taking is thus a relatively complicated cognitive

process, and it is noted to arise relatively late in development (usually preschool age children

are able to engage in some form of perspective taking; Newcombe & Huttenlocher 1992). The

linguistic capacity for displacement is also noted to come ontogenetically late (Hockett 1960;

Auer 1988). That it might depend on the similarly ‘advanced’ capacity for perspective taking is,

we think, plausible, but requires further investigation.

25 This kind of perspective taking is sometimes called ‘viewpoint construction’, especially in the stylistics
literature.

24 (25) might involve an interesting ambiguity. There is a de re reading on which ‘everyone’ refers to
exactly that group of people who overheard Carl’s embarrassing conversation last time (e.g., the other
members of the UCLA linguistics department. On another reading, it might refer to everyone in a specific
location; on yet another reading, it might refer to everyone wherever Carl is. Some of these ambiguities
might constitute a kind of felicitous underspecificity (cf: King 2022).
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5. Empirical Predictions

To summarize, our proposal is that the domain of quantification tracks the objects that are

relevant to our joint purpose. On our view, default implicit domain restrictions are determined by

cognitive heuristics (and perhaps other cognitive resources) given the minimal shared aims of

explaining, predicting and manipulating together. Non-default restrictions are those that are

relevant to a joint idiosyncratic goal–set out in discourse structure or prior to the start of a

conversation. Our account is empirically testable. This is already made clear to a certain extent

given the empirical work, especially that focused on reference resolution, we discussed in §3.

Future work could investigate how perceptual availability, perceptual salience, manipulability,

and objectivity affect implicit domain restriction, as well as how shared idiosyncratic goals affect

domain restriction. We suggest some possible empirical tests below.

Availability

The perceptual availability heuristic predicts that without further information about shared

knowledge or idiosyncratic goals speakers tend to speak about and be interpreted as speaking

about perceptually available things, rather than things that they are not in perceptual contact

with. To test this prediction, we might set up an experiment like the following: participants see a

speaker in one environment (a room, forest, field, street scene…). The person has a text bubble

saying something of the form “Every F is G” or “The F is G”. Study participants are also able to

see several other scenes of other locations (e.g., other rooms, streets). These scenes also

include Fs. Participants are then asked to click on the objects that are relevant to whether what

the speaker said is acceptable or true. For instance, a participant might see four rooms, one of

which the speaker is located in. The speaker says “every book is on the table”. There are books

in all four of the rooms. The participant will click on all the books they take to be relevant to what

the speaker in the vignette says. Our prediction is that without further information about the

speaker’s goals or a larger discourse context, participants will be more likely to click on only the

books in the room in which the speaker is located. If participants learn that the speaker has a

goal to collect every book in the house or find as many books as possible, we predict they will

click on every book the participant can see, even those that are not perceptually available to the

speaker.
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Another version of this experiment might build on work related to false belief tasks that have

been used to test for theory of mind. For instance, a participant might be presented with two

characters who enter a novel environment together, and who the study participant learns have

only just met and do not yet share any specific goals about what to do in or learn about the

environment. The participant again has a larger view of the environment (i.e., they can see

areas that the two characters have not yet entered). One of the characters utters “Every F is G”.

The portion of the environment the characters have explored contains some Fs, but there are

also additional Fs the characters have not yet seen. The participant would then, as in the first

study, be asked to click on all the objects relevant to the acceptability or truth of the speaker’s

claim. Our prediction is that adult participants would click only on the objects that are

perceptually available to the characters. Once additional goals are specified (e.g., if the

characters are described as needing to find every F in the forest in order to win the game),

additional Fs are then relevant to this joint aim and we predict that a non-default restriction

connected to this more specific goal becomes operative. We hypothesize that in this condition

participants would click on every F they can see, including those that the characters in the game

have yet to encounter.

Perceptual salience

The salience heuristic predicts that we tend to be speaking about what is salient. That is, while

relevance and salience come apart (as in example (13)) we default to treating salient items as

relevant to discussion. Individual dispositions to find certain things salient vary (and can have

striking normative consequences; see Munton 2023), but there are general patterns to our

salience attributions roughly corresponding to what we are most likely to give attention to in a

particular environment. This makes loud noises, bright / flashing lights, and noticeable

movement particularly easy targets for salience attributions. One way of testing the prediction

that we tend to focus conversation on what is salient, then, would be to compare two virtual

situations – one in which a number of shapes (hearts, clubs, diamonds, spades) are motionless,

and another in which only some of those shapes (only the hearts) are moving around the space.

Judgments of sentences like ‘They’re all hearts’ or ‘None of them are spades’ could then be

assessed between the two scenarios, and for a number of other attention-grabbing features as

well. What our account predicts is that in the scenario in which some of the hearts are moving
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around, these target sentences will read as more acceptable to participants than they will in a

scenario in which all the shapes are motionless.

This proposed kind of experiment tests whether objects that are more salient are easier to

quantify over. But other sorts of experimental questions related to our claims about salience

might be probed as well, for instance whether the presence of salient objects creates defaults

for restriction in a given environment.

Manipulability

The relationship between manipulability and domain restriction is, in one sense, quite easy to

empirically establish, by attempting to verify whether there is any link between changes to what

a subject is able to manipulate in their environment, on the one hand, and what sorts of

quantificational statements about that environment they are disposed to accept.

For instance, manipulability could be empirically established by testing whether groups of

individuals with the ability to manipulate some subset of objects in a (virtual) environment are

more likely than others to assent to or assert various claims involving implicitly domain restricted

quantifiers than are individuals presented with the same objects but a different manipulable

subset. For instance, imagine an array of different shapes, including several diamonds, hearts,

spades, and clubs. If the set of manipulable objects (perhaps these can be dragged around the

screen, rotated, etc.) contains only one of the hearts, participants may be tested on whether

claims made about ‘The heart’ seems felicitous as compared to a control group in which multiple

hearts or no hearts are manipulable.

This can be tested in physical environments with tools as well. We might imagine an experiment

in which an individual is sitting at a table in a room (with instructions not to get up), with a cup on

the table and another cup on a far bookshelf. Some participants are giving a long stick that

allows them to reach items across the room. We could attempt to establish whether individuals

in the stickless group would respond with less confusion to a command like ‘Knock over the cup’

than would individuals with the ability to reach both cups with the stick.

Objectivity
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In addition to the heuristics we’re relying on, we argued that objectivity helps to support our

account. We suggested that default restrictions delivered by the cognitive heuristics to being

here and now are objective and will be taken to be so given broad shared aims to understand,

explain, predict, manipulate, and control the environment. Non-default restrictions are, we

suggested, also more likely to be objective than subjective, although here they can relate to very

specific idiosyncratic goals. To test for this, standard faultless disagreement tasks, like those

discussed above could be used to test for location. For instance, participants in a study might be

told that two speakers will issue utterances about things in a room or in an array of objects.

Speaker A could then say something about an image being located in the image (e.g., “There is

a dog”) or about the locations of objects in the image (e.g., “There is a dog next to a ball”) and

Speaker B would then utter the negation of A’s statement (e.g., “There is no dog”). Participants

would then be asked to judge whether both A and B could be right. We predict that participants

would confidently judge that both speakers could not be correct. If confirmed, this would suggest

that locations–like being in a room–are deemed to be objective.

We certainly do not take this to be an exhaustive list of ways our account is empirically testable.

For instance, we have not discussed ways in which people represent the boundaries of

places–especially outside of the built environment–within spatial cognition. We take this to be an

area ripe for further exploration. Our discussion of empirical tests has focused on conversations

involving adults. The account also opens up further avenues for developmental work examining

how children implicitly restrict domains. This may be particularly interesting as we, like many

others, take implicit domain restriction to relate to joint plans and goals–some that are general

and hold broadly of creatures like us, some that are idiosyncratic and specific to conversational

contexts–which might develop as children come to better understand conversational pragmatics

and develop a more robust theory of mind.

6. Concluding Remarks and Future Directions

We began with a puzzle–certain implicit domain restriction possibilities seem to be available as

defaults, while others are only available in certain conversational contexts. We argued that

extant theories based on rational communicative practices, discourse structure, and speaker

intentions do not explain this striking contrast. We argued that a cognitive explanation–relying

on heuristics and features of our cognition–is needed to answer this initial question. This serves

to motivate a partially nativist account of domain restriction. Of course, we do not take all
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domain restriction to be innate–we take relevance to specific joint plans to be central to many

cases of domain restriction. What these plans are can vary widely in ways that affect domain

restriction. Moreover, even the ways a restriction possibility is taken to be relevant to a goal

might vary in important ways that eschew a nativist interpretation. We have argued, however,

that features underlying human cognition play an important role in delimiting default domain

restriction possibilities.

Our aim here was not to offer a semantics for quantifiers or definites that could account for the

ways these can be implicitly restricted. Nevertheless, it is important to note that while we take it

that domains can be restricted in ways that are default and non-default, this does not require a

disjunctive first-order semantics. For instance, suppose one favored situation semantics as a

way to account for domain restriction (Barwise and Etchemendy 1987; Kratzer 1989; Recanati

1996; Elbourne 2013; Abreu Zavaleta 2021). This sort of account would cohere nicely with our

view that domains can be restricted in two sorts of ways.26 One could adopt a single entry for

universal quantifiers, say, but allow for situation variables to be fixed either through the cognitive

heuristics we argued explain default restrictions or through discourse structure. Other semantic

accounts are also consistent with the account we have offered here.

As we noted above, our account opens up empirical questions about our proposed cognitive

heuristics, connections between spatial cognition and language, the relationship between

reference resolution and domain restriction, and so on. It also suggests possible theoretical

extensions. For instance, what is the relationship between default domain restriction possibilities

and normative and social restrictions on domains? Consider, for instance, utterances of

sentences like,

(27) Any bartender knows how to make a manhattan.

(28) Jocks sit at the back of the school bus.

(29) Everyone loves ice cream.

26 Note that in situation semantics, situations are not taken to be identical to concrete spatio-temporal
regions (Kratzer 1989). Rather, on the standard Kratzerian picture, situations involve more minimal
information that includes what she calls “thin particulars”, entities with just some of their properties. These
cannot be identical to spatio-temporal regions as these regions include “thick particulars”. An argument
that spatio-temporal regions (and perhaps those with boundaries relying on particular features of the
environment, like the walls of a room) are privileged as default domain restriction possibilities could be
added as a supplement to situation semantics, but it does not simply fall out of a situation semantics
account. We thank an anonymous referee for suggesting this connection.
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In these cases, the restrictions appear to be to normative domains: any real bartender; normal

jocks; every ordinary person. These might be assumed to be objective or, in cases of

conceptual engineering or metalinguistic negotiation, proposals for standards or definitions.

Finally consider an utterance of (30) made at a formal fundraising gala.

(30) Everyone had a great time.

Suppose that at the gala the invitees did indeed all enjoy themselves, but the waitstaff were

treated so terribly that some cried and several walked out. We take it that if the addressee of

(30) pointed out that the servers did not have a great time, the speaker might double down and

say that they meant everyone "who matters" or "who was invited" had a great time. Such a

response is clearly worrisome and relates to normative and moral considerations, but cognitive

features like perceptual salience (who has the microphone, who is wearing a colorful gown

rather than “blending in” in a uniform) might be relevant here as well. While normative cases like

these have not been our focus, connecting this research to our more cognitive framework

suggests another useful line of inquiry.

Thus we believe that the work done in this paper opens up important directions for further

empirical and theoretical work at the interface between communication and cognition. But for

now, our account explains our initial contrast case: why it is that certain implicit restrictions on

quantifier domains are more natural and widely available than others.
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