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1 The strategy of this paper

This paper proposes a solution to the classical limit problem, i.e. the problem of recov-
ering Newtonian mechanics from quantum mechanics in the macroscopic regime. In this
regime indeed we expect ordinary classical objects such as tables, chairs and ourselves to
emerge from the fundamental quantum description.
The starting point of this work is the consideration that the classical limit is necessarily
characterized by decoherence1 as any quantum system (especially macroscopic systems),
in normal conditions,2 interacts spontaneously with its surrounding environment. Think
for example of a table, a chair or a cat that scatters off the surrounding air molecules
and interacts with light photons, cosmic rays, cosmic microwave background radiation.
Also, given the rapidity for decoherence to become effective in the macroscopic limit, 3

1The importance of decoherence for the classical limit can hardly be ignored nowadays. Standard
references are, for example: Joos et al. (2013), Schlosshauer (2007) and Zurek (2002).

2As long as they are isolated, even macroscopic systems maintain their quantum behavior, such as the
VIRGO interferometer for the detection of gravitational waves.

3Typical decoherence times for a dust grain in collisional decoherence range from 10−18 − 10−31s. See,
for example, Schlosshauer (2007, sect. 3.4, p. 135)
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the interaction with the environment must be taken into account as a primary factor for
the transition from quantum mechanics to classical mechanics.

The paper presents a decoherence-based strategy for deriving Newtonian mechanics from
quantum mechanics, using Bohm’s theory as a framework for quantum mechanics.4 One
remark is in order: it is argued sometimes that in Bohm’s theory decoherence may not
play a central role in the quantum to classical transition, given the common particle
ontology between Bohm’s theory and Newton’s theory. However, this is not correct. The
motion of the Bohmian particles is indeed completely determined by the wave function.
The only way to change the Bohmian trajectories and make them look Newtonian in the
classical regime is by a modification of the wave function that guides those trajectories. In
other words: the quantum to classical transition in Bohm’s theory is first and foremost
a transition about the wave function.5 This transition is realized by some physical
process that produces a fundamental modification of the wave function, which in turn
produces a modification of the Bohmian particle’s behavior. It is the aim of this paper
to individuate the physical process that realizes this transition and to explain why the
Bohmian trajectories do become (approximately) Newtonian in the macroscopic limit.
The strategy of the paper is based on the following three steps:

1. Interaction with the environment. We consider a macroscopic system that interacts
with external degrees of freedom, collectively called “the environment”. This inter-
action produces a system-environment entangled state. When the environment is
composed of a very large number of particles,6 the entangled state will be effec-
tively factorized, leading to the formation of system’s and environment’s effective
wave functions and thus decoherence. Decoherence, i.e. the impossibility to detect
quantum interference between different components of the (sub)system over appre-
ciably distant regions of space, is the result of the formation of the effective wave
functions. In other words: it is not decoherence that produces effective wave func-
tions but the other way round: it is the formation of effective wave functions that
produces decoherence. The latter is an empirical result, the former is its physical
explanation.

2. Gaussian states The effective wave functions produced by the interaction with the
environment, which we may call environmentally-selected effective wave functions
(ES-EWFs) are well-localized states. This follows from the diagonalization of the
reduced density matrix described by the subsystem master equations7, which trans-

4I have analyzed the limits of decoherence theory in the standard context in Romano (2022).
5This consideration is independent from the specific interpretation of the wave function that we adopt
in Bohm’s theory. Different interpretations will simply draw the line between the formalism and the
ontology at different points of the proposed strategy.

6In the macroscopic regime, the number of particles composing the system or the environment are
typically characterized by the Avogadro’s number: 1023.

7Amaster equation is the dynamical equation that describes the evolution of the subsystem (represented
by a reduced density matrix) in interaction with the environment.
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forms an initial pure state into an (improper) mixture of well-localized states.8

Such states are generally called pointer states: these are the states that survive
the decoherence process and that remain stable during the interaction with the
environment. We thus recognize that the effective wave functions selected by the
environment (ES-EWFs) in Bohm’s theory correspond to the pointer states selected
by the environment in decoherence theory. In particular, in the macroscopic limit
we have strong indications that the pointer states, and thus the ES-EWFs, will be
Gaussian states. This result follows from the analysis by Zurek et al. (1993) of the
Quantum Brownian Motion (QBM) and will be discussed in section 5.

3. Newtonian dynamics From steps (1) and (2), it follows that a Bohmian system in
interaction with the environment is described by an ES-EWF, mathematically rep-
resented by a Gaussian state. This system will move according to Newtonian
mechanics when the standard macroscopic conditions (m → ∞, ~ → 0) apply.
Under these conditions indeed the quantum potential 9 of the ES-EWF is approxi-
mately zero and, consequently, the Bohmian dynamics reduces (approximately) to
the Newtonian dynamics.10 That is: a macroscopic Bohmian system in interaction
with the environment will move according to classical Newtonian mechanics

2 Bohm’s theory

In this section, I briefly review the formalism of Bohm’s theory, a version of quantum
mechanics where systems are described by the wave function and point-particles, the
latter being represented by their position in three-dimensional space.
Bohm’s theory (Bohm (1952a); Bohm & Hiley (1993)), also called pilot-wave theory or
de Broglie–Bohm theory, is a quantum theory of particles in motion: the state of an N-
particle Bohmian system is represented by the N-particle wave function ψ(x1, x2, . . . , xN ),
solution of the Schrödinger equation, and the particle configuration Q = (q1, q2, ..., qN ),
where qi represents the actual position of the i-th particle. The dynamical equations of
Bohm’s theory can be derived by the following procedure. First, we decompose the wave
function in polar form:

ψ(x, t) = R(x, t)e
i
~S(x,t) (1)

then, inserting (1) into the Schrödinger equation, and separating the real and imaginary
part, we obtain two coupled dynamical equations for the real fields R(x, t) and S(x, t),

8For the description of diagonalization process, see Schlosshauer (2019, pp. 7-8). For a critical survey
of the interpretation of this process in the standard context, see Romano (2022, sect. 2).

9The quantum potential (and the quantum force) may be seen as a novel physical potential (and force)
or just as part of the mathematical description for the dynamics of the Bohmian particles. My
position on this topic has been developed in Romano (2021), but the strategy presented in this paper
is independent from the specific interpretation of the quantum potential (and more generally, of the
wave function) that one takes in Bohm’s theory.

10Under these conditions, the Bohmian trajectories will be approximately and not exactly Newtonian
trajectories, but with a level of approximation that is impossible to detect in the macroscopic regime.
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respectively the amplitude and the phase of the wave function:

∂S

∂t
+

(∇S)2

2m
+ V +Q = 0 (2)

with

Q = − ~2

2m

∇2R

R
(3)

and

∂R2

∂t
+∇ ·

(
R2∇S

m

)
= 0 (4)

Eq.(2) is called the quantum Hamilton–Jacobi equation, since it has the same structure
of the classical Hamilton–Jacobi equation, apart from the “quantum potential” term Q.
blueAs for the classical case, the quantum Hamilton-Jacobi equation defines a real scalar
field S(x, t) on configuration space and the particles’ trajectories are the integral curves
of S(x, t). The velocity of the particles can be derived by the kinetic energy term:

P 2

2m
≡ (∇S)2

2m
(5)

From eq. (5), we see that the the particles’ momentum is P = ∇S and thus the particles’
velocity is defined by the following equation:

v =
∇S
m

(6)

which is called the guiding equation, since the wave function “guides” the particles’ mo-
tion. The term (3) is called the quantum potential, as it acts in the quantum Hamilton-
Jacobi equation as an extra-potential term generated by the wave function through the
amplitude R(x, t).11 For an N-particle system, eq. (2) describes the motion of N parti-
cles with kinetic energy EK = (∇S)2

2m and affected by the classical and quantum potential
(V + Q). The total energy of the system Etot is thus given by the sum of three terms:
the kinetic energy, the classical potential energy and quantum potential energy.12. I will
analyze this example in the next section.

Etot = EK + V +Q (7)

The dynamical equation (4) represents the continuity equation for R2 = |Ψ|2, which
describes the conservation of the Born’s probability distribution |ψ|2 through time. In

11Note however that the amplitude R(x, t) and phase S(x, t) of the wave function are not independent
terms, they are coupled together through the continuity equation (4).

12In the 1953 Einstein’s example of the particle in a box, the Bohmian particle is at rest even if the
system has a finite total energy but both the kinetic energy and the classical potential energy are
zero inside the box. The energy is indeed absorbed by the quantum potential: Etot = Q. See, on
this point, Bohm (1952b, p. 184)
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Bohm’s theory, the quantum probability distribution refers to the statistical distribution
of the actual particles’ positions. Given a system with wave function ψ, the particles’ po-
sitions are statistically distributed according to |ψ|2. That is: the Born’s probability dis-
tribution reflects the epistemic ignorance about the actual particles’ configuration. The
continuity equation guarantees that, if the actual particles’ positions are |ψ|2-distributed
at the initial time t0 = 0, then this distribution will be preserved by the dynamics and
so will be maintained at all later times t > t0 .13

Taking the gradient of both sides of eq.(6) and using eq.(2), we obtain the particle ac-
celeration:

mẍ = −∇V −∇Q (8)

Defining, in analogy with Newton’s theory, the quantum force as (minus) the gradient
of the quantum potential: FQ = −∇Q, we finally obtain the fundamental equation of
Bohm’s theory, i.e. the quantum Newton’s law :

mẍ = FC + FQ (9)

which describes the acceleration of a Bohmian particle, or a configuration of particles,
generated by the sum of the classical and the quantum force.14 Bohm’s theory, as New-
ton’s theory, is a second-order theory of particles in motion. And, exactly as in Newton’s
theory, the particles’ motion is generated by physical potentials, or by forces generated
by those potentials. From eq. (9), we see that Bohm’s theory is indeed a generalization of
Newton’s theory: while, in the latter, particles are influenced only by classical potentials,
in the former they are influenced by classical and quantum potentials. The quantum to
classical transition is thus realized when the quantum potential and the quantum force
are negligible. Under these conditions, indeed, the quantum Newton’s law is approxi-
mately equivalent to Newton’s second law of dynamics and the Bohmian particles will
(approximately) move according to Newtonian mechanics.

mẍ = FC + FQ ≈ FC when (Q→ 0,∇Q→ 0) (10)

3 Negligible quantum action: ~→ 0

Before introducing the interaction with the environment, I want to discuss one of the
standards conditions that is generally applied to systems in the classical limit. i.e. the
condition of negligible quantum action:

~→ 0
13Two different approaches have been proposed in the literature to explain why the initial particle

configuration of a Bohmian system is distributed according to |ψ|2: the typicality approach by
Dürr, Goldstein & Zanghì (1992) and the relaxation dynamical approach by Valentini (1991). A
comparative review of the two approaches has been made by Norsen (2018). See also Drezet (2021),
for a recent proposal to justify the Born’s rule using a decoherence framework.

14For example: the quantum force is what makes the particles’ trajectories deviate from straight lines
in the two-slit experiment, even if there is no classical force acting on the Bohmian particles between
the slits and the final screen.
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A general critique to this condition is that ~ is a constant and constants do not go to
zero; however, the formula ~→ 0 is taken as physical shorthand to express the following
condition:

~� Acl

That is: the quantum action is negligible with respect to the classical actions involved,
condition that is usually fulfilled in the macroscopic regime. The inequality ~ � Acl is
in fact equivalent to ~

Acl
� 1, which becomes, in the macroscopic limit:

lim
Acl→∞

~
Acl
→ 0

.
The condition ~→ 0 is linked to the classical limit since, when this condition is fulfilled,
some important features of classical mechanics seem to emerge from the fundamental
quantum formalism. For example:

• The commutators of quantum mechanics become equivalent to the Poisson brackets
of classical mechanics. For example, the canonical commutator [x̂, p̂] = i~(1) in the
limit ~→ 0 roughly approximates the corresponding Poisson bracket (x, p) = 1

• The discrete energy levels of quantum mechanics approach the continuous energy
levels of classical mechanics (high energy/high frequency regime).

• The quantum Hamilton-Jacobi equation (2) seems to approach the classical Hamilton-
Jacobi equation, since the quantum potential (3) explicitly depends on ~.

Nevertheless, the problem with this strategy is that it works only for special states.15

Many quantum states are completely insensitive to this condition and thus will be unaf-
fected by this strategy. A state of this kind is, for example, the stationary wave function,
solution of an infinite potential well. This counter-example was originally proposed by
Einstein (1953) to show that quantum mechanics16 did not lead to the correct classical
limit in the expected regime, i.e. the high energy/high frequency regime.17

Einstein considers the case of a box delimited by two impenetrable walls and a bullet
moving to and fro the walls. The idea is that, starting from the fundamental quantum
description, the bullet should start moving classically when the classicality conditions are
applied (so, when it practically becomes a “classical” bullet). The quantum description
inside the box corresponds to the solution of an infinite potential well, i.e. a stationary
wave function:

ψn(x, t) =

√
2

L
sin(knx)e−

i
~Ent (11)

15Some of these examples are discussed e.g. in Holland (1993, ch. 6).
16And Bohm’s theory, briefly discussed by Einstein in the original article
17According to Einstein, those conditions characterized completely the classical limit. The importance

of the entanglement with the environment and the resulting decoherence process was not known at
that time: the first important works on decoherence were published only some decades later.
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where L is the length of the box,
√

2/L a normalization constant and kn = nπ/L the wave
number of the stationary wave (varying with the different energy levels En). Einstein
notes that this state does not have a classical analogue (the stationary wave–quantum
bullet does not become a classical bullet) in the expected classical limit, i.e. the high
energy/high frequency regime, conceptually equivalent to ~ → 0. On the contrary: in
this regime, the stationary wave has an increasing number of nodal points, i.e. points
in which the probability to find the particle is zero, and this is the exact opposite of a
classical scenario: a particle moving with uniform velocity between the walls, correspond-
ing to a uniform position probability distribution. In this case, applying the classicality
conditions, the quantum system seems to diverge from its classical analogue: higher the
energy level considered, higher the wave number and so the number of nodal points inside
the box, the more the difference with the description of a classical bullet we wanted to
reach applying those conditions.18

To see the same problem from a different angle: a stationary wave function is equivalent
to a superposition of plane waves with opposite momenta (p = ~k):

ψ(x) = Bsin(kx) = Beikx +Be−ikx (12)

with B =
√

2/L. The stationary wave represents a continuous quantum interference
between the two plane waves and this interference is not resolved by the condition ~→ 0.
Therefore, this state will remain typically quantum even in case the system itself is
macroscopic (insofar it is well shielded from the environment). Incidentally, we note that
the problem is not alleviated in Bohm’s theory,. In this framework, the Bohmian particle
remains at rest in one of the non-nodal points inside the box (since v = ∇S

m = 0) even if
the system has a finite (non-zero) total energy and the potential energy inside the box
is zero, a highly non-classical situation.19

From the analysis of the Einstein’s box problem, it follows that:

• The criterion ~ → 0 alone is not sufficient (or not general enough) for recovering
the classical limit of quantum mechanics. There are states, as the “particle in a
box” state, that are unaffected by this condition;

• The classical limit cannot be generally recovered for isolated systems: the inter-
action with the environment is a necessary condition to derive (approximately)
Newtonian mechanics from the underlying quantum description.

This does not mean that the condition ~ → 0 is not important or not relevant for the
classic limit, but that we must apply it to the correct states. Intuitively, the condition
of negligible quantum action is equivalent to say that the system is macroscopic (big
mass, high energy). But macroscopic systems will likely be open systems, i.e. systems
that interact with the surrounding environment. This is indeed a missed element in the
Einstein’s example:20 it is highly improbable that a macroscopic bullet moving between
18This is one of the few paradoxes in quantum mechanics that involves only the classical limit without

reference to the collapse of the wave function or the measurement problem. In a way, we could just
rename it as the Einstein’s particle-in-a-box paradox.

19On this point , see e.g. Holland (1993, ch. 6), Myrvold (2003, sect. 3.1).
20Decoherence theory will be formulated only some decades later with respect to Einstein’s example.
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two walls will remain quantum-mechanically isolated for long time, and until it does we
do not expect a classical behavior. When the system interacts with the environment,
this interaction changes the wave function of the initially isolated system. And since en-
vironmental decoherence acts very fast, almost instantaneously for macroscopic systems
in ordinary conditions, the wave function of the system will change accordingly very fast,
almost instantaneously.21

Therefore, the condition ~→ 0 must be applied to the states selected by decoherence: the
pointer states in the standard interpretation and the (environmentally-selected) effective
wave functions in Bohm’s theory. There is indeed an analogy between the two: both are
by definition states that remain stable during the interaction with the environment. Using
a jargon familiar to the decoherence literature, both are states selected by decoherence.
After all, we want classical Newtonian mechanics to emerge not for any state, but for
those states that are reasonable to expect in the macroscopic regime. And those states are
the states selected by decoherence. We can therefore summarize the proposed strategy
in three steps:

1. The first step is to describe how the wave function of an initially isolated system
changes after the interaction with the environment. In Bohm’s theory, this interac-
tion produces well-localized effective wave functions (sect. 4, especially subsection
4.3). To be precise, and to stress the difference between those kinds of states and
the general effective wave functions in Bohm’s theory, we may call the specific states
selected by the interaction with the environment environmentally selected effective
wave functions (ES-EWFs).

2. In step 2, I analyze the connection between the ES-EWFs in Bohm’s theory and
the pointer states of standard decoherence (sections 5.1 and 5.2). This connection
will lead us to characterize the ES-EWFs in terms of Gaussian states (sect. 5.3).

3. In step 3, I apply the standard classicality conditions (~→ 0 m→∞) to the states
selected by decoherence, i.e. ES-EWFs mathematically represented by Gaussian
states (sect. 6). The analysis shows that, under these conditions, the quantum
potential of the system is negligible (Q→ 0) and Bohm’s theory reduces approxi-
mately to Newtonian mechanics.

The proposed strategy can thus be summarized by the following table:

Interaction with ξ ES-EWFs ↔ pointer states macroscopic systems
ES-EWFs (well-localized) Gaussian states Newtonian dynamics

21This claim cannot be taken too literally in the standard interpretation, as we cannot assign a wave
function to an open system–subsystem of an entangled state–but only a reduced density matrix.
However, it can be taken quite literally in Bohm’s theory, where an open system is likely to be
described by an effective wave function, especially in the macroscopic regime where there is strong
interaction with the environment and the system itself has a large numebr of degrees of freedom.
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4 The emergence of effective wave functions

The notion of effective wave function plays a central role in Bomh’s theory. The effec-
tive wave function in Bohm’s theory is equivalent to the usual wave function in standard
quantum mechanics. That is: every time we can assign a wave function to a given system,
in Bohm’s theory this is an effective wave function. A wave function can be generally
assigned to a system as long as this is effectively decoupled from the environment. But
how can a given wave function be initially assigned or produced? In standard quantum
mechanics, this is generally achieved by a filtering operation, i.e. an interaction between
a system and a suitable measurement apparatus that selects the required initial state.22

In the standard context, the factorization between the system and the environment (in-
cluding the measurement apparatus) is guaranteed by the collapse of the wave function.
The filtering procedure, or any other measurement interaction, makes the wave function
of the system to collapse into one of the eigenstates of the measured observable. It is the
collapse of the wave function that produces a factorization between the system and the
surrounding environment (intuitively: in a measurement interaction, system and appara-
tus are entangled before the collapse takes place, whereas they are factorized right after
the collapse, though the final apparatus state is certainly correlated with the final system
state). In Bohm’s theory, instead, the wave function never collapses and the factorization
between system and surrounding environment is realized by a different mechanism known
as effective factorization (sometimes also called, for this reason, effective collapse). The
effective factorization thus plays in Bohm’s theory the same role of the wave function
collapse in quantum mechanics: it permits to assign wave functions to systems.23 How-
ever, the effective factorization process can assign a wave function to a system even in
cases that have no analogue in standard quantum mechanics, such as, for example, in the
case of a system that strongly interacts with the environment. As we will see in the next
sections, indeed, effective wave functions are naturally produced through the interaction
with the environment, i.e. in the decoherence regime.

4.1 Ideal factorization

First, we consider the case of an ideal or exact factorization, corresponding to the stan-
dard product state, In this case, a general N-particle system can be decomposed or
factorized into N separate one-particle systems. Consider, for simplicity, a 2-particle
system: if we can write the wave function of the total system as a product of two wave
functions associated to each particle:

ψAB(x, y) = ψA(x)ψB(y)

then we can say that the system is factorizable. In the factorized state, we can assign
a wave function to the relevant subsystems (in this case, each of the two particles).

22That is: the selected initial state of a system in standard quantum mechanics is already the result of
a measurement process.

23See Rovelli (2022) for a recent analysis of the preparation of initial states in Bohm’s theory based on
the effective factorization process.

10



As a consequence, each factorized subsystem is physically independent: each subsystem
follows its own Schrödinger equation and each particle follows it own guiding equation,
as the velocity of particle X or particle Y will depend, respectively, only on ψA or ψB.
For example, the guiding equation of particle 1 will be:

dX

dt
=

~
m
Im
∇x(ψA(x)ψB(y))

ψA(x)ψB(y)
=

~
m
Im
∇1ψA(x)

ψA(x)
(13)

where X is the actual position of the Bohmian particle and the right-hand side of the
equation is evaluated at x = X. In the same manner, the quantum potential acting on
particle X will be independent from that of particle Y :

QA = − ~2

2m

∇2
x (RA(x)RB(y))

RA(x)RB(y)
= − ~2

2m

∇2
xRA(x)

RA(x)
(14)

That is: factorizability implies physical independence. Every time we can decompose a
many particle system as a product of N factorized states, these resulting states will be
physically independent from one another. In Bohm’s theory, this means that the motion
(velocity and acceleration) of the particles composing one factorized state (e.g. system
A) will not be affected by the position of the particles composing a different factorized
state (e.g. system B). In this way, factorizability turns off Bohmian non-locality.
However, the condition of ideal factorizability is very fragile and not realistic in the clas-
sical limit: any time that initially factorized systems interact with each other through
classical potentials, the Schrödinger evolution will generally transform the initially fac-
torized state into an entangled state:

ψA(x)ψB(y)
H(x,y)→ ψAB(x, y) (15)

where the entangled state ψAB(x, y) will be generally a superposition of factorized states:

ψAB(x, y) =
∑
i

ciψ
A
i (x)ψBi (y) (16)

Since the classical macroscopic regime is characterized by continuous interactions between
systems, the condition of ideal factorizability will be totally unrealistic in that context.
I will take indeed the opposite view: macroscopic Bohmian systems are (effectively)
factorized because of the continuous interaction with the surrounding environment.

4.2 Effective factorization

We now consider the case in which the 2-particle system ψ(x, y) is an entangled state,
mathematically represented by the following superposition:

Ψ(x, y) = ψA(x)ψB(y) + ψC(x)ψD(y) (17)

The system is described by a linear combination of product states, whereas the total state
itself is not factorized. In this case, the behavior of particle X and that of particle Y are
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correlated with each other: if in a measurement we find particle X in the state A(C),
then, upon measurement, particle Y will be found with certainty in the state B(D). Still,
in some circumstances the superposition (17) becomes equivalent to a factorized state:
this happens when the two components of the superpositions have negligible overlap on
configuration space:

〈ψB|y〉 〈y|ψD〉 ≈ 0 ∀y ∈ QY (18)
〈ψA|x〉 〈x|ψC〉 ≈ 0 ∀x ∈ QX (19)

where QX and QY are, respectively, the configuration space of particle X and particle Y ,
or, equivalently, when they have approximately disjoint supports in configuration space:

supp (ψA(x)ψB(y)) ∩ supp (ψC(x)ψD(y)) ≈ ∅ (20)

In this simple case, the configuration space is one-dimensional, so the two particles have
negligible overlap when they are separated in three-dimensional space. For an N-particle
system, however, the configuration space has 3N -dimensions and this plays an important
role for the condition to be realized. It is sufficient indeed that there is no overlap for only
one degree of freedom in order to have no overlap between the two components: higher
the number of degrees of freedom, higher the probability that the two components will
not overlap (or will negligibly overlap) on configuration space. This point was originally
remarked by Bohm & Hiley (1987, p. 333):

This is because of the multi-dimensional nature of the many-body wave func-
tion, which implies that the packet ψm(x)φm(y) and any other packet, say
ψv(x)φv(y) will fail to overlap as long as one of its factors fails to overlap,
even though the other factors would still have some overlap.

The condition of no-overlap is a typicality statement: it is a probabilistic statement, but
one that is very likely to be realized when systems are macroscopic and composed of
approximately 1023 degrees of freedom (this consideration will come back again later,
considering the effective factorization induced by the interaction with the environment).
When the two components of the superposition: ψA(x)ψB(y) and ψC(x)ψD(y) have neg-
ligible overlap on configuration space, they form different branches or different channels,
each one separated by a region where the wave function is practically zero and so the
probability of finding the particle on that region is also practically zero. As a conse-
quence, once the distinct separated channels are formed, the two particles (X and Y )
will enter only one channel. This can be intuitively thought as follows: the velocity of
the Bohmian particles is proportional to the density of the wave function |ψ|2: so the
particles cannot enter into regions where the wave function is practically zero (the region
of no-overlap between the different components) while, following the density of the wave,
they will enter one of the channels for which the density |ψ|2 is not negligible (higher the
density associated to a particular branch, higher the probability that the particle will en-
ter on that branch). Therefore, when the condition (20) is realized, the initial entangled
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state (17) becomes equivalent to a proper mixed state, i.e. the superposition represents a
state of epistemic ignorance about which one of the two components have been actually
implemented or realized by the Bohmian dynamics. The component of the superposition
in which the Bohmian particles have been entered into is called effective wave function,
whereas the other component is called empty wave function. If we suppose, for example,
that particles X and Y entered into the first component,24 then the initially entangled
state (17) can be written as follows:

Ψ(x, y) = ψeffA (x)ψeffB (y) + ψempC (x)ψempD (y) (21)

where ψeffA (x and ψeffB (y) are, respectively, the effective wave functions of particle X and
particle Y and ψempC (x), ψempD (y) are the empty wave functions. From this moment on,
the state of the Bohmian system is completely represented by the product state of the
effective wave functions, whereas the empty wave functions can be discarded.25 In short,
when the condition (20) is realized, the entangled state (17) is practically equivalent to
the following factorized state:

Ψ(x, y) ≈ ψA(x)ψB(y) (22)

This is the process of effective factorization: one of the components of the initial su-
perposition is selected as the effective state and this will be the effective wave function.
Sometimes this process is also called effective collapse, as the Bohmian system practically
behaves as it had collapsed into one of the two components of the initial superposition.26

Effectively factorized states are generally produced by measurement interactions, i.e.
interactions between a system (whose initial state is a superposition of eigenstates of
the measured observable) and a measurement apparatus, as the different pointer states
of the apparatus correspond to macroscopically distinct states, typically represented by
non-overlapping states on configuration space. Consider, for example, the interaction
between a system, represented by the following superposition:

ψ(x) =
∑
i

ciψi(x)

where ψi are the eigenfunctions of the measured observable, and the measurement ap-
paratus φ(y), represented initially by the ready state φ0(y). The global initial state is a
factorized state of the system, ψ(x), and the apparatus, φ0(y), i.e Ψ(x, y) = ψ(x)φ0(y).
During the measurement interaction, the Schrödinger evolution transforms the initial

24Note that, in this process, the dynamics of the two particles is correlated: if particle X enters the
component A(C), particle Y will necessarily enter the component B(D).

25The empty components are discarded for practical purposes but, if they happen to overlap with the
effective wave function in the future evolution of the system, then they become relevant again and
produce interference. For this reason, Bohm & Hiley (1987) preferred to call them “inactive” rather
than empty components.

26The process of effective factorization has been originally described by Bohm & Hiley (1987) and the
notion of effective wave function appears in sect. 7 (p. 344)). A detailed analysis of the effective
factorization is also given by Dürr et al. (1992), Dürr & Teufel (2009, ch. 9)), Holland (1993, ch. 8).
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factorized state into an entangled state, i.e. a superposition of correlated system and
apparatus relative states:

ψ(x)φ0(y)→
∑
i

ciψi(x)φi(y) = Ψ(x, y)

If the different pointer states of the apparatus φi(y) have (approximately) disjoint sup-
ports on the apparatus’ configuration space, then the final state

∑
i ciψi(x)φi(y) reduces

to an effectively factorized state,27 i.e. a state practically equivalent to an effective wave
function and many empty wave functions.28 Suppose, for example, that the measurement
result is the eigenvalue s associated to the eigenstate φs(y): the (total) effective wave
function in this case will be the factorized state ψs(x)φs(y), where ψs(x) and φs(y) are,
respectively, the effective wave functions of the system and the apparatus:

Ψ(x, y) =
∑
i

ciψi(x)φi(y) ≈ ψs(x)φs(y) (23)

Since the effective or effectively collapsed component is a factorized state: ψs(x)φs(y),
the system and the apparatus will be dynamically independent after the measurement
interaction. The formation of effective wave functions for the subsystems of an initially
entangled state correspond to subsystems that are dynamically independent from each
other. As a consequence, at regimes where the formation of effective wave functions is
very fast and widespread, we expect the typical Bohmian non-locality to be completely
turned off.29. This is indeed what we expect in the macroscopic regime, where the
environment plays the same role of the measurement apparatus in the process of effective
factorization.

4.3 Effective factorization through environmental interaction

The process of effective factorization in Bohm’s theory is thus generally associated with
measurement interactions:30 different pointer states of the apparatus will tend to have
(approximately) disjoint supports on configuration space, given the large number of de-
grees of freedom of a macroscopic apparatus and that the different pointer states are
macroscopically distinct.31 Yet, there is another situation in which the process of effec-
tive factorization is generally realized, that is, when the system interacts with the sur-
rounding environment. The latter, as the measurement apparatus, is a system composed
of a large number of particles (proportional to the Avogadro’s number) that interacts
continuously with the system.32 In order to stress the analogy between the two, in the
decoherence literature it is often said that the system is “monitored” or even “measured”
27On this point, see e.g. Rovelli (2022), in particular eqs. (5) and (6).
28Effectively factorized components with no Bohmian particles.
29See e.g. Bohm & Hiley (1993, sect. 7.6).
30See e.g. by Dürr et al. (1992, p. 24-25).
31See e.g. Romano (2016, p. 13).
32There is a difference though between the two: the apparatus interacts with the system at a given

time and all the apparatus’ degrees of freedom are involved on that interaction at that single time,
whereas the environment is generally described as a tensor product of many particles which interact
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by the environment. This is particularly true in Bohm’s theory, where the environment
acts literally as a macroscopic measurement device. In Bohm’s theory, indeed, there
is no difference between decoherence and measurement: both are interactions with a
macroscopic external system that, amplifying the number of degrees of freedom of the
total system, leads dynamically to a separation of the entangled system-environment (or
system-apparatus) wave function into non-overlapping components. We can schemati-
cally represent the interaction between an entangled 2-particle system and an external
system (the “environment”) as follows:

Ψ(x, y)(Ξ1(z1) . . .ΞN (zN )) =
∑
i

ψi(x)φi(y)(Ξ1(z1) . . .ΞN (zN ))
Hint→

∑
i

ψi(x)φi(y)ξi(z1, . . . , zN )

The Bohmian system will be effectively factorized–or decohered–when the different rela-
tive environmental states have disjoint supports on configuration space:

supp (ξm(z1, . . . , zN )) ∩ supp (ξn(z1, . . . , zN )) ≈ ∅ (24)

The effective factorization of the wave function, leading to the formation of the effective
wave functions for the subsystems, is the mechanism that explains the loss of quantum
non-locality in Bohm’s theory. This point was originally stresses by Bohm & Hiley (1987,
p. 344):

Quantum non-local connection is fragile and easily broken by almost any dis-
turbance or perturbation. [. . . ] we may expect that non-local connection
will not normally be encountered under ordinary conditions, in which ev-
ery system is bathed in electromagnetic radiation and is subject to external
perturbations of all kinds as well as random thermal energies.

In short, the effective factorization process–leading to the formation of the effective wave
functions–explains why Bohmian non-locality is not manifest at the macroscopic regime,
where the interaction with the environment becomes very effective. This is the physical
basis of decoherence in Bohm’s theory: the (dynamical, progressive) formation of effective
wave functions leads to the impossibility to detect quantum interference between different
subsystem’s components. Decoherence is an empirical effect, the effective factorization
is its physical explanation in terms of the wave function global behavior. We therefore
reach the conclusion that the effective wave functions are primarily produced by the
interaction with the environment. But which kind of wave function should we expect to
be formed by the interaction with the environment? This question will be addressed in
the next section.

one at a time with the system. However, these two descriptions eventually converge to the same
result, with the difference that the decoherence process induced by the environment is continuous
and progressive whereas that one induced by the measurement apparatus is instantaneous and discrete
(this corresponds to the collapse of the wave function in the standard interpretation).
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5 Connecting Bohm’s theory with decoherence

5.1 Pointer states

One of the main results of quantum decoherence is the selection of a special kind of states
for the subsystem in interaction with the environment which remain stable in the deco-
herence process. Such states are called pointer states: they are practically immune to
decoherence, as they do not get entangled (or they get least entangled) with the environ-
ment. The standard definition of pointer states–or pointer basis, when the pointer states
form a complete basis in the subsystem’s Hilbert space–is due to Zurek (1981, 1982). He
called such states “pointer states” as, historically, the interaction with the environment
was used to explain the stability of the different macroscopic states of a measurement de-
vice in a measurement process. That is: the environment interacts with the macroscopic
apparatus and selects definite macroscopic (pointer) states, while superpositions of such
states quickly decohere. The pointer states are the only states that one can observe after
decoherence:

[...] we may say that the interaction with the environment superselects the
observable states of the system: Some states are robust in spite of the envi-
ronmental interaction, while other states are rapidly decohered and become
therefore unobservable in practice. However, in contrast with the postulated
exact superselection rules, environment-induced superselection represents ef-
fective superselection rules that dynamically emerge from the (structure of
the) system–environment interaction. [Schlosshauer (2007, p. 73)]

The pointer states of the system are those state that remain stable during the interaction
with the environment, i.e. those state that get least entangled with the environment.
Consider, for example, a system represented by a superposition of two states:

|ψS〉 = c1 |S1〉+ c2 |S2〉 (25)

interacting with the external environment |ξ〉 via the interaction Hamiltonian Ĥint. The
system states that remain stable during the interaction will be the eigenstates of the
interaction Hamiltonian:

|ψS〉 |ξ〉 = (c1 |S1〉+ c2 |S2〉) |ξ〉
Ĥint−→ c1 |S1〉 |ξ1〉+ c2 |S2〉 |ξ〉2 (26)

The dynamics that selects pointer states can be schematically described as follows:

e
i
~Hintt |Si〉 |ξ0〉 = λi |Si〉 e

i
~Hintt |ξ0〉 ≡ λi |Si〉 |ξi(t)〉 (27)

where i = 1, 2 in the example (26), |Si〉 are eigenstates of the interaction Hamiltonian
and λi are the eigenvalues associated to the eigenstates |Si〉. In the macroscopic regime,
the interaction between the system and the environment is generally very strong. So
strong that the interaction Hamiltonian (Ĥint) generally dominates over the other terms,
i.e. the self-Hamiltonian of the system (ĤS) and that one of the environment (Ĥξ):
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Ĥint � ĤS + Ĥξ (28)

and so we can represent the dynamics as driven by the interaction Hamiltonian. Also,
as the interaction Hamiltonian is generally represented by a function of the position co-
ordinates (typically: classical potentials or scattering), the system pointer states will be
approximate position eigenfunctions, i.e. well-localized states in the position basis.33

However, in more realistic cases the pointer states cannot be found using (27) as differ-
ent components contribute to the total dynamics and the pointer states are not exact
eigenstate of the interaction Hamiltonian. This is the case, for example, of the quantum
Brownian motion, which is a decoherence model typically used in the macroscopic regime.
More indirect methods have been developed to determine the approximate pointer states
of the system in those situations, such as Zurek’s predictability sieve.34. In this case, the
system pointer states will not be states in a proper sense, as they cannot be represented
by a state vector or a wave function, but only by a reduced density matrix. As we will
see, the process of effective factorization will be of great help: while in quantum mechan-
ics we are forced to recognize that the subsystems pointer states are not exactly “states”,
the effective factorization process will be able to identify those states as environmentally-
selected effective wave functions (ES-EWFs). This will provide a clear interpretation of
Zurek’s result on the selection of pointer states in the quantum Brownian motion in terms
of ES-EWFs, and it will be analyzed in section 5.3.2.

5.2 ES-EWFs are pointer states

The analogy between the ES-EWFs in Bohm’s theory and the pointer states in standard
decoherence theory emerges when we compare the process that originates the former
and the latter in the respective frameworks. Let us then analyze and compare the two
descriptions, starting with decoherence theory. The starting point of decoherence is the
interaction–mathematically represented by a suitable interaction Hamiltonian–between
a system and an external system, called the environment. Furthermore, the system
initial state has to be a superposition of states, as in (25), in order for the system to get
entangled with the environment. The final state is thus a system-environment entangled
state:

|ψs〉 |ξ〉 = (c1 |S1〉+ c2 |S2〉) |ξ〉
Hint−→ α |Sα, ξα〉+ β |Sβ, ξβ〉 (29)

This is valid in the general case, i.e. for any state |Si〉 of the system and for any interaction
Hint. The pointer states however are special states: they remain stable under the action
of Hint and get perfectly correlated with the relative states of the environment after the
interaction (as described before, this happens when the system states are eigenstates of
the interaction Hamiltonian operator):

|ψS〉 |ξ〉 = (c1 |S1〉+ c2 |S2〉) |ξ〉
Ĥint−→ c1 |S1〉 |ξ1〉+ c2 |S2〉 |ξ〉2 = |Ψ〉 (30)

33See e.g. Schlosshauer (2019, pp. 8-10).
34Zurek (1993).
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The final state |Ψ〉 is an entangled state between the system and the environment. How-
ever, in decoherence we are generally interested in the behavior of the subsystem S in
interaction with the environment |ξ〉. Consider, for example, a table (|S〉) scattered off
by air molecules (|ξ〉): what we want to know is how the behavior of the environment (air
molecules) affects our system of interest (the table). But we are faced with a problem:
the system (the table, in our example) does not have its own wave function after the
interaction with environment, as this is a subsystem of a larger entangled state. This
problem is solved by the reduced density matrix (RDM), which can be assigned to the
subsystem tracing out the degrees of freedom of the environment:

ρS = Trξ(ρΨ) (31)

The RDM (31) describes the probability distribution of all possible measurement out-
comes of a measurement performed on the subsystem S. Considering the final entangled
state (30), the subsystem RDM takes the following form:

ρS = |c1|2 |S1〉 〈S1| 〈ξ1|ξ1〉+c1c
∗
2 |S1〉 〈S2| 〈ξ1|ξ2〉+c∗1c2 |S2〉 〈S1| 〈ξ2|ξ1〉+|c2|2 |S2〉 〈S2| 〈ξ2|ξ2〉

(32)
Assuming the condition of orthogonality of the environmental states:35

〈ξ1|ξ2〉 = 0 , 〈ξ2|ξ1〉 = 0 (33)

and the standard normalization of states:

〈ξ1|ξ1〉 = 1 , 〈ξ2|ξ2〉 = 1 (34)

eq. (32) reduces to

ρS = |c1|2 |S1〉 〈S1|+ |c2|2 |S2〉 〈S2| (35)

That is: if the different relative environmental states are orthogonal with each other,
then the subsystem’s reduced density matrix is diagonalized, and the diagonal terms of
the RDM are the pointer states selected by the interaction with the environment. From
eq.(35) we see that the states |S1〉 and |S2〉 are the pointer states.
We are now in the position to compare the selection of the pointer states in decoherence
theory with the formation of the effective wave functions through the interaction with the
environment (ES-EWFs) in Bohm’s theory. The starting point, as in the case of decoher-
ence, is the interaction between a system and the external environment, with the system
initial state being described by a superposition of states. Differently from standard de-
coherence, however, Bohm’s theory privileges a position-basis representation.36 For this
reason, it is more convenient to translate the process in the wave function representation:
35This is an assumption in decoherence theory, but it is possible to show that this condition is fulfilled

in the long run (i.e. after many interactions between the system and the external particles composing
the environment) even if the different relative environmental states are not orthogonal.

36Position is a privileged quantity in Bohm’s theory. For example: the velocity of the Bohmian particles
is given by the gradient of the phase of the wave-function in the position representation.
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ψ(x)ξ(y) = (c1ψ1(x) + c2ψ2(x)) ξ(y)
Hint(x,y)−→ αφ1(x, y) + βφ2(x, y) (36)

for general states ψi(x) and a general system-environment interaction Hint(x, y). How-
ever, if the system states ψi(x) are eigenfunctions of the interaction Hamiltonian operator:

ψ1(x)ξ(y)
Hint(x,y)−→ λ1ψ1(x)ξ1(y)

ψ2(x)ξ(y)
Hint(x,y)−→ λ2ψ2(x)ξ2(y)

the final state of eq. (36) can be represented by the following superposition:

ψ(x)ξ(y) = (c1ψ1(x) + c2ψ2(x)) ξ(y)
Hint(x,y)−→ c1ψ1(x)ξ1(y) + c2ψ2(x)ξ2(y) = Ψ(x, y)

(37)
Eq. (37) is equivalent to eq. (30): it represents the interaction between the system and
the environment and the final.entangled system-environment state, just translated in the
wave function representation. As we saw before, in order to select the subsystem pointer
states from the final entangled state in decoherence theory, we need to introduce the
condition of orthogonality of the environmental states. This condition indeed leads to
the diagonalization of the RDM and the diagonal terms of the matrix are the pointer
states. But this is exactly the condition that we need in Bohm’s theory to select the
effective wave functions, just translated in the position-basis representation37. That is:
as the subsystem states |S1〉, |S2〉 are pointer states if the relative environmental states
correlated to those states are orthogonal:

|S1〉 , |S2〉 are pointer states if 〈ξ1|ξ2〉 = 0 (38)

in Bohm’s theory the subsystem states ψ1(x) and ψ2(x) are effective wave functions if
the relative environmental states correlated to those states have disjoint supports on
configuration space:

ψ1(x),ψ2(x) are effective wave functions if 〈ξ1(2)|y〉 〈y|ξ1(2)〉 ≈ 0, ∀y ∈ Qξ (39)

Comparing (38) and (39), we note that the condition of disjoint supports is essentially the
condition of orthogonality of states implemented in the position basis representation.38

37The condition of superorthogonality between environmental states or, equivalently, the requirement
of disjoint supports, is the implementation of the orthogonality condition in the position basis.

38The condition for the effective factorization–disjoint supports on configuration space– is stronger than
the standard decoherence condition–orthogonality of states. Nevertheless, we expect the condition
of disjoint supports to be approximately or exactly satisfied when the number of degrees of freedom
of the environment is very large and the system-environment interaction very strong, as it happens
at the macroscopic regime.
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Eqs. (37) and (30) are different representations of the same idea: if the interaction–and
correlation–between the system and the environment leads to the formation of non-
overlapping components in the Hilbert space (decoherence theory) or on configuration
space (Bohm’s theory), then the subsystem’s relative states will be separated and distin-
guishable. In decoherence theory, this amounts to say that we cannot detect quantum
interference between the different relative states in a “local” measurement on the sub-
system. In Bohm’s theory, we can say something more: the dynamics of the Bohmian
particles will select only one of the subsystem’s relative states and so we will be able
to assign a new wave function to the selected component. This will be eventually the
effective wave function.
Since in Bohm’s theory the notion of effective wave function is very general (basically
equivalent to the notion of the wave function in standard quantum mechanics), it is better
to call environmentally-selected effective wave functions (ES-EWFs) the effective wave
functions produced by the interaction with the environment. The effective factorization
process in Bohm’s theory is thus analogous to the diagonalization process of the reduced
density matrix in decoherence theory. In the latter, we use the density matrix representa-
tion as we cannot assign wave functions to subsystems of a larger entangled state (there
is no effective collapse in quantum mechanics during the linear Schrödinger evolution).
In the former, instead, the dynamics of the Bohmian particles permits to re-assign a
wave function to the subsystems of a lager entangled state, when the entangled state
is so decomposed that the different components do not overlap–or negligibly overlap–
on configuration space. Once this analogy between decoherence in quantum mechanics
and the effective factorization in Bohm’s theory is clearly spelled out, we recognize the
equivalence between the ES-EWFs and the decoherence’s pointer states.

5.3 ES-EWFs are Gaussian states

But what kind of wave functions are the ES-EWFs? Given the equivalence between the
ES-EWFs and the pointer states, we can use some important results about pointer states
from the decoherence literature to characterize the ES-EWFs in Bohm’s theory. We will
reach the same conclusion through two different arguments:

1. A qualitative example, based on the behavior of the RDM in collisional decoherence;

2. A rigorous example, based on Zurek et al. (1993) derivation of the pointer states
in the quantum Brownian motion (QBM).

5.3.1 Pointer states from collisional decoherence

The RDM ρS(x, x′, t) of a system in interaction with the environment is a function of the
system evaluated at two different points, generally indicated as x and x′. It thus has a
natural representation on a plane, with diagonals x = x′ and x = −x′, representing two
characteristic parameters of the matrix: the ensemble width and the coherence length,
respectively. The ensemble width (corresponding to the quantum probability density
|ψ|2), indicates all the possible locations in which the subsystem can be found in a position
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measurement. The coherence length corresponds to the region over which we can detect
quantum interference between different subsystem’s relative states. The dynamics of the
RDM, mathematically represented by the master equation, leads generally to a spread
of the RDM in the direction of the ensemble width and a contraction of the RDM in
the direction of the coherence length. This process is the so-called diagonalization of the
RDM: higher the contraction in the direction of the coherence length, more difficult is to
detect quantum interference over spatially distant subsystem’s relative states. A typical
master equation for collisional decoherence39 in the long wavelength limit40 is:41

ρS(x, x′, t) = ρ(x, x′, t0)eΛ(x−x′)2t (40)

The master equation (40) shows that decoherence will be very effective for spatially
distant points |x − x′| of the subsystem42 and, even for small distances, there is an
exponential increase of decoherence over time–in particular, the term D = Λ(x − x′)2

can be thought of as a decoherence rate and, accordingly, the term τD = D−1 as a
decoherence time. This dynamical process leads to an asymptotic diagonalization of the
RDM. In this asymptotic state, the coherence length of the system will be approximately
zero, and this is generally interpreted as a signal that the subsystem must be represented
by a well-localized state. This is indeed the only possible state which is compatible with
this situation, in which quantum interference cannot be detected if not over a very small
distance. From the analysis of the master equation in collisional decoherence we thus
reach the following conclusion: a subsystem in interaction with the environment will be
described by a well-localized state.43

5.3.2 Pointer states from the quantum Brownian motion

A rigorous derivation of the specific form of the pointer states is given by Zurek et al.
(1993) in the framework of the Quantum Brownian Motion (QBM), which is (together
with collisional decoherence) one of the most important models of environmental deco-
herence for the quantum-to-classical transition. In the QBM, the system is represented
by a quantum harmonic oscillator and linearly coupled through position with a thermal
bath of harmonic oscillators, i.e. a collection of individual quantum harmonic oscillators
at constant temperature T . In the following, I will briefly resume the strategy used by
Zurek and collaborators to derive the specific form of the pointer states.

39Collisional decoherence is decoherence induced by scattering of environmental particles on the system
of interest. It is thus a type of environmental decoherence and one of the most important models of
decoherence for the quantum-to-classical transition, together with the Quantum Brownian Motion.

40This limit applies when the wavelength of the environmental particles is larger than the spatial distance
between the subsystem components.

41See Schlosshauer (2007, p. 128-132) for the derivation of the master equation.
42Note: the distance |x− x′| has a threshold after which the long-wavelength limit is not valid anymore

and has to be replaced by the short-wavelength limit, which applies when the wavelength of the
environmental particles is shorter than the spatial distance |x− x′|. Decoherence in this latter limit
is much more effective than decoherence in the long-wavelength limit.

43This is a standard claim in decoherence theory. However, see Romano (2022) for a critical assessment
of this claim.
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As a first step, the authors derive the subsystem reduced density matrix ρS and the
corresponding mater equation ρ̇S , defining the linear quantum entropy S as a function
of ρS :44

S(ρS) = Tr
(
ρS − ρ2

S

)
(41)

The linear entropy describes the level of purity of a state: for a pure state (ρ = ρ2),
the linear entropy is zero. It increases when the pure state transforms into a mixture
and is maximum for a genuine mixed state. Recalling that pointer states are the states
that get least entangled with the environment, i.e. they remain as “pure” as possible,
they will correspond to those initial states for which the increase of linear entropy is
minimum.45 The authors find that the increase of the linear entropy is given by the
following expression:

Ṡ(ρS) = 4D∆x2 (42)

where ∆x is the standard deviation of position and D = 2γmkBT
~2 is a constant of the

model, with γ representing the coupling with the environment, m the mass of the sys-
tem, kB the Boltzmann’s constant and T the temperature of each individual harmonic
oscillator composing the environment. In particular, the authors analyze the problem in
the weak-coupling limit,46 i.e. the regime in which the self Hamiltonian of the system
and the interaction Hamiltonian simultaneously affect the system’s dynamics. For math-
ematical convenience, the authors rewrite the linear entropy as a function of ∆x, ∆p
and w, respectively the standard deviations of position and momentum and the angular
frequency of the system. Finally, they find that the linear entropy increase is minimum
for an initial state characterized by the minimum uncertainty ∆x∆p = ~

2 and:

∆x2 =
~

2mw
(43)

which is the spread in position of the ground state of the quantum harmonic oscillator.
From this result, the authors conclude that the pointer state of the QBM is the ground
state of the quantum harmonic oscillator, i.e. a minimum-uncertainty Gaussian state.47

44The explicit form of the master equation is not relevant for our discussion, but for the interested reader
this corresponds to eq. (1) of the original article. A complete analysis of the Quantum Brownian
Motion can be found in Schlosshauer (2007, sect. 5.2).

45There is an analogy that can be drawn between pointer states in quantum mechanics and material
points in classical mechanics. Since the pointer states are those states that get least entangled with
the environment, they follow a quasi reversible dynamics and so they are considered to mimic the
reversible dynamics of a material point in classical mechanics. In standard quantum mechanics, a
pointer states is thus the closest quantum analogue of a material point in classical mechanics.

46This permits to describe an approximately reversible dynamics for the pointer states that could be
irremediably lost in the strong coupling limit, where the interaction Hamiltonian dominates over the
other terms and the subsystem dynamics becomes quickly irreversible.

47The conclusion that the pointer states selected by decoherence are Gaussian states has been recently
reinforced by the results of Diosi & Kiefer (2000) and Sörgerl & Hornberger (2015).
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5.3.3 Pointer states are not states, but ES-EWFs are

The problem with this conclusion is that, strictly speaking, the ground state of the
harmonic oscillator is not there, as there is no state for the subsystem. The form of
the pointer state has been inferred by the spread of the position and momentum com-
puted through the reduced density matrix and its time evolution. But there is no state
vector or wave function associated to the ground state of the harmonic oscillator. We
recall, indeed, that according to standard quantum mechanics the state of a system is
completely represented by the state vector, or equivalently by the wave function, while
density matrices have been originally introduced in the quantum formalism for compu-
tational purposes. Without a real collapse of the entangled system-environment state
induced by the interaction with a measurement apparatus, quantum mechanics is just
not able to assign a state vector or a wave function to the subsystem of a larger entangled
state.48 Consequently, the subsystem’s pointer states are not properly states in standard
quantum mechanics. This is a general situation in decoherence theory: the form of the
pointer states is generally inferred from specific considerations on the behavior, the dy-
namics or the structure of the reduced density matrix.49 This is fine for computational
purposes, but it seems more problematic if we want to derive ontological conclusions
about the nature of pointer states. Even if the reduced density matrix suggests that the
dynamics of the subsystem is such “to look like” or “to behave as” a Gaussian state, it
would be wrong to think that we can ipso facto assign a genuine Gaussian state to the
subsystem.
This problem is solved in the context of Bohm’s theory: not only we can identify the
pointer states with the ES-EWFs produced by the interaction with the environment, but
the ES-EWFs are genuine states in Bohm’s theory. In Bohm’s theory, we can safely
re-assign an effective wave function to a subsystem as soon as an effective collapse is
dynamically realized, i.e. as soon as the dynamics of the system-environment entangled
wave function evolves into negligibly-overlapping components on configuration space.
And this is exactly the case when a Bohmian system interacts with the external envi-
ronment, forming ES-EWFs for the subsystems. We can thus identify the pointer states
selected in decoherence theory as ES-EWFs in Bohm’s theory. Since the pointer states
selected in the macroscopic regime–as shown by Zurek’s et al. (1993) for the QBM–look
like or behave as Gaussian states, we can simply draw the line and make the obvious
conclusion: ES-EWFs in Bohm’s theory are Gaussian states.50

48I have analyzed this point in more detail in Romano (2022, sect. 1.2).
49A different approach is taken by Sorgel & Hornberger (2015): in their strategy, the pointer states

are represented by soliton-like solutions of the system-environment entangled wave function. Even
if different from Zurek’s approach, also this strategy amounts to individuate some stable dynamical
structures within the wave function and reify them as states. So, it does not seem to alleviate the
problem discussed here.

50For example: in the case of the QBM analyzed by Zurek et al. (1993), the ES-EWF of the system is
the ground state of the quantum Harmonic oscillator.
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6 The emergence of Newtonian dynamics

In the previous sections I showed that, in Bohm’s theory, the interaction with the envi-
ronment makes the system to collapse effectively (i.e. dynamically) into a well-localized
state, in particular–in the macroscopic regime–into a Gaussian state. I called such states
environmentally-selected effective wave functions (ES-EWFs). The ES-EWFs can be
identified with the pointer states of standard decoherence: they are states (effective wave
functions) that are dynamically selected by the interaction with the environment. This
process of effective factorization explains two features that we expect to occur in the
classical limit:

1. The wave function of the system is well-localized. For a macroscopic system, such
as a measurement apparatus, a cat or a table, the wave function is well-localized
around the center of mass of the system;

2. Bohmian non-locality drops off progressively yet very quickly: systems described
by different ES-EWFs will be quantum mechanically separated, making quantum
non-locality disappear in the macroscopic classical regime.

There is however a further important feature that characterizes classical systems: they
move according to Newton’s theory. That is: the Bohmian dynamics must approxi-
mately51 reduce to the Newtonian dynamics when systems are “big enough”. Indeed,
we do not expect decohered systems to follow the Newtonian dynamics at every scale,
but we do expect the Newtonian dynamics to emerge when the standard macroscopic
conditions are realized:

• m→∞

• ~→ 0

We thus expect that the Bohmian dynamics approximately reduces to the Newtonian
dynamics for ES-EWFs (providing the condition of decoherence and interaction with
the environment) to which the conditions m → ∞ and ~ → 0 apply. The transition
from the Bohmian to the Newtonian dynamics is straightforwardly illustrated within
the Hamilton-Jacobi formalism. As we saw in sect. (2), the dynamics of the Bohmian
systems is governed by the quantum Hamilton-Jacobi equation:

∂S

∂t
+

(∇S)2

2m
+ V +Q = 0 (44)

representing particles with momentum p = ∇S and affected by the (classical + quantum)
potential V +Q. When the quantum potential is negligible:

Q ≈ 0

51Within a range of approximation that is not empirically detectable at the macroscopic scale.
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,
eq. (44) reduces to the classical Hamilton-Jacobi equation:

∂S

∂t
+

(∇S)2

2m
+ V = 0 (45)

representing particles with momentum p = ∇S and affected by the classical potential V.
Eq. (45) corresponds to the fundamental equation of classical Newtonian dynamics, i.e.
Newton’s second law of motion:

mẍ = −∇V (46)

Therefore, Bohm’s theory reduces to Newton’s theory when the quantum potential is
zero, or approximately zero, insofar it is responsible for small deviations from the usual
Newtonian behavior that are not empirically detectable in the macroscopic regime.
One important note: if we use the quantum Newton’s law instead of the quantum Hamil-
ton Jacobi equation we may get the impression that, for the classical limit, not only the
quantum potential but also the quantum force (the gradient of the quantum potential)
must be zero in order for Bohm’s theory to reduce to Newton’s theory. This is because in
normal conditions the acceleration of the Bohmian particles is affected by the quantum
force. However, when the quantum potential is zero or approximately zero, (44) reduces
to (45) and the quantum force term will not appear in the quantum Newton’s law.52

We must thus analyze the behavior of the quantum potential for the effective wave
functions selected by the interaction with the environment. As we saw in sect. (5.3), the
ES-EWFs are Gaussian states. A simple Gaussian state can be described as follows:

ψ(x) = Ae−
x2

4σ2 (47)

where A is the amplitude and σ the standard deviation of the Gaussian. In order to
study the dynamics of the system and compare it with Newton’s theory, we compute the
quantum potential Q = − ~2

2m
∇2R
R , which encodes the possible deviations from Newtonian

dynamics. The quantum potential for the Gaussian state (47) is given by:53

QG =
~2

4mβ2
(1− x2

β2
) (48)

where β2 = σ2[1 + ( ~t
2mσ2 )2] and m is the mass of the system. It is easy to see that (48)

tends to zero for the standard macroscopic conditions (m→∞, ~→ 0):54

lim
~→0
m→∞

QG = lim
~→0
m→∞

[
~2

4mβ2
(1− x2

β2
)

]
≈ 0 (49)

52We may think of extreme cases in which, even if the quantum potential has a very small value, its
spatial derivative oscillates very rapidly and produces of a non-negligible quantum force. Such cases
cannot be excluded a priori, but for the moment we can (quite safely) assume that when the quantum
potential is approximately zero the influence of the quantum force will be also negligible.

53Ballentine (2015, ch. 14).
54Note that the quantum potential in (49) goes to zero even if we maintain ~ as a constant and let the

limit varying on the value of the mass, which approaches m→∞ for macroscopic systems.

25



This finally suggests that the center of mass of a macroscopic Bohmian system in in-
teraction with the environment–a macroscopic system represented by an ES-EWF–will
move according to Newton’s second law of dynamics (46).

7 Conclusions

The paper shows that Bohm’s theory reduces to Newton’s theory in the macroscopic
classical regime. When a Bohmian system interacts with an external environment, effec-
tive wave functions are dynamically selected by the the environment (ES-EWFs). The
derivation of the classical Newtonian dynamics follows from two main considerations: (i)
the ES-EWFs can be identified with the pointer states of standard decoherence and, in
the macroscopic regime, they are Gaussian states; (ii) the quantum potential of a Gaus-
sian state is negligible when the system is massive and ~→ 0. Both of these conditions
apply when the system is macroscopic. Therefore, a macroscopic Bohmian system in
interaction with the environment will follow an approximately Newtonian dynamics.
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