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What do the Middle Ages and modern computers have in common? Nothing, you 
may say: the Middle Ages are synonymous with darkness, stagnation, and 
ignorance, whereas computers are the crown jewels of enlightenment, progress, 
and innovation. I would reply that they actually have many things in common, one 
of which is their intimate relationship with logic, the study of valid reasoning—
and yet the medieval conception of valid reasoning turns out to be a tough nut to 
crack for a computer, as we shall see. 

The question of whether computers can distinguish valid from invalid 
arguments was first asked before there were any actual computers. The idea of 
implementing an algebra of logic on a computing machine had been envisioned as 
early as the 17th century by G. W. Leibniz (Davis, 2018, 5). In 1928, David Hilbert 
and Wilhelm Ackermann posed the so-called Decision Problem 
(Entscheidungsproblem), leading to the development of various models of 
computation that were then incarnated by actual computers as we know them. We 
can paraphrase this problem, given certain now obvious conventions and results, 
as follows:2 

                                                
1 This paper has undergone peer review. 
2 The problem, as it was originally formulated, was to find “a procedure that allows one to decide 
through finitely many operations whether a given logical expression is universally valid or, 
alternatively, satisfiable” (Hilbert and Ackermann, 1928, 73). We may equate such a procedure 
with an actual computer, given the so-called Church–Turing thesis (see Copeland, 2024) and the 
fact that all prominent models of computation coincide with what actual computers can do. A 
formula 𝐴 is “universally valid” (i.e., a logical truth) if and only if the argument from the empty 
set of premises to 𝐴 is formally valid, and an argument from 𝐴1, 𝐴2, … , 𝐴𝑛 to 𝐶 is formally valid 
(i.e., 𝐶 is a logical consequence of 𝐴1, 𝐴2, … , 𝐴𝑛) if and only if the formula 𝐴1 ∧ 𝐴2 ∧ ⋯ ∧ 𝐴𝑛 → 𝐶 
is universally valid. 
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(The Decision Problem) Is it possible for a computer to decide for any given 
argument in first-order predicate logic whether it is formally valid? 

The problem was to find a ‘decision procedure’, or an ‘effective method’, that 
would take an argument of first-order predicate logic as its input, terminate after a 
finite number of steps, and produce the output ‘Yes’ if the argument is valid and 
‘No’ if it is not. The corresponding problem about propositional logic had already 
been solved by the truth-table method, which allows one to decide the validity of 
any given argument in finitely many steps. It had also been proven that decision 
procedures exist for certain fragments of first-order predicate logic. However, in 
1936, Alonzo Church and Alan Turing proved that such a procedure could not be 
found for full predicate logic and that the Decision Problem was thus unsolvable 
(Church, 1936; Turing, 1936). In spite of the many amazing things that computers 
are capable of, the full depth of valid reasoning is something that evades them. 

This, of course, is not to say that computers would not be useful for 
inferential purposes. Even if the Decision Problem is unsolvable, we may find 
consolation in the existence of various complete proof systems that can be 
straightforwardly implemented on a computer. Although not all invalid arguments 
are refutable in these systems in a finite number of steps, all valid arguments are 
provable in these systems in a finite number of steps. We can simply write a 
computer program that takes an argument as its input and looks for a proof of the 
conclusion from the premises by systematically applying the rules of the chosen 
proof system. If the argument is invalid, there is no proof to be found and the 
execution of the program will never end, but if the argument is valid, there is a 
proof to be found, and the computer is guaranteed to find it eventually. We have 
thus solved a weakened version of the Decision Problem: 

(The Recognition Problem) Is it possible for a computer to recognize any 
given formally valid argument in first-order predicate logic? 

The solution of the Recognition Problem depends on formalization, namely, the 
fact that the conditions of valid inference can be formulated as formal rules that 
only consist in manipulating strings of symbols (the syntax) without regard to their 
meanings (the semantics). The computer can, for instance, be told that the rule of 
universal instantiation, 

∀𝑥𝜑(𝑥)
𝜑(𝑐)  
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is valid regardless of what the open formula 𝜑(𝑥) is about or what object the 
constant term 𝑐 denotes. Thus a computer can, in principle, confirm that the 
argument: 

(1) Valtteri is a human being; every human being is an animal; therefore, 
Valtteri is an animal 

is valid; it only has to be formalized into, e.g.,: 
 

(1’) 𝐻(𝑣), ∀𝑥(𝐻(𝑥) → 𝐴(𝑥)); therefore, 𝐴(𝑣), 
 

and then the computer can search for a proof using the rules of the system. Nothing 
in this process requires that the computer ‘understand’ what the premises and the 
conclusion say or what the terms that occur in them mean. 

In our everyday life, however, we are interested in all sorts of arguments, 
only a part of which can be validated in a formal system of the kind described 
above. Consider the following arguments, for example: 

(2) Valtteri is a human being; therefore, Valtteri is an animal. 

(3) Turku is west of Helsinki; therefore, Helsinki is east of Turku. 

(4) Daffy is black; therefore, Daffy is not white. 

These arguments, as natural as they may seem, do not have a valid form in standard 
first-order predicate logic. Nowadays we are accustomed to classifying such 
arguments as merely materially valid and leaving them outside the scope of logic 
proper, but perhaps that is just a prejudice due to our received philosophy of logic 
(cf. Read, 1994; Halbach, 2020, n. 1). If only we could travel back to the Middle 
Ages, we would find that most logicians at that time would classify these kinds of 
arguments as formally valid because their conclusions are contained in the ‘formal 
understanding’ of their premises, or because the negations of their conclusions are 
‘formally incompatible’ with their premises. Let us call arguments of this kind 
‘conceptual-formally’ valid (to be specified shortly). 

To be sure, I am not saying that we have to travel as far as the Middle Ages 
to find anything like conceptual-formal validity. It lives on in the notion of 
analyticity, traditionally attributed to Kant (cf. Sundholm, 2013), famously refuted 
by Quine (1951), and recently reconsidered by Boghossian and others (see e.g., 
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Boghossian, 1996; Russell, 2008; Boghossian and Williamson, 2020). The related 
notion of ‘analytic validity’ or ‘analytic consequence’ is sporadically mentioned in 
the literature (e.g., Kment, 2006; Etchemendy, 2008; Read, 2015); a mechanism 
called “Analytic Consequence (Ana Con)” has actually been implemented on a 
computer, in a restricted and incomplete form, as part of the software 
accompanying the textbook Language, Proof and Logic (Barker-Plummer, 
Barwise and Etchemendy, 2011).3 Even so, it goes without saying that the 
medieval account of these issues is in many ways different from ours: our concern 
with artificially constructed languages, for one thing, is even more alien to the 
medievals than their Aristotelian worldview of definitions, accidents, and other 
‘predicables’ is to us. Not only is a systematic study of the medieval account an 
interesting task in its own right, but it also casts a new light on our contemporary 
considerations on formal validity. 

The problem that I pose and try to solve in this paper, then, is this: 

(The Medieval Recognition Problem) Is it possible for a computer to 
recognize any given conceptual-formally valid argument? 

As it turns out, this problem is considerably harder than the ordinary Recognition 
Problem. The notion of conceptual-formal validity, unlike that of ordinary 
validity, is inexact to begin with. In order to solve the Medieval Recognition 
Problem, we must first rephrase the problem in more precise terms, or rather, 
whether conceptual-formal validity can be precisely defined is part of the problem 
itself. I will begin by sketching a preliminary account of conceptual-formal 
validity within the framework of modern logic. 
 
1. The Medieval Account of Conceptual-Formal Validity 
 
14th-century theories of formal consequence (consequentia formalis) are by far the 
most remarkable precedent of our contemporary idea of logical consequence or 
formal validity (cf. Dutilh Novaes, 2020). These theories dethroned the 
Aristotelian syllogism, which had held pride of place among valid arguments for 
over a thousand years, in favour of a general account of valid arguments of all 
sorts. In this section, I will formulate a schematic definition of formal validity for 

                                                
3 Something reminiscent of ‘conceptual-formal’ validity may also be found in contemporary 
information-theoretic logic (Corcoran, 1998), intensional logic (Fitting, 2022), and varieties of 
necessity (e.g., Plantinga, 1978; Fine, 2005). 
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an arbitrary first-order language, inspired by what I take to be some of the key 
tenets of the medieval theories. 

The medievals typically first define what it is for an argument to be valid in 
the first place and then distinguish between formally and materially valid 
arguments. In our terminology, their definition of validity (consequence) may be 
stated as follows: 

(Validity) An argument is valid if and only if it is necessarily the case that, 
if the premises are true, then the conclusion is also true.4 

The definition clearly hinges on the sense of “necessarily”. In contrast to 
contemporary philosophers of logic who try to neutralize the appeal to necessity 
in one way or another, medieval authors typically presuppose a primitive notion 
of necessity and understand it in a very broad sense, including merely temporarily 
or ‘as of now’ (ut nunc) necessary cases that we would regard as contingent (see 
Read, 2012; Strobino, 2017). In the above definition, I presuppose a narrower 
notion of necessity that does not include such cases; in so doing, I am deliberately 
glossing over irrelevant aspects in the medieval sources to facilitate the 
systematization of the relevant ones.5 

In order to define formal validity, we need an account of what the form of 
an argument amounts to. There were roughly two competing notions of form in 
the 14th century, which I call structural form and conceptual form.6 For our 
purposes, the structural form of an argument is simply what we get when we 
translate the argument into the language of predicate logic and abstract away from 
the ‘intended’ interpretation of the non-logical constants. Structural form is 

                                                
4 Equivalently: an argument is valid if and only if it is impossible that the premises be true and the 
conclusion false. This definition is ultimately based on Aristotle’s definition of a syllogism 
(Aristotle, 2009, Ch. 1). 
5 In other words, I restrict the class of valid consequences to what many medieval authors call 
‘absolute’ or ‘simple’ (simplex, as opposed to ut nunc) consequences. This restriction is of no 
importance to us, given that we are solely concerned with formal consequences. Some medieval 
authors (e.g., Peter of Mantua) subsumed the formal vs. material distinction under simple 
consequences; others (e.g., John Buridan) subsumed the simple vs. as of now distinction under 
material consequences; either way, formal consequences turn out to be necessary in the narrow 
(simple) sense. 
6 My distinction between structural and conceptual form is a systematization of passages found in 
Walter Burley (2000, 173), Adam Wodeham (1990, 82–83), and several subsequent authors in the 
14th century. I have accounted for this distinction elsewhere (Saario-Ramsay, revised and 
resubmitted). Similar distinctions have previously been suggested by Klima (2016, 335) and 
Strobino (2017, 184). 
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located, as it were, at the level of the object language and involves no explanation 
of the non-logical constants in the metalanguage. For instance, the structural form 
of the argument (2) is: 

 
(2’) 𝐻(𝑣); therefore, 𝐴(𝑣), 
 

where the predicate symbols 𝐻 and 𝐴 and the individual constant 𝑣 may receive 
any interpretations of the appropriate type. The conceptual form, by contrast, is 
given in the metalanguage: in addition to the structural form, it imposes some 
constraint on the mutual relationships of the interpretations of the non-logical 
constants. In the minds of the medievals, the argument (2) is underwritten by the 
understanding that, in the Aristotelian hierarchy of universal terms, the concept 
‘animal’ is part of the essence of the concept of ‘human being’. Correspondingly, 
the conceptual form of (2) consists of (2’) and the requirement that the extension 
of 𝐻 be included in that of 𝐴: 
 

(2’’) ‘𝐻(𝑣); therefore, 𝐴(𝑣)’ and 𝑒𝑥𝑡(𝐻) ⊆ 𝑒𝑥𝑡(𝐴). 
 

Thus, for instance, ‘Bucephalus is a horse; therefore, Bucephalus is a mammal’ 
and ‘Aristotle is Greek; therefore, Aristotle is Egyptian’ are both of the structural 
form (2’), but only the first is of the conceptual form (2’’). 

With these notions of form at hand, we can proceed to define formal validity 
based on the following scheme: 

(___-formal validity) An argument is ___-formally valid if and only if every 
instance of its ___ form is valid. 

Each of the two notions of form, when applied to the scheme above, results in a 
corresponding notion of formal validity. An argument is structural-formally valid 
if every instance of its structural form is valid, and conceptual-formally valid if 
every instance of its conceptual form is valid.7 Structural-formal validity roughly 

                                                
7 The two kinds of validity correspond to the “FO Con” and “Ana Con” procedures of the 
Language, Proof and Logic package mentioned above. “In theory”, Ana Con should be able to 
verify any argument that is valid in virtue of the meanings of logical constants and the non-logical 
constants of the software’s specific object language, while in practice, its implementation 
disregards the meanings of two predicates as too complex and even then fails to find some proofs 
(Barker-Plummer, Barwise and Etchemendy, 2011, 60–61, 577–578; see also Cohen, 2004). I take 
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corresponds to the so-called Parisian account of formal consequence, represented 
by John Buridan and a few others (see Archambault, 2017; Ciola, 2018). 
Conceptual-formal validity, in turn, renders a line of thought gradually developed 
in the so-called British tradition of formal consequence (see Saario-Ramsay, 
revised and resubmitted). My version of it is mostly inspired by Peter of Mantua 
(Strobino, 2017) and, to some extent, by Paul of Venice (1990). Structural-formal 
validity is analogous to our modern notion of logical consequence and has in fact 
been formalized using the resources of modern formal logic (Dutilh Novaes, 
2007), but it is conceptual-formal validity that more closely corresponds to the 
dominant views in the 14th century (cf. Saario-Ramsay, revised and resubmitted). 
On this account of formal validity, arguments like (2), (3), and (4) are not merely 
materially valid, as they are on the structural account, but formally valid. 
According to a common formulation in the British school, such arguments are 
formally valid because the conclusion is contained in the signification or ‘in the 
formal understanding’ (de formali intellectu) of the premises, so that anyone who 
understands that the premises are true also understands that the conclusion is true 
(see e.g., Seaton, 1973; Green-Pedersen, 1981), or because the contradictory 
opposite of the conclusion ‘is formally incompatible with’ (formaliter repugnare) 
the premises (Paul of Venice, 1990). 

Let us now return to the Medieval Recognition Problem. Are computers 
capable of recognizing conceptual-formally valid arguments? To get things going, 
let us adopt for now the set-up of John Searle’s Chinese Room Argument (Searle, 
1980, 1984). Imagine that a computer is like a person—let us call her Siri—sitting 
in a closed room with two letterboxes, one for input and the other for output. She 
has a book of formal rules that tell her what conclusions she is allowed to derive 
from what premises—the rules are “formal” in the sense that they only concern 
the shapes of symbols—and apart from these rules, she knows absolutely nothing 
about the symbols. She is given a finite set of premises and a conclusion as an 
input and she is supposed to produce an output “Yes” if the conclusion is derivable 
from the premises by the rules. Accept, for the sake of argument, that this set-up 
is an adequate allegory of a computer. The question is, can you write a book of 
rules for conceptual-formal validity so that Siri would be able to correctly 
recognize all and only conceptual-formally valid arguments? 

                                                
it that a full implementation for the particular language in question would be possible along the 
lines I discuss in Sections 0 and 0. 
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If Siri is given (1) as an input and asked if it is structural-formally valid, she 
can easily confirm that it is: all she needs to do is derive 𝐻(𝑠) → 𝐴(𝑠) from the 
second premise by the rule of universal instantiation and then derive 𝐴(𝑠) from 
that formula and the first premise by the rule of Modus Ponens. By contrast, if she 
is given (2) as an input and asked if it is conceptual-formally valid, it is far from 
obvious what kind of rules could have been written to allow her to handle cases 
like this. At face value, it seems that she would need to understand what the terms 
𝐻 (human being) and 𝐴 (animal) are about, but it was assumed at the outset that 
she does not understand the underlying language beyond what is written in the 
rulebook. It might be thought that encoding all the complex connections between 
concepts understood by the human intellect into formal rules to be mechanically 
followed by a non-intellect is very challenging if not impossible. Even if they 
could be so encoded, we might wonder whether that would amount to “formal 
understanding” in the medieval sense: as Searle himself says, “whatever purely 
formal principles you put into the computer, they will not be sufficient for 
understanding” (Searle, 1980, 238).8 

I will say that a notion of validity is formalizable if it can be implemented 
by a Chinese Room in the way outlined above. Importantly, validity must be 
reduced to formal rules that Siri can follow without understanding their content, 
and Siri will follow these rules in a completely mechanic manner: she is not 
allowed to make any exceptions or change the rules along the way. As noted, there 
are prima facie reasons to suspect that conceptual-formal validity cannot be 
reduced to formal rules of the kind described. These considerations give rise to the 
following argument: 

 
Validity can be recognized by a computer only if it is formalizable; 
Conceptual-formal validity is not formalizable; 
Therefore, conceptual-formal validity cannot be recognized by a computer. 
 

                                                
8 One of my referees objected that Searle’s Chinese Room Argument is not really relevant for this 
paper. I agree that I could very well study the question of modelling conceptual-formal validity 
without any reference to the Chinese Room. I just think that the Chinese Room provides us with a 
nice illustration of the idea of formalization: in this sense, it is nothing but a rhetorical device used 
to enliven the discussion. That said, I do think that there is an interesting analogy between the 
Searlean juxtaposition of syntax vs. semantics and the medieval juxtaposition of structure vs. 
conceptual containment. At the very least, the medieval way of combining “form” and 
“understanding” clearly challenges the Searlean way of contrasting these two notions. 
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That is to say, the Medieval Recognition Problem is unsolvable. Add the premise 
that conceptual-formal validity is essential to everyday reasoning, and you get the 
corollary that computers are unable to accommodate everyday reasoning. The 
crucial question is, do we need to accept this argument? In the following sections, 
I will attack the second premise—the claim that conceptual-formal validity is not 
formalizable—from various directions, drawing on different sources of inspiration 
in modern logic.9 My aim is not so much to argue for any particular view as to 
bring together alternative approaches, relate them to the present problem, and map 
out paths for further inquiry. Having identified problems with each of the 
considered attacks on the second premise, I devote the final section to questioning 
the first. 
 
2. Enriching the Object Language 
 
I am certainly not the first to think about ways of formalizing the medieval account 
of ‘conceptual-formal’ validity within modern logic. Peter King does so while 
discussing William of Ockham’s rule that a consequence “from a superior 
distributed term to an inferior distributed term”, such as “Every animal is running; 
therefore, every human being is running”, is valid (Ockham, 1974, 591). King 
notes that this rule: 

treats the relation between the terms ‘animal’ and [‘human being’] as a 
formal feature. Modern first-order logic does not normally respect such 
relationships, but could do so in a number of ways: indexing or sorting the 
term-variables; adding semantic rules along the lines of meaning-postulates; 
and the like. (King, 2001, n. 35) 

I will first consider the suggestion of indexing or sorting the term variables and 
postpone the discussion of meaning postulates. Given that term variables like 
‘animal’ and ‘human being’ are usually formalized in first-order predicate logic by 
predicate symbols, we might follow King’s lead by enriching the object language 
with subscripted predicate symbols, where the subscripts are used to impose 
certain limitations on the interpretation of the symbols in question. Let us say that 
                                                
9 I am thus taking up the challenge formulated by Stephen Read at the end of his paper (Read, 
1993, 259) as follows: “What I have not tackled is the open question whether a non-classical 
account of logical consequence, perhaps based on the recurring idea of containment or inclusion 
of consequent in antecedent, can be developed, inspired by the medieval phrase de formali 
intellectu. But that will have to wait for another occasion.” 
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for any predicate symbols 𝑃 and 𝑄, there is a subscripted predicate symbol 𝑃⊆𝑄, 
the extension of which must be included in that of 𝑄. Ockham’s example can then 
be formalized as: 
 

∀𝑥(𝐴(𝑥) → 𝑅(𝑥)); therefore, ∀𝑥(𝐻⊆𝐴(𝑥) → 𝑅(𝑥)), 
 
which comes out as valid in the semantics described. 

A weakness of this strategy is revealed by considering another example: 

(5) Valtteri is a human being; therefore, Valtteri is a living thing, 

where the formalization of ‘human being’ by 𝐻⊆𝐴 and ‘living thing’ by 𝐿 does not 
produce a valid form. We have two options: either we introduce an alternative 
symbol for ‘human being’, such as 𝐻⊆𝐿, and use that symbol rather than 𝐻⊆𝐴 in 
the formalization of this argument, or we conflate the two subscripts within one 
predicate symbol, as in 𝐻⊆𝐴,𝐿, and use that symbol in the formalization of both 
arguments. 

Further examples along these lines make the notation even more 
complicated. The problem is not just that all relations of mutual inclusion have to 
be integrated into the syntax; mutual inclusion is but one of many different types 
of term relationships, each of which needs its own notation. In argument (3), for 
instance, the relationship between the terms ‘is west of’ and ‘is east of’ is not that 
one is superior to the other; rather, they are each other’s inverses in the sense that 
𝑥 is west of 𝑦 if and only if 𝑦 is east of 𝑥. Following the common practice in 
mathematical logic, this relationship would be formalized by something like: 

𝑊(𝑡, ℎ); therefore, 𝑊−1(ℎ, 𝑡).10 
The more terms are included in the object language, the more complex is the 
syntax required to encode all their mutual relationships. And yet, as long as there 
is only a finite number of terms and only a finite number of different types of 
relationships among terms, all the possible relationships between the terms are in 
principle encodable by subscripted symbols. Once we have set down all the 
different types of term relationships that we want to be able to encode, we can tell 
the computer how to decode them. The question is, will this strategy provide us 
with a solution to the Medieval Recognition Problem? 
                                                
10 The terms of argument (4) exhibit yet another kind of relationship, namely, mutual 
incompatibility. They could be formalized by, say, 𝐵 and 𝑊∩𝐵=∅, where the subscript requires that 
the extensions of the predicates be disjoint; and so on for other types of term relationships. 
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I argue that it does not. A core intuition underlying the problem is that the 
computer should already ‘know’ how particular terms relate. It should, for 
instance, ‘know’ that the predicate ‘animal’ applies to every individual to which 
the predicate ‘human being’ applies. By the ‘enriched language’ strategy, however, 
the computer would not ‘know’ any such relationships; it would merely ‘know’ 
abstract patterns of the sort: ‘if there are any predicates of the form 𝑄 and 𝑃⊆𝑄, 
then 𝑄 applies to every individual to which 𝑃⊆𝑄 applies’. It would be the task of 
the user of the computer to fill in all relevant information on term relationships 
when feeding an argument to the computer, and this would have to be done 
separately for every argument ever fed to the computer. For instance, in order to 
check the validity of argument (5), the user should formalize not only the 
predicates as 𝐻 and 𝐿, but also the inclusion of 𝐻 in 𝐿 by adding the appropriate 
subscript. The user would, in effect, do all the interesting work on behalf of the 
computer. We must therefore look for a solution elsewhere. 
 
3. The Suppressed Premise Strategy 
 
Perhaps the most obvious way to try to formalize conceptual-formal validity is 
what Read (1994) calls “the suppressed premise strategy”. This strategy is based 
on the idea that the condition on conceptual connections expressed in the 
metalanguage could be written out in a sentence of the object language and added 
as a premise to the argument to make it structural-formally valid. In the conceptual 
form of (2), for instance, the metalanguage condition 𝑒𝑥𝑡(𝐻) ⊆ 𝑒𝑥𝑡(𝐴) could be 
translated into the object language sentence ∀𝑥(𝐻(𝑥) → 𝐴(𝑥)). When we add this 
sentence as a premise to (2), we get the argument (1), which is structural-formally 
valid if and only if (2) is conceptual-formally valid. 

Something like this can be already found in medieval authors. John Buridan, 
while defining formal validity in terms of structural form and thereby classifying 
consequences like (2) as merely materially valid, remarks that they can 
nevertheless be reduced to formally valid ones by adding a necessarily true 
premise (Buridan, 2015, 68). For instance, (2) could be reduced to a formal 
consequence by adding the premise ‘Every human being is an animal’, which 
expresses a necessary truth. Similarly, (3) and (4) could be reduced to formal 
consequences by adding, e.g., the necessary truths ‘Turku is west of Helsinki if 
and only if Helsinki is east of Turku’ and ‘Daffy is not both black and white’, 
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respectively. As it turns out, all conceptual-formally valid arguments can be 
reduced to structural-formally valid arguments in this way (cf. Read, 1994). 

The Achilles heel of the strategy lies in the requirement that the added 
premise be necessarily true. The mere fact that an argument can be made 
structural-formally valid by adding a premise is insufficient for its conceptual-
formal validity: indeed, any argument ‘𝜑; therefore, 𝜓’ can be trivially made 
structural-formally valid by adding the premise 𝜑 → 𝜓. This leaves us with a 
dilemma. Either we require that the user supplies the suppressed premise, if there 
is one, for every argument that they feed to the computer, or we devise a computer 
that can supply the suppressed premise by itself. The first option would be 
cheating, for the user would then be doing the work of identifying conceptual-
formally valid arguments while the computer would only recognize structural-
formally valid ones.11 The other option would require that the computer not only 
formulates the missing premise, but also recognizes that it is necessarily true, and 
that is easier said than done. Even if we found a way to teach the computer to 
recognize necessary truths, the act of adding a premise is not the critical step; on 
the contrary, the whole weight of the problem is shifted to recognizing the 
necessary truth of that premise (cf. Read, 1994, 258). Plausibly, a computer that 
can recognize necessary truth can just as well recognize conceptual-formal validity 
directly without recourse to structural-formal validity. We are back at square one. 
 
4. The Shorthand Strategy 
 
Another obvious way to formalize conceptual-formal validity is based on the idea 
that defined terms be short for their definitions (cf. Quine, 1951; Fine, 2005, 236). 
This insight would allow us to reduce conceptual-formally valid arguments to 
structural-formally valid ones by replacing the defined terms with their definitions. 
For instance, given that a ‘human being’ is defined as a ‘rational animal’, we could 
replace ‘human being’ with ‘rational animal’ in the argument (2) and thereby 
reduce it to: 

 Valtteri is a rational animal; therefore, Valtteri is an animal. 

                                                
11 Recall that we are looking for a formalization that is ‘static’ like that of structural-formal validity. 
The computer is not allowed to store suppressed premises from the user’s input into its memory 
and use them for processing future input. We will give up this requirement in the final section. 
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In formalized language, this corresponds to applying the definition 
𝐻(𝑥) ≡𝑑𝑓 𝑅(𝑥) ∧ 𝐴(𝑥) to the argument (2’), resulting in: 

 
𝑅(𝑣) ∧ 𝐴(𝑣); therefore, 𝐴(𝑣). 
 

This argument is clearly structural-formally valid, and hence we would conclude 
that the original argument (2) is conceptual-formally valid. 

Certain qualifications have to be made to circumvent certain difficulties 
analogical to the problems of the suppressed premise strategy. First, the fact that a 
given argument can be made structural-formally valid by expanding suitable 
‘definitions’ of the primitive terms is insufficient for conceptual-formal validity. 
For instance: 

Plato is a philosopher; therefore, Plato is a potato 

reduces to a structural-formally valid argument under the substitution of ‘mashed 
potato’ for ‘philosopher’, but this ‘definition’ is of course incorrect. It is an 
obvious requirement that only correct definitions be used. Moreover, we cannot 
expand the correct definitions before we feed the argument to the computer, for it 
would, again, be cheating. 

It remains to be shown how to encode all the definitions to a computer. This 
does not seem too difficult: cannot we just list all the definitions and append them 
to Siri’s rulebook, like a dictionary where she can look up the definitions of 
primitive predicate symbols? So long as there is only a finite number of non-
circular definitions formalizable in the object language, it is fairly easy to design 
an algorithm for expanding all of them in any given argument. Suppose, for 
instance, that the dictionary included the following definitions (here given in the 
vernacular for the sake of illustration): 

‘bachelor’ =df ‘unmarried man’ 

‘man’  =df ‘male human’  

‘human’ =df ‘rational animal’. 

We could then reduce the argument: 

Plato is a bachelor; therefore, Plato is rational 
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to a structural-formally valid one, applying each of the three definitions in turn: 

Plato is an unmarried man; therefore, Plato is rational 

Plato is an unmarried male human; therefore, Plato is rational 

Plato is an unmarried male rational animal; therefore, Plato is rational.  

This approach applies to all cases of conceptual-formal validity that are grounded 
on definitions of terms. Argument (2) is another example of this kind. Arguments 
(3) and (4), however, are different.12 In fact, the examples (2), (3), and (4) have 
been deliberately modelled upon three medieval ‘degrees of formality’ (Paul of 
Venice, 1990, 90–93; see also Strobino, 2017), only the first of which is based on 
definitions. It is impossible that Valtteri would be a human being but not an animal, 
because the definition of the term ‘human being’ includes the term ‘animal’. 

The two other degrees of formality are grounded on necessary truths of a 
weaker kind, where the meanings of the terms are necessarily connected but not 
through their definitions. To accommodate these degrees of formality, we should 
include in Siri’s dictionary all such necessary truths, which are typically more 
complicated than definitions. Take (4), for instance. Black and white are not 
defined in terms of each other but rather, say, in terms of wavelengths of light or 
primitive phenomenal qualities—neither is more primitive than the other (Read, 
1994, 250–251)—and yet it is a necessary truth that nothing is both black and 
white. The conceptual form of (4) is: 

 
‘𝐵(𝑑); therefore, ¬𝑊(𝑑)’ and 𝑒𝑥𝑡(𝐵) ∩ 𝑒𝑥𝑡(𝑊) = ∅, 
 

where 𝑒𝑥𝑡(𝐵) ∩ 𝑒𝑥𝑡(𝑊) = ∅ expresses a non-definitional necessary truth. Such 
necessary truths cannot be reduced to dictionary definitions, but perhaps they can 
be encoded to a computer in some alternative way. 
 
5. Meaning Postulates 
 
Rudolf Carnap (1952) defends the notion of analyticity against Quine’s (1951) 
famous attack by introducing semantic rules known as meaning postulates.13 In 

                                                
12 Boghossian would say that they are examples of “a priori statements that are not Frege-analytic” 
(Boghossian, 1996, 368). 
13 Cf. Boghossian’s (1996) idea of “implicit definition”. 
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the framework of the present paper, Carnap’s meaning postulates can be cashed 
out as the object language translations of the metalanguage conditions pertaining 
to conceptual form. The difference with respect to the suppressed premise strategy 
is that these sentences are not added as premises to any particular arguments but 
rather constitute a body of ‘presuppositional knowledge’ that is common to all 
arguments and belongs to the underlying system as a whole. The difference with 
respect to the shorthand strategy is that these sentences include not only definitions 
but also weaker necessary truths that are supposed to constrain the interpretation 
of the predicate symbols. To continue with our previous metaphor, we could say 
that meaning postulates are added as a special appendix to Siri’s rulebook. This 
appendix is not made up of definitions like a traditional dictionary, but rather of 
non-logical axioms that enable Siri to deal with non-logical symbols according to 
their intended meanings. 

To guarantee the validity of arguments (2), (3), and (4), we may introduce 
the following meaning postulates: 

 
(MP2) ∀𝑥(𝐻(𝑥) → 𝐴(𝑥)) 
(MP3) ∀𝑥∀𝑦(𝑊(𝑥, 𝑦) ↔ 𝐸(𝑦, 𝑥)) 
(MP4) ¬∃𝑥(𝐵(𝑥) ∧ 𝑊(𝑥)). 

 
Such postulates are arguably similar to ‘intrinsic middles’ or ‘intrinsic topics’ that 
were appealed to by medieval logicians like Walter Burley and William of 
Ockham (cf. King, 2001, 130; Archambault, 2018; Crimi, 2018). For instance, the 
formal consequence ‘A human being is running; therefore, an animal is running’ 
was apparently thought to hold through the intrinsic middle ‘Every human being 
is an animal’ (Crimi, 2018, 261). 

While this strategy is in many ways superior to the previous ones, it should 
be noted that the available meaning postulates are limited by the expressive power 
of the object language. There are cases in which the requisite meaning postulate 
simply cannot be expressed in the object language (cf. Etchemendy, 1999, 71). 
Consider, for instance, arguments such as: 

Ada is a parent of Bob; therefore, Bob is not a parent of Ada. 

Ada is a parent of Bob; Bob is a parent of Chris; therefore, Ada is an ancestor 
of Chris. 
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Ada and Bob have no ancestor in common; Chris is a parent of Ada; 
therefore, Chris is not a parent of Bob. 

In order to be able to deal with all possible arguments involving the binary 
predicates ‘is a parent of’ and ‘is an ancestor of’, we would need particularly strong 
meaning postulates. Let us assume, for simplicity, that there are no other (non-
logical) predicates in our language besides these two. The predicate ‘is a parent 
of’ might be defined by axioms of irreflexivity (‘no one is a parent of oneself’), 
asymmetry (‘for all 𝑥 and 𝑦, if 𝑥 is a parent of 𝑦, then 𝑦 is not a parent of 𝑥’), and 
so on. However, to establish the semantic connection between ‘is a parent of’ and 
‘is an ancestor of’, we would need to add a postulate along the following lines: 
 

For all 𝑥 and 𝑦, 𝑥 is an ancestor of 𝑦 if and only if there are 𝑧1, 𝑧2, … , 𝑧𝑛 such 
that 𝑥 is a parent of 𝑧1, 𝑧1 is a parent of 𝑧2, …, and 𝑧𝑛 is a parent of 𝑦. 
 

This postulate can only be expressed in higher-order logic. While we can choose 
our object language to be of any order we like, limitations of expressive power are 
bound to reappear at the higher level. In general, the Carnapian approach limits 
the conceptual form to what can be expressed in the object language, but plausibly, 
the realm of meaning exceeds any such technical limitations: the medievals, in 
particular, knew no distinction between object and metalanguage. In the next 
section, I will consider the possibility of transferring the Carnapian approach to 
the level of metalanguage. 
 
6. From Rules to Models 
 
The three previous strategies have all tried to embed conceptual-formal validity to 
structural-formal validity through some restrictive conditions expressed at the 
object level, be it in the form of premises, definitions, or semantic rules. In this 
section, I show how the notion of conceptual-formal validity can be directly 
formalized at the metalevel, taking up the informal characterization that we started 
with in the first section and making it more precise by modifying the standard 
model-theoretic semantics. 

Suppose that our object language contains the predicate symbols 𝐻 (‘human 
being’) and 𝐴 (‘animal’). In ordinary metalogic, we would characterize these 
symbols as non-logical constants and vary their interpretation quite freely from 
model to model, while keeping the interpretation of logical constants essentially 
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fixed across models. I say “quite freely” and “essentially fixed” because, on one 
hand, the predicate symbols cannot be assigned just any sets as extensions: they 
have to be subsets of the domain. The domain, on the other hand, is the set that the 
quantifiers range over, and this set varies with the model. In Etchemendy’s (1999) 
terminology, there is a “cross-term restriction” that fixes a certain connection 
between the predicate symbols and the quantifiers, namely, that the extensions of 
the predicate symbols are subsets of the domain of quantification. However, “there 
is no significant difference between this sort of restriction and the use of so-called 
meaning postulates” (Etchemendy, 1999, 71), such as the requirement that the 
extension of 𝐻 be included in that of 𝐴. Why, then, is the former restriction 
accepted in the standard semantics while the latter is rejected? Etchemendy’s 
response is to reject the former along with the latter; our response, by contrast, is 
to incorporate the latter in the metalogic along with the former. 

Gillian Russell (2024) makes a similar point by distinguishing between fixed 
(‘conditional’) and variable (‘environmental’) meanings of expressions. The key 
insight, as I see it, is this. The classical demarcation of expressions into logical and 
non-logical is, at best, a rough approximation; to make it more accurate, we must 
formalize each expression as consisting of a fixed (logical) and a variable (non-
logical) part. As we saw above, not even in standard metalogic is there really a 
sharp boundary between logical and non-logical constants. Take the interpretation 
of the universal quantifier, for instance. Its intuitive meaning ‘everything’ can 
literally be split up into the fixed part ‘every’ and the variable part ‘thing’ (cf. 
Etchemendy, 1999, 67). The meaning of the quantifier requires satisfiability by 
every member of the domain, and this requirement invariably applies in any model, 
while the domain itself—the extension of ‘thing’—varies with the model. But if 
quantifiers are already cut in half like this, why not let the cut extend to constants 
traditionally held as non-logical? Indeed, we may similarly divide the 
interpretation of our predicate symbols 𝐻 and 𝐴 into two parts: the requirement 
that the extension of 𝐻 be a subset of that of 𝐴 is the fixed part, and the elements 
of the extensions, which can be any elements of the domain as long as the required 
relation of subsethood holds, is the variable part. Logicality is thus not a binary 
classification but a matter of degree: some constants are more logical than others, 
depending on the relative ‘sizes’ of their fixed parts (cf. Sagi, 2018). 

With this demarcation of fixed and variable parts in mind, we get a precise 
idea of what an “instance” of a conceptual form is: it is a model, the definition of 
which has been amended by imposing certain restrictions on the interpretations of 
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the predicate symbols. Just like with ordinary structural form, formal validity is 
truth-preservation in all models, only now the set of relevant models has been 
narrowed down. We have thus incorporated the Carnapian meaning postulates into 
the metalogic in a way that is a natural continuation of the usual semantics. On 
this account, as Russell (2024, 233) puts it, “there is no principled discontinuity 
between logical and analytic consequence”, or as we would say, between 
structural-formal and conceptual-formal validity. Argument (2) is conceptual-
formally valid because, by the refined definition of a model, all the models of its 
premise are also models of its conclusion. 

To make things a bit more concrete, consider models 𝑀0 = 〈𝐷0, 𝐼0〉 and 𝑀1 =
〈𝐷1, 𝐼1〉 with the following domains: 

 
𝐷0 = {Valtteri, Socrates, Daffy, Helsinki, Turku, Big Ben, √2} 
𝐷1 = {Plato, Aristotle, Alexander, Browny, Bucephalus, Marathon}. 

 
The predicates 𝐻 and 𝐴 and the individual constant 𝑣 are interpreted as follows: 
 

𝐼0(𝐻) = {Valtteri, Socrates} 
𝐼0(𝐴) = {Valtteri, Socrates, Daffy} 
𝐼0(𝑣) = Valtteri 
𝐼1(𝐻) = {Plato, Aristotle, Alexander} 
𝐼1(𝐴) = {Plato, Aristotle, Alexander, Browny, Bucephalus} 
𝐼1(𝑣) = Marathon. 
 

In both domains, the extension of 𝐻 is a subset of that of 𝐴; otherwise the 
construction would not qualify as a model. Model 𝑀0 is a model of both 𝐻(𝑣) and 
𝐴(𝑣), whereas the model 𝑀1 is a model of neither 𝐻(𝑣) nor 𝐴(𝑣). There could 
just as well be a model 𝑀2 which is not a model of 𝐻(𝑣) but is a model of 𝐴(𝑣). 
There cannot, however, be a model which is a model of 𝐻(𝑣) but not of 𝐴(𝑣), and 
hence the argument (2) is conceptual-formally valid. 

Similar adjustments to the definition of a model could be made to 
accommodate the conceptual-formal validity of arguments (3) and (4). An 
example of an argument that is merely materially valid might be something like 
‘There are no irrational numbers; therefore, Valtteri is running’, formalized as: 

 
¬∃𝑥𝐼(𝑥); therefore, 𝑅(𝑣). 
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Here, the premise is thought to be necessarily false but only ‘as a matter of fact’, 
because of its particular content.14 In our formalization, this is to say that not all 
models of the premise are also models of the conclusion. 

Let me use this opportunity to make a slight digression and sketch a 
systematic hierarchy of different types of models. For the sake of illustration, I 
will conceive of these models as possible worlds as in Etchemendy’s (1999) 
‘representational semantics’.15 In place of the scheme of ‘___-formal validity’ 
proposed in the first section, let us now adopt the following, which is closer to the 
contemporary (Tarskian) way of doing things:16 

(___ validity) An argument is ___ly valid if and only if in all ___ly possible 
worlds (models) where its premises are true, its conclusion is also true. 

At the first level of the hierarchy, we have the standard definition of a model. The 
corresponding models are identified as the structural-formally (or logically) 
possible worlds, and the resulting set of valid arguments is that of structural-
formally valid ones. At the second level, we have the definition of a model 
amended in the way described above, resulting in conceptual-formally (or 
semantically) possible worlds and conceptual-formally valid arguments. 
Conceptual-formally possible worlds are a subset of structural-formally possible 
worlds, and conversely, conceptual-formally valid arguments are a superset of 
structural-formally valid arguments. At the third level, the definition of a model is 
further restricted so that it excludes metaphysical impossibilities, such as there 
being no irrational numbers, but still includes physical impossibilities, such as 
Valtteri running faster than the speed of light. Such metaphysically possible worlds 
are, again, a subset of conceptual-formally possible worlds, and the resulting set 
of metaphysically valid arguments is a superset of the set of conceptual-formally 
valid arguments. In this way, the medieval idea of conceptual form can be seen as 
introducing an intermediate sphere of necessity between the familiar categories of 

                                                
14 The medievals’ favourite example of such a falsehood was ‘God does not exist’ (see e.g., 
Strobino, 2017). 
15 Here I diverge from Russell’s (2024) account, wherein models are cashed out not as possible 
worlds but as combinations of worlds and languages. In this respect, I also diverge from other 
‘hybrid’ accounts of logical consequence that have been developed in response to Etchemendy, 
such as those of Sher (1996) and Shapiro (2007). 
16 Note the analogy with “Tarski’s thesis” (McGee, 1992) and the “Generalised Tarski Thesis” 
(Beall and Restall, 2005). 
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logical necessity and metaphysical (or broadly logical) necessity (cf. Plantinga, 
1978; Fine, 2005). The three spheres of necessity are illustrated in Fig. 1.17 
 

 
 
Fig. 1. Spheres of metaphysical, conceptual-formal (semantic), and structural-formal 
(logical) necessity. 
 
This formalization of conceptual-formal validity not only connects to the 
contemporary discussion on the nature of necessity; it is also, I think, more faithful 
to the medieval account of degrees of formality than the alternative formalizations. 
This formalization also fares better than Carnap’s meaning postulates in making 
room for conceptual relationships that cannot be expressed in first-order logic. Yet 
the problem was whether this formalization makes it possible for Siri to recognize 
conceptual-formally valid arguments, and that, unfortunately, seems somewhat 

                                                
17 The hierarchy could be extended in the obvious way by recognizing physically (causally, 
naturally) possible worlds as a subset of the metaphysically possible ones (cf. Plantinga, 1978, 14). 
In the opposite end, we could likewise recognize ‘paralogically’ possible worlds as a superset of 
logically possible ones. Such worlds would attach no fixed meanings to any constants beyond the 
minimal requirement that they be of the appropriate type: for instance, the logical connectives 
could be interpreted as any truth-functions of the appropriate arity, so that contradictions like 𝑝 ∧
¬𝑝 would come out true in some possible worlds. 

Metaphysical 
necessities

∃𝑥𝐼(𝑥)

Conceptual-formal 
necessities

∀𝑥 𝐻 𝑥 → 𝐴 𝑥

Structural-formal 
necessities

𝐴 → 𝐴
∀𝑥𝜑 𝑥 → 𝜑 𝑐
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doubtful. The problem is that Siri could no longer restrict herself to the first-order 
rules of inference; instead, she would have to work with the definition of a model, 
and that definition is given in the higher-order metatheory. As is well-known, there 
is no complete proof system even for second-order logic with standard semantics. 
The details are too complicated to be discussed here, but the general worry is clear: 
basically, the metalogic may be too thick for Siri to swallow. 
 
7. Beyond Formalization 
 
All the strategies for solving the Medieval Recognition Problem discussed above 
ended up in difficulties of one kind or another. Should we give up and conclude 
that the problem is unsolvable? Perhaps it is indeed the case that conceptual-formal 
validity is not fully formalizable; perhaps there simply is no place for conceptual 
form in the Chinese Room. Even so, that does not yet show that conceptual-formal 
validity cannot be recognized by a computer. The claim that conceptual-formal 
validity is not formalizable was merely the second premise of our argument to that 
conclusion. We are still left with the first premise, namely, the claim that 
conceptual-formal validity is recognizable by a computer only if it is formalizable. 
Let me conclude by briefly outlining ways of debunking this first premise. 

The first premise was originally based on the assumption that the Chinese 
Room is an adequate allegory of a computer. If a computer is nothing but an 
automaton manipulating symbols according to pregiven instructions, then it seems 
indeed that the only way for a computer to recognize conceptual-formally valid 
arguments would require a list of instructions for recognizing such arguments by 
their syntactic appearance. We do not, however, need to accept that the Chinese 
Room is an adequate allegory of a computer. Developments in artificial 
intelligence and related fields (see e.g., Bringsjord and Govindarajulu, 2024) 
suggest that a machine-learning model could be trained to recognize conceptual-
formally valid arguments and outperform any traditional formalization we could 
possibly think of. As opposed to our original ‘top-down’ Chinese Room, where 
Siri was applying ready-made rules to given cases, our renovated ‘bottom-up’ 
Chinese Room would have Siri learn from concrete examples of conceptual-
formally valid/invalid arguments and write the rules by herself, as it were, on that 
basis. The rules would amount to probabilistic calculations rather than, say, 
complete axiomatizations, and they would occasionally get it wrong, but perhaps 
we should give up on the requirement of complete accuracy. After all, human 
beings are fallible, too, and the class of conceptual-formally valid arguments may 
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be too vague anyway to ever be given a fully definitive formalization. The 
accuracy of the model might never reach 100%, but at least we could approximate 
the accuracy by testing the model with different data than it was trained with, and 
we could always increase the accuracy by retraining the model with more data or 
by fine-tuning its inner architecture. 

Arguably, conceptual-formal validity has already been realized in the said 
sense by the recent rise of large language models. Take ChatGPT, for instance, 
which is a chatbot based on such a model. When I enter the prompt “Valtteri is a 
human being. Does it follow that Valtteri is an animal?” into ChatGPT, I get the 
following response: 

Yes, it follows that Valtteri is an animal because humans are biologically 
classified as animals. Specifically, humans belong to the kingdom Animalia. 
Therefore, if Valtteri is a human being, Valtteri is also an animal. (OpenAI, 
2024)18 

Indeed, it seems that the Chinese Room has already undergone a thorough 
renovation. Thanks to the renovation, conceptual form appears more welcome in 
the Chinese Room, but we can go even further than that. The rise of externalist 
‘4E’ theories of mind and the concomitant advances in robotics provoke the 
thought that one day we could build a full-blown artificial mind (Telakivi and 
Arstila, 2021). Imagine, for instance, an artificial neural network that is embodied 
in a robot, embedded in and evolving in continuous interaction with its 
environment through sensors and actuators, pretty much like the human brain. 
Such a system would then be expected to make sense of its environment and come 
to learn meanings of terms like ‘human being’ and ‘animal’ based on its 
experience, emulating the way human beings learn the meanings of those terms 
(cf. Telakivi and Arstila, 2021). Just as we can give a conceptual-formally valid 
argument to a human being who then confirms that it is conceptual-formally valid, 
we could give such an argument to the artificial neural network, which would 
likewise confirm that it is conceptual-formally valid. The inner workings of the 
network might appear as a black box—we might not, for instance, be able to 
identify any part of the network as a representation of the term ‘human being’ or 
of the rule by which its meaning is governed—and again, there is no 100% 
guarantee of accuracy, but perhaps that is just the price we have to pay for 

                                                
18 This response was created using the preselected model, GPT-4o. 
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conceptual-formal validity. Perhaps conceptual form is too savage a beast to be 
tamed by any rules of our clean-cut modern logic; too widespread a jungle to be 
contained by any room. 19 

University of Helsinki 
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