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Abstract
This paper provides a philosophically informed and robust account of the global 
justice implications of Artificial Intelligence (AI). We first discuss some of the key 
theories of global justice, before justifying our focus on the Capabilities Approach 
as a useful framework for understanding the context-specific impacts of AI on low- 
to middle-income countries. We then highlight some of the harms and burdens 
facing low- to middle-income countries within the context of both AI use and the 
AI supply chain, by analyzing the extraction of materials, which includes mineral 
extraction and the environmental harms associated with it, and the extraction of 
labor, which includes unethical labor practices, low wages, and the trauma ex-
perienced by some AI workers. We then outline some of the potential harms and 
benefits that AI poses, how these are distributed, and what global justice implica-
tions this has for low- to middle-income countries. Finally, we articulate the global 
justice significance of AI by utilizing the Capabilities Approach. We argue that AI 
must be considered from a global justice perspective given that, globally, AI puts 
significant downward pressure on several elements of well-being thereby making 
it harder for people to achieve threshold levels of the central human capabilities 
needed for a life of dignity.

Keywords  Artificial intelligence (AI) · Global justice · Capabilities · Human 
dignity · Large language models

Received: 23 July 2024 / Accepted: 19 November 2024
© The Author(s), under exclusive licence to Springer Nature B.V. 2024

Artificial Intelligence (AI) and Global Justice

Siavosh Sahebi1  · Paul Formosa1

	
 Siavosh Sahebi
siavosh.sahebi@mq.edu.au

Paul Formosa
paul.formosa@mq.edu.au

1	 Philosophy, Macquarie University, Sydney, Australia

1 3

http://orcid.org/0009-0003-4728-7301
http://orcid.org/0000-0002-7490-0242
http://crossmark.crossref.org/dialog/?doi=10.1007/s11023-024-09708-7&domain=pdf&date_stamp=2024-11-27


S. Sahebi, P. Formosa

1  Introduction

As Artificial Intelligence (AI) proliferates throughout society, there has been a 
greater emphasis on the ethical implications of the technology (e.g. Hagendorff, 
2020; Borenstein & Howard, 2020; Lauer, 2020; Morley et al., 2021), including as 
it pertains to low- to middle-income countries (e.g. Kak, 2020; Png, 2022; Ricaurte, 
2022; Mannuru et al., 2023). Within the AI pipeline, which includes the supply chain 
and development of AI, there is a significant need for and usage of resources. This 
includes the need for natural resources, critical minerals, hardware and infrastructure, 
energy and power usage, and data and labor. All of these require substantial amounts 
of extraction, be it minerals, data, or labor, and this extraction has an impact on both 
the environment and people. Further, much of this resource extraction occurs within 
low- to middle income countries, and this raises important questions around global 
justice. This is because despite the significant role that the citizens of these less well-
off countries play in the supply chain and development of AI, there is a very real risk 
that they will not only miss out on the benefits derived from AI, leading to greater 
global inequality, but also that AI may be used against them in a malevolent way and 
for malfeasance.

There has been a growing focus in the literature around AI and its ethical implica-
tions (Morley et al., 2021), including, but not limited to, the ethical concerns within 
the AI supply chain (Muldoon et al., 2023), the ethical challenges around datafi-
cation, algorithms and automation (Ricaurte, 2022), as well as the ethical dangers 
of Generative AI (Allen & Weyl, 2024; Nah et al., 2023). However, while ethical 
considerations have been central to the literature, issues of justice have been both 
less explicit and comparatively less prominent. Where justice considerations are 
discussed explicitly in their own right, it is often done in terms of domestic jus-
tice (e.g. Gabriel, 2022; Sloan & Warner, 2020; Santoni de Sio et al., 2024; Hickok, 
2022). Further, where global justice and AI is discussed, these discussions are not 
always deeply embedded in relevant philosophical theories of global justice (e.g. 
Rafanelli, 2022; Ricaurte, 2022; Tacheva & Ramasubramanian, 2023; Arsenault & 
Kreps, 2022). Therefore, there is need for work to address this gap by providing a 
philosophically informed and robust account of the global justice implications of 
AI. We aim to fill this gap here by focusing on AI as an explicitly global justice 
issue by utilizing the Capabilities Approach to global justice to flesh out the ways in 
which individuals’ well-being are impacted in the context of AI, both within the AI 
pipeline and development process, as well as resulting from the global distribution 
of the harms and benefits of the technology. As we note in more detail in the next 
section, the Capabilities Approach allows us to assess these impacts across different 
contexts by investigating how the central capabilities necessary for a life of dignity 
are impacted, making this approach useful for this analysis. However, we do not rule 
out that other theories of global justice may also prove fruitful, and we address some 
of these in the next section.

It is important that we clarify here that there are elements of our analysis which 
are not unique to AI and apply to other technologies and industries, such as concerns 
around resource extraction. Throughout our analysis we will emphasize that AI is 
being developed and deployed within an existing unjust and non-ideal global order. 
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Our analysis will also articulate AI specific concerns to ensure our argument is clear 
in its focus on the AI context and the role AI plays in the global justice concerns we 
raise. Some AI specific concerns include certain labor practices, the malicious use of 
AI and AI weaponization, the digital language divide, as well as procedural unfair-
ness in global AI regulation. By addressing these issues, it will become clear that 
while certain elements of the concerns we raise here are not unique to the AI industry, 
other elements are specific to AI, and together both elements raise important global 
justice concerns that demand attention given the rising adoption of AI technology.

The outline of the paper is as follows. First, we lay the groundwork for this analy-
sis by discussing some of the key theories of global justice, before justifying our 
focus on the Capabilities Approach as a useful framework for understanding the 
context-specific impacts of AI on low- to middle-income countries. We also note 
that alternative approaches to global justice should be considered complementary 
to the account developed here. Next, we analyze the global justice implications of 
AI in terms of the extraction of materials, which includes mineral extraction and the 
environmental harms associated with it, and the extraction of labor, which includes 
unethical labor practices, low wages, and the trauma experienced by workers. The 
aim here is to highlight some of the harms and burdens facing low- to middle-income 
countries within the context of AI and the AI supply chain. This will be followed by 
a section which outlines some of the potential harms and benefits that AI poses, how 
they are distributed, and what justice implications this will have for low- to middle-
income countries on a global level. The final section will articulate the global justice 
significance of AI by utilizing the Capabilities Approach. Drawing this together, we 
argue that AI must also be considered from a global justice perspective, not merely 
from an ethical or domestic justice perspective, and active steps should be taken to 
address some of these globally important justice concerns.

2  Theories of Global Justice

Guo et al. (2019) break down theories of global justice into three main theoreti-
cal approaches: rights-based, which focus on the basic principles of justice, such 
as the right to equal treatment; goods-based, which focus on the distribution of 
primary goods, capabilities and equal opportunities for welfare; and virtue-based, 
which focus on the internalization of justice as a virtue which is acquired by indi-
viduals. We note that many theories of global justice incorporate different elements 
of these approaches, meaning both that categorizing them into one of the three main 
approaches outlined here may be difficult and that these three approaches are not 
mutually exclusive. For example, Rawls’ (1971) primary goods approach entails 
elements of rights-based approaches, such as basic rights and liberties, while Nuss-
baum’s (2000) Capabilities Approach, which will be a focus of this analysis, contains 
elements of virtue approaches. However, for the purposes of this analysis, these three 
broad categories provide us with a useful way of differentiating between the core ele-
ments of different theories.

All three approaches have relevance in working out the global justice implica-
tions of AI. For example, rights-based accounts will be most useful in ideating issues 
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around AI-driven algorithmic discrimination and unfairness, such as biased algo-
rithms that favor a particular class of individual for a job opportunity (Borenstein 
& Howard, 2021). Virtue-based accounts also have a role when we consider broader 
issues around the impacts of AI on humans, such as the ways in which AI models may 
influence the development of epistemic and moral virtues or vices (Vallor, 2016). 
On a more global level, all accounts play an important role when considering the 
implications of AI development being largely driven by for-profit corporations in 
mostly WEIRD (Western, Educated, Industrialized, Rich and Democratic) countries 
(McQuillan, 2022) and the implications this has for bias and accessibility (Sloan & 
Warner, 2020). However, our focus here will be on goods-based approaches to jus-
tice, although future work could supplement our work by drawing on these alterna-
tive approaches. The reason for this focus is that our primary concern here, given our 
international focus, is around the global distribution of harms and benefits flowing 
from AI and the role of the international order in this distribution. We are therefore 
concerned with analyzing, from a justice perspective, the global distribution of both 
primary goods and capabilities within the context of the international supply chain, 
development, and use of AI.

Before we further explore our focus on goods-based approaches to justice, it is 
important that we first justify why these approaches are relevant to our current global 
context. The global order plays a significant role in the distribution of goods, as well 
as the harms and benefits that flow from that distribution. Consequently, it is this 
same distribution of goods which underlies historic global inequalities, which subse-
quently helps to create and maintain current global inequalities. Veneziani and Yoshi-
hara (2024), when examining the structure of the interaction between countries in 
global markets, found that global inequality in primary goods and well-being derives 
from differences in the ownership of productive assets which can be used to produce 
further goods, including commodities and labor. To understand what this means in an 
empirical sense, Hickel at el. (2021) found that between 1960 and 2018 the appro-
priation of commodities and unequal exchange led to $62 trillion being drained from 
low- to middle-income countries, which amounts to $152 trillion when accounting 
for lost growth. Hickel et al. (2022) further found that between 1990 and 2015, $242 
trillion was drained from low- to middle-income countries due to the appropriation 
of resources and labor. The latter study highlights the significant value that labor 
plays within the global economy. This drain from low- to middle-income countries is 
a key feature of the global economy which benefits wealthy, high-income countries. 
Further, the losses incurred by low- to middle-income nations through this process 
are 30 times greater than the total aid receipts they received over the same period 
(Hickel et al., 2022). This clearly has a significant impact on people’s ability to meet 
their basic needs and enjoy decent lives. The AI pipeline and development process is 
part of this broader global dynamic and thereby threatens to exacerbate these existing 
inequalities.

Within the context of AI and its pipeline, as we will see in the next section, there is 
a significant need for resources and labor, and much of this comes from low- to mid-
dle-income countries. As Crawford (2021, 31) puts it, “the full-stack supply chain of 
AI reaches into capital, [labor], and Earth’s resources – and from each, it demands an 
enormous amount”. As we have seen above, this trend of resource and labor extrac-
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tion from low- to middle-income countries is not new to AI, but it is a continuation 
of the same global order which has moved into a new domain. The reason these con-
siderations are important for our analysis of global justice within the context of AI, 
and what helps to justify a goods-based approach here, is that low- to middle-income 
countries are carrying a significant burden within the AI pipeline as it pertains to the 
resources and labor that are being appropriated from them to develop AI technolo-
gies. Meanwhile, there is a significant risk that these countries and their citizens may 
miss out on many of the benefits derived from AI’s development, an issue we will 
address in more detail in Sect. 4.

A useful overarching framework to understand much of the global reach of AI 
is to draw on Tacheva and Ramasubramanian (2023, 2) argument that we are in the 
“age of AI Empire”, which they refer to as a period marked by deep and pervasive 
influence of AI on many aspects of global societies. According to this framework, 
the mechanisms under which AI Empire operates are: extractivism, the extraction of 
natural resources and materials, labor and data; the automation of physical and cogni-
tive labor; essentialism, the reduction of complex and diverse social categories to a 
set of predefined and measurable traits; surveillance, the tracking, management and 
control of populations; and the containment and control of populations both in the 
physical environment they inhabit and their online environments through access to 
digital services (Tacheva & Ramasubramanian, 2023; 6–10). While this framework 
does not play a central role in our analysis, it does helpfully bring together several of 
the individual elements that we focus on throughout our discussion (and back up with 
evidence), which helps to highlight how these mechanisms interact and are currently 
playing out in the context of AI. While our aim is not to argue for the overall validity 
of this framework, it nonetheless provides a useful theoretical backdrop for the cur-
rent analysis in that it allows us to better understand how the different mechanisms 
within AI Empire fit together and are influencing global justice concerns.

There are numerous goods-based approaches to global justice, including Rawls’ 
(1971) primary goods approach which argues that there are several basic goods which 
every rational individual requires in order to pursue their own ends. This includes the 
fulfilment of material needs, which requires access to income, wealth, and resources, 
basic rights and liberties, freedom of movement, and the social bases of self-respect. 
Another important goods-based approach to global justice is developed by Thomas 
Pogge. For Pogge, institutions play a significant role when we are considering mat-
ters of justice and morality, and humans play an integral role in forming, maintaining, 
and changing these institutions (Pogge, 1988). He argues that we can fault institu-
tions for the excessive inequalities they perpetuate and that the goal of global justice 
should be to ameliorate these. For Pogge (1988, 228), justice demands that those 
who are advantaged by these global institutions, primarily those who live in high-
income countries, should “work to reform the institutions that establish or engen-
der such deprivations or excessive inequalities in rights, opportunities, or bargaining 
positions”.

According to Pogge (2001, 14), there are at least three morally significant ways 
in which those in high-income countries are connected to what he refers to as “the 
global poor”. First, there is a shared single historical process where injustices such 
as colonialism, genocide, and slavery play a direct role in the economic inequalities 
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we see globally. Second, there is a shared dependence on the base natural resources 
available globally which are largely exploited by high-income countries and their 
corporations. High-income countries, and the corporations they empower, exploit 
their relationships with those in power within low- to middle- income countries to 
gain control over these resources in a way that benefits them to the detriment of the 
majority of the world’s citizenry. Third, there is a shared single global economic 
order which largely maintains and exacerbates economic inequality globally (Pogge, 
2001).

One area where Pogge’s institutional account of global justice may prove fruitful 
in our context is around AI regulation. Bradford (2023) highlights, regulation within 
the digital economy is largely dominated by three regulatory approaches from three 
dominant governing institutions: the American market-driven model, the Chinese 
state-driven model, and the European rights-driven model. Bradford (2023) argues, 
these approaches dominate institutions globally and they shape the digital economy 
and digital society with global consequences. These developments will therefore 
influence the regulatory landscape globally, including in low- to middle-income 
countries which do not have institutions which are as resource rich or robust as those 
of the dominating global powers. This creates procedural justice concerns, as the EU, 
US, and to a lesser extent China, write the de facto global AI regulatory rules that all 
nations will be largely bound by in practice, even though these other nations had little 
or no input into the creation or content of these regulatory regimes.

However, it is important to consider the reality that low- to middle-income coun-
tries and high-income countries are not monolithic. They each have their own histori-
cal, cultural, social, and political contexts which situate their state of development. 
Throughout this paper, we bring together cases from countries across the global spec-
trum to articulate our argument and, while these cases highlight a global trend, to 
treat each case as identical is not only inaccurate but would also be a disservice to 
the citizens of different countries. While our analysis necessarily involves a degree of 
abstraction to highlight global trends in the context of AI, we do not wish to abstract 
away everything to the point where we treat all cases as being the same. Therefore, 
we require an account which gives us a framework to assess the global justice impli-
cations of AI in a way that addresses this reality.

Among the various goods-based approaches to global justice, one of the most 
prominent is the Capabilities Theory of justice. Sen (1979) and Nussbaum (2000) 
argue for a Capabilities Approach to justice where we can assess whether the thresh-
olds for the central human capabilities needed for justice and human well-being 
are achieved. Sen (1993) argues that the capabilities approach provides a relevant 
framework to assess well-being, in the form of achievement and freedom, as well 
as living standards, whereas Nussbaum focuses on a list of capabilities needed to 
achieve “a life that is worthy” of the “dignity of the human being” (Nussbaum, 2003, 
p. 40). The need for a Capabilities Approach to justice is due to interpersonal and 
intersocial variations which are often not captured by metrics of primary goods or 
simple metrics such as GDP, justifying a focus on what individuals can be and do 
in their contexts, i.e. their capabilities (Sen, 1993; Guo et al., 2019). Differences in 
circumstances mean that individuals have differing abilities to convert resources into 
levels of well-being (Santoni de Sio et al., 2024). The capabilities approach allows us 
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to gain an objective understanding of people’s lives by evaluating their well-being, 
including the important functions of human agency and choice (Santoni de Sio et al., 
2024). This approach allows us to assess how individuals are being impacted within 
the AI pipeline and development process, as well as explore how the global distribu-
tions of harms and benefits caused by this process impacts on their well-being.

To assess this over different contexts, Nussbaum (2000) provides a list of ten 
human capabilities which are integral to human well-being and dignity on the indi-
vidual level, as well as ten principles which can be applied to global structures to 
assess their promotion of capabilities in the face of global inequality (Nussbaum, 
2004). On the individual level these central capabilities are:

1.	 Life;
2.	 Bodily health;
3.	 Bodily integrity;
4.	 Senses, imagination and thought;
5.	 Emotions;
6.	 Practical reason;
7.	 Affiliation;
8.	 Other species;
9.	 Play;
10.	 Control over one’s environment (Nussbaum, 2000).

The ten principles for the global structure are:

1.	 Over-determination of responsibility to promote capabilities;
2.	 Respect for national sovereignty within the constraints of promoting human 

capabilities;
3.	 Responsibility of prosperous nations to give substantial portions of their GDP to 

poorer nations;
4.	 Responsibility of multinational corporations to promote human capabilities in 

the regions they operate;
5.	 A global economic system designed to be fair to poor and developing countries;
6.	 Cultivation of a thin, decentralized, yet forceful global public sphere;
7.	 Institutional and individual focus on the problems of the disadvantaged in each 

nation and region;
8.	 Care for the ill, the elderly and the disabled as a prominent focus of the world 

community;
9.	 The family sphere as precious but not private;
10.	 A responsibility by all institutions and individuals to support education as a key 

to empowering currently disadvantaged people (Nussbaum, 2004).

In articulating her principles for the global structure, Nussbaum (2004) argues that 
the Capabilities Approach, by suggesting a set of basic human entitlements which 
form a minimum requirement for justice, provides a valuable way of considering 
goals of development given the interconnectedness of our world.
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As will become clear below, the AI pipeline and development process is an 
example of the interconnected nature of our current global order. There is a strong 
demand for resources, including minerals and labor, from less-developed parts of the 
world, which are largely appropriated by wealthy corporations and governments for 
their own AI development. As Santoni de Sio et al. (2024) point out, the Capabilities 
Approach provides a powerful conceptual framework in the context of AI because 
technology can directly impact both people’s well-being and their opportunities to 
realize their own ends. Given the differences in circumstances that people find them-
selves in, evaluating individuals’ well-being and achievement of human dignity in 
terms of capabilities gives us a more robust understanding of whether we are meeting 
the demands of global justice in the age of AI.

It is important to note that there are also criticisms of the Capabilities Approach. 
For example, Sen argues against Nussbaum’s use of a pre-determined list of central 
capabilities because such a task needs to be context specific and demands public 
participation and reasoning (Sen, 2005). Others have criticized Nussbaum’s list of 
capabilities as lacking individual and cultural differences, and therefore not having 
universal application (Qizilbash, 2002). Okin (2003) further argues that the list of 
capabilities relates more to western, liberal, and educated conceptions of human life 
and dignity, and lacks meaningful consideration of conceptions found elsewhere 
in the world. While we acknowledge these criticisms (and others; e.g., Formosa & 
Mackenzie, 2014), Nussbaum’s list of central capabilities nonetheless provides a use-
ful starting point for an analysis of the global justice implications of AI as its list-
based approach clearly articulates a range of important impact areas to investigate. 
Further, as noted earlier, we believe that this current analysis can be - and should 
be - complimented by other theories of global justice, as these may bring forth other 
justice implications. Nonetheless, despite its potential limitations, the Capabilities 
Approach remains a powerful framework to begin assessing the emerging global 
impact of AI on human dignity. We will begin that process in the next section by tak-
ing a deeper look at the AI pipeline.

The basic structure of the argument below is to outline the various levels of harms 
and lack of benefits globally imposed on different groups by the development and use 
of AI, before showing how this puts downward pressure on the ability of many peo-
ple, especially those already in vulnerable positions, to meet the threshold levels of 
the capacities needed for a dignified life. As well as outlining the negative impacts of 
the AI industry on the ten central human capabilities, we also draw out further global 
justice implications, including global procedural unfairness in AI regulation regimes. 
Several clarifications are required to properly understand the scope of this argument. 
First, AI is not unique in this regard. Many other technologies also put downward 
pressure on the capabilities of vulnerable people around the globe, and this can often 
depend on similar processes of extracting resources and labor as we outline below. 
But while the AI industry is not unique in this regard, it is still significant and becom-
ing more significant over time as the adoption of the technology grows. The global 
justice implications of this growth need to be part of a broader assessment of the 
technology, and while some of the harms the AI industry leads to are common to 
other forms of technology (such as those that require mineral extraction and resource 
use), there are also harms that are produced that are more specific to AI technology 
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(such as malicious AI use and the digital language divide). Whether the AI industry 
is better or worse in this regard than a range of other comparative industries is a fur-
ther issue beyond our scope or focus. Second, given our global justice lens, we are 
focused here on the overall global distribution of the benefits and harms of AI. There 
will likely also be many benefits of AI technology, and some of these will help to 
lift some people up to higher levels of functioning in certain central human capabili-
ties. But, as we argue below, these benefits are unlikely to be distributed evenly, and 
this uneven distribution means that, overall, downward pressure will still likely be 
exerted on members of some globally vulnerable groups, thereby raising the global 
justice concerns we focus on here. This does not imply that no one, or no members of 
globally vulnerable groups, will receive any benefits whatsoever from AI technology. 
What matters from a global justice point of view is the overall pattern of distribution 
and how this impacts the extent people can live dignified lives.

Finally, we are engaged in a project here of non-ideal theory that takes seriously 
the facts of global non-compliance with the principles of justice (Valentini, 2012). 
The AI industry, as with all other industries, operates within this broader non-ideal 
context. This means that, while the AI industry is hardly responsible for creating the 
globally unjust environment in which it finds itself, we need to assess it in terms of 
the global environment in which it actually operates, especially given its potential to 
exacerbate already existing global inequalities and injustices.

3  Resource Extraction within the AI Supply Chain and Development 
Process

This section will explore the resource extraction present within the context of AI, 
including labor practices, highlighting not only the crucial role that low- to middle-
income countries and their citizens play in the AI supply chain and development 
process, but also the harms that can be attributed to these extractive processes. Before 
we begin our analysis of the AI supply chain, it is important to note that resource 
extraction and the outsourcing of labor has occurred for decades within many dif-
ferent industries. The concerns outlined here are not unique to the AI supply chain. 
However, given the transformative nature of AI and the range of possible harms and 
benefits it could pose, including the possible exacerbation of current inequalities, it is 
still important to provide an analysis of the impacts of the AI supply chain if we are 
to understand fully the global justice issues raised by this technology.

3.1  Mineral Extraction

To build and maintain the infrastructure required for AI to operate, AI corporations 
need access to vast amounts of critical mineral resources. In Sect. 2 we outlined the 
interdependence of the global economic order and the inequalities that arise from 
it. This leads to a global power asymmetry which can be exploited by corporations 
which are empowered by largely high-income countries. Sultana (2022, 4) calls this 
the “colonial logics of extractivism” which is part of the AI Empire (Tacheva & 
Ramasubramanian, 2023). This means that multinational corporations can extract 
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resources from low- to middle-income countries and direct them to high-income 
countries, where their power is legitimized, at the direct expense of low- to middle-
income countries and their citizens (Png, 2022).

To train and develop AI models, and to power AI inferences, a large amount of 
computing power, especially Graphics Processing Units (GPUs), are needed. GPUs 
and other core components for computing require large amounts of minerals and 
resources (Crawford, 2021), as well as power to run them (McQuillan, 2022; Bender 
et al., 2021). These computing resources in turn require certain basic building blocks, 
most prominently minerals such as cobalt, copper, lithium, nickel, tin, and tanta-
lum (Crawford, 2021). The European Parliamentary Research Service’s Panel for 
the Future of Science and Technology warned that the extraction of critical miner-
als such as nickel, cobalt and graphite, which are vital for lithium battery produc-
tion, will only be exacerbated by the demands posed by AI development, leading to 
further depletion of critical minerals and causing further environmental degradation 
(Bird et al., 2020). Furthermore, countries such as Bolivia, Mongolia, Indonesia and 
central Congo which have lithium rich sites are also impacted by the extraction tak-
ing place within the AI supply chain (Crawford, 2021). Tapia and Peña (2020, 160) 
also highlight the destructive impact of lithium extraction in the “lithium triangle” 
comprising of Argentina, Bolivia and Chile, particularly the ecological damage to the 
environment and the impacts this has on Indigenous populations. The extraction of 
tin - used in semiconductors – impacts locals by damaging their farms and forests, 
and by destroying their coral reefs and local fish supplies (Crawford, 2021). This is 
the case in the Indonesian Islands of Bangka and Belitung, and NVIDIA Corporation, 
which is a leader in chipmaking and was estimated to control 95% of the market share 
for AI servers in 2023 (de Vries, 2023), reports smelters and refiners from these areas 
as part of their supply chain (NVIDIA Corporation, 2024).

The extraction of these minerals also comes with direct harms impacting citizens 
in low- to middle- income countries, including geopolitical conflict and violence, as 
well as environmental harms (Crawford, 2021; Dauvergne, 2022; Png, 2022). For 
example, there has been significant reporting on the conflict and violence attributed 
to the mining sector in the Congo where thousands have died and millions have 
been displaced (Eichstaedt, 2011; Diemel & Hilhorst, 2019; Crawford, 2021). This is 
relevant to the AI supply chain given that NVIDIA’s 2024 Conflict Minerals Report 
discloses that 37 smelters and refiners out of the 237 worldwide processing facilities 
within their supply chain are sourcing from the Democratic Republic of the Congo or 
an adjoining country (NVIDIA Corporation, 2024). As it pertains to environmental 
harms, there are environmental damages associated with mineral extraction (Sultana, 
2022; Tapia & Peña, 2020), with low- to middle- income countries being used as 
dumping grounds for electronic and chemical waste and mining refuse, as well as 
polluting of local water supplies and diminishing natural resources (Crawford, 2021; 
Dauvergne, 2022; Png, 2022).

A further concern pertains to the energy consumption and usage by AI models 
and data centers (IEA, 2024; EPRI, 2024). For example, a traditional Google search 
uses approximately 0.3  W-hours of electricity, while a request to ChatGPT uses 
2.9 W-hours, a 10-fold increase in electricity usage (IEA, 2024; EPRI, 2024). Big 
Tech companies, such as Google and Microsoft, have seen significant increases in 

1 3

    4   Page 10 of 29



Artificial Intelligence (AI) and Global Justice

their recent greenhouse gas emissions largely due to their build out of data centers 
to train and run AI models, with Google’s emissions increasing by 48% in the last 
five years and Microsoft’s by almost a third since 2020 (Hodgson and Morris, 2024). 
Given that the global impacts of climate change tend to be worse for people in low- 
to middle-income countries (Sultana, 2022; Odeku, 2022; Ngcamu, 2023), this is 
yet another example of unequal harms being imposed on individuals. As Png (2022) 
argues, a disproportionate burden associated with the human costs of environmental 
degradation is borne by low- to middle-income countries. Furthermore, it is generally 
understood in terms of environmental justice that low-income and minority com-
munities tend to suffer the greatest environmental harms, such as pollution (Bell, 
2004). Vulnerable and marginalized populations, including those with disabilities, 
women, the elderly and Indigenous groups, are particularly vulnerable to the impacts 
of environmental degradation and climate change (Ngcamu, 2023). While low- to 
middle-income countries and their citizens are disproportionately harmed throughout 
this process, the profits and benefits from it are enjoyed by high-income Western 
countries and their economies (Muldoon & Wu, 2023). This will be explored further 
in Sect. 4.

3.2  Labor Extraction

AI Empire’s mechanism of extractivism also extends to labor. The AI supply chain 
and development process is plagued by unethical labor practices both within the 
extraction stage and the data acquisition, curation, training, and fine-tuning stages 
(Tacheva & Ramasubramanian, 2023; Muldoon & Wu, 2023). Within the resource 
extraction phase, working conditions in mines in many developing countries, such 
as the Congo, are said to amount to modern slavery, while workers - which often 
includes children - who work in electronic dumping sites are exposed to toxins from 
electronic waste (Png, 2022). The Walk Free, 2023 Global Slavery Index reports that 
wealthy G20 countries import US$243.6 billion worth of electronic products which 
are at risk of involving forced labor in their production (The Global Slavery Index, 
2023). There are also ethical issues around unregulated workers who do not have any 
formal worker or environmental protections, known as “gray-market miners”, who 
are not employed officially and find themselves in unsafe conditions without any 
legal protections (Crawford, 2021; 37). While mineral extraction, poor working con-
ditions, and electronic waste encompass much more than AI, as use of AI products 
increases and as AI becomes more deeply embedded in other high-use devices, such 
as smartphones, the negative impacts of AI in this context will only increase.

More specific to AI in particular, unethical labor practices extend to low-paid data 
workers who work behind the scenes of AI development. Tubaro et al. (2020) cat-
egorize these different forms of labor, referred to as micro-work, as AI preparation, 
AI verification, and AI impersonation. AI preparation involves gathering, labeling, 
annotating and classifying large amounts of data that are used to train AI models. 
AI verification involves reviewing the accuracy of AI outputs and correcting them 
if required. AI impersonation involves humans doing the task that is supposed to be 
done by an AI model to simulate AI and automation (Tubaro et al., 2020). Workers 
involved in AI preparation and verification play a crucial role within the AI devel-
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opment process as it is the labeling, annotation, and classification of data which is 
ultimately fed into many AI models to train them, and verification work is used to 
fine-tune and develop these models. But much of this labor is invisible and hidden 
behind crowd sourcing platforms utilizing often poorly compensated workers from 
low-income countries (Tubaro et al., 2020). Similarly, workers involved in AI imper-
sonation work play an important role as they allow AI companies to promote their 
models as being automated when they are not, a phenomenon referred to as “faux-
tomation” (Crawford, 2021; 66). Examples of this form of labor includes X.ai’s AI 
agent, Amy, and Facebook’s personal assistant, M, where human workers worked 
extremely long hours to maintain the façade of perpetual automation by verifying, 
editing and rewriting outputs (Crawford, 2021). In this way, AI companies based in 
high-income countries can promote themselves as innovators in the AI field, while 
outsourcing much of the labor behind their technology to low- to middle-income 
countries behind the scenes (Newlands, 2021).

To give a prominent recent example, a Time investigation found that workers in 
Kenya received less than $2 per hour to go through and label violent and sexual 
abuse materials, as well as hate speech, which was then fed into OpenAI’s ChatGPT 
to make it a safer system for users as part of fine-tuning the system (Perrigo, 2023). 
Muldoon et al. (2023) investigated three delivery centers operated by Sama in Kenya 
and Uganda, the same company reported on in the above Time investigation, which 
claims to promote an ethical AI supply chain. They found “alarming accounts of low 
wages, insecure work, a tightly disciplined labor management process, gender-based 
exploitation and harassment, and a system designed to extract value from low-paid 
workers to produce profits for venture capital investors” (Muldoon et al., 2023, p. 2). 
Furthermore, Posada (2022) found that workers undertaking AI preparation and AI 
verification in Latin America, particularly in Venezuela, were paid low wages and 
lacked social and economic protections, with platforms having complete control over 
their labor. This is due to both a lack of regulations to protect workers and a lack of 
alternative work available locally, further widening the power asymmetry of compa-
nies over workers (Posada, 2022).

These cases highlight at least three important points relevant for this analysis. 
First, the harms and trauma that workers in low- to middle-income countries are 
being subjected to within the AI supply chain and development process are signifi-
cant. Second, it is the inequalities perpetuated by the global economic order which 
has created the conditions for such harmful labor practices to take place in low- to 
middle-income countries (Tubaro & Casilli, 2020). Third, these unethical labor prac-
tices exacerbate global inequalities as citizens of low- to middle-income countries 
are taken advantage of for their low wages, while corporations and the high-income 
countries they service reap the benefits that this cheap labor affords them. Addition-
ally, the high paying software development and engineering jobs which are available 
within the AI development process are almost exclusively located in high-income 
Western countries, in stark contrast to the low paying, unregulated, and precarious 
work available to those in low-income countries (Muldoon & Wu, 2023).

One may object to the claim that these labor practices exacerbate inequalities, 
since workers are provided with a source of income that might not otherwise be 
available to them, which could lessen rather than exacerbate inequalities. To address 
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this objection, we must consider several issues. First, as we have shown in Sect. 2, 
the appropriation of labor from low- to middle-income countries has a clear and 
quantifiable impact on global inequalities. This can be exacerbated in the context 
of AI because, as we will show in the following sections, the majority of the ben-
efits derived from AI will be enjoyed by citizens and corporations in high-income 
countries, meaning that relative economic inequality could deepen. Second, as AI 
systems develop further by building on the labor of low- to middle-income countries’ 
citizens, there is potential that these jobs will be replaced in the future by AI systems 
which can complete these tasks (Mulsoon & Wu, 2023). Against this, many argue 
that low-level work is a structural need within the AI supply chain and unlikely to 
be automated away (Muldoon et al., 2023; Muldoon & Wu, 2023; Tubaro & Casilli, 
2020). But if that is not the case, then low-skilled workers in low- and middle-
income countries face the harms associated with unemployment from AI automation, 
including the inability to afford the necessities of life, as well as negative impacts on 
important self-attitudes, such as self-respect and self-worth (Bankins & Formosa, 
2023). Thirdly, there are also concerns around deskilling, since workers undertaking 
low-skilled work are not exercising and developing higher-value skills and cogni-
tive faculties, which means that workers may ultimately be at a disadvantage when 
or if they choose to look for other work. Given that many low-skilled AI workers 
report their jobs as menial, monotonous and repetitive (Le Ludec et al., 2023; Mul-
doon et al., 2024), there is a risk that workers will lose the more complex skills such 
as judgement, critical thinking, intuition, context sensitivity, and ethical delibera-
tion (Bankins & Formosa, 2023). Finally, the rise of synthetic or artificial data may 
lead to less low-skilled labor being needed to train AI models (Nikolenko, 2019). If 
more synthetic data is used to train AI models, there may be a reduced need for data 
labelling labor, impacting workers currently undertaking this work. This could also 
have consequences for the labor market itself by reducing the number of jobs avail-
able, thereby putting downward pressure on the negotiating power of workers, which 
could further perpetuate inequality.

4  Harms and Benefits of AI in the Global Context

While the previous section has largely focused on the harms and burdens being 
imposed on low- to middle-income countries and their citizens within the AI supply 
chain and development process, to fully articulate the global justice concerns associ-
ated with AI we must also explore the global distribution of the potential harms and 
benefits that the technology itself brings. To do that, we examine here the global dis-
tribution of benefits and harms that AI use could bring, as well as explore the global 
justice implications of the fact that most AI is trained on largely English-language 
and Western-centric content.

4.1  Distribution of Benefits

Much has been said about the economic benefits that AI will bring to the global 
economy, with research from PwC showing that AI could lead to global GDP rising 
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by 14% or $15.7 trillion by 2030 (Rao & Verweij, 2017), and research from McK-
insey estimating that Generative AI could add between $2.6 trillion and $4.4 trillion 
to the economy annually (Chui et al., 2023). Both reports, however, claim that the 
greatest gains are likely to accrue to North America and China, as well as European 
and developed Asian countries, while acknowledging that the much lower rates of 
AI adoption in developing countries means that these countries are expected to see 
relatively slower economic growth (Rao & Verweij, 2017; Chui et al., 2023). It is also 
important to note that the research undertaken by McKinsey comprises 47 countries, 
which they claim represents around 80% of employment across the world (Chui et 
al., 2023). This exclusion of so many countries is another indication that the eco-
nomic benefits derived from AI are likely to be unevenly distributed, potentially fur-
ther perpetuating unjust inequalities. This reality becomes clearer when we consider 
some case studies from developing low- to middle-income countries. For example, 
research undertaken by Heng et al. (2022, 12) finds that, “a major inhibitor for the 
adoption of AI solutions, both in Cambodia and Senegal, is the present state of their 
data infrastructure”. Likewise, Nadeem et al. (2023, 16) find that “the lack of ade-
quate ICT infrastructure, lack of awareness, market challenges, monetary challenges, 
and lack of supporting legislative framework” are the most significant challenges 
facing Pakistan’s digitisation attempts. Additionally, Biana and Joaquin (2024) raise 
concerns about the ability for low- and middle-income countries to implement AI 
technologies, as many of these countries do not have reliable access to enabling digi-
tal infrastructure, such as electricity and internet connectivity.

The implementation of AI can have further negative impacts on employment 
opportunities for those in low- to middle-income countries by either replacing cer-
tain jobs they rely on, such as data entry and customer service, or by reducing the 
demand for certain tasks or jobs, such as programming or creative tasks, due to auto-
mation through AI (Mannuru et al., 2023). The possibility of a significant portion of 
workers in low- to middle-income countries being replaced by AI may exacerbate 
global inequalities. However, concerns around job replacement are not exclusive to 
low- to middle-income countries, since workers in high-income countries will also be 
impacted, perhaps to an even greater extent. But an important differentiating factor is 
that high-income developed countries typically have significantly stronger regulatory 
environments, worker protections, and social safety nets, compared to their equiva-
lents in low- to middle-income countries. Further, in theory at least, the economic 
gains derived from AI in high-income developed countries could be distributed to 
impacted domestic workers if these levers are adequately deployed, which is not an 
option available to countries missing out on these benefits.

Developing low- to middle-income countries do not have access to the resources 
and capital needed to compete with the leaders in AI development. This means they 
will be reliant on already powerful corporations in high-income developed countries, 
deepening their reliance on them and further exacerbating global power imbalances 
(Bremmer & Suleyman, 2023). This is clear from the increasing role of multinational 
corporations in the datafication process and the development of data infrastructure 
in low- to middle-income countries through public-private partnerships (Taylor & 
Broeders, 2015). This has led to Big Tech corporations having a growing influence in 
these countries as development actors who collect and process large amounts of data 
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from the population, which empowers them to dictate how development interven-
tions should be implemented, largely in the interest of the corporations themselves 
who become gatekeepers of development data and social knowledge (Cinnamon, 
2020). Here we see AI Empire operating through multiple mechanisms: extractivism, 
through the collection and control of data; essentialism, through social knowledge 
being processed through a set of measurable traits predetermined by corporations; 
surveillance, through the ability to extract data about citizens and their environments; 
and containment, through the use of data and surveillance to determine development 
interventions (Tacheva & Ramasubramanian, 2023; Cinnamon, 2020).

4.2  Harms Attributed to Malicious Use of AI

A global justice example of harm resulting from malicious AI use is Israel’s use of 
AI-powered facial recognition cameras as part of its occupation of Palestinian ter-
ritories in the West Bank and East Jerusalem (Goodfriend, 2022). Not only is the 
technology used as a surveillance tool against Palestinians, but companies working 
with the Israeli military use this as an opportunity to test and enhance these new AI 
technologies with minimal regulatory oversight before exporting them around the 
globe (Loewenstein, 2023). More disturbingly, according to one recent report, Israel 
has been using an AI targeting system, referred to as “Lavender”, to mark and target 
tens of thousands of Palestinians in Gaza with minimal human oversights, insuf-
ficient regard for civilian casualties, and no requirement to examine the basis of the 
AI system’s recommendation (Abraham, 2024). This example highlights how power-
ful and resourceful corporations and governments can both weaponize AI systems 
to target foreign civilians and exploit power imbalances to test their AI systems on 
foreign civilian populations for future profit. Cases such as this highlight the growing 
risks that AI poses to global justice when powerful corporations and governments can 
abuse their resource advantage to utilize AI technology to unfairly pursue their own 
interests to the detriment of others.

Generative AI also poses a risk in the global context where well-resourced adver-
sarial actors or foreign governments can weaponize the technology for their own ends 
(Nie, 2024). Generative AI models allow for the creation and manipulation of texts, 
images, audio, or video based on data and prompt inputs, and the outputs of such 
systems are becoming increasingly difficult to identify (Janjeva et al., 2023). Genera-
tive AI can be weaponized to harm democratic processes in a number of ways includ-
ing: manufacturing false perceptions of consensus around political issues through the 
generation of social media posts and comments, which can be dispersed and ampli-
fied by algorithms; influencing public opinion and exacerbating polarisation; the cre-
ation of false news articles and false videos and recordings of key public figures and 
politicians; and deceiving voters and undermining trust in the election process and 
democratic institutions as a whole (Wirtschafter, 2024; Formosa et al., 2024). These 
harms are already occurring, with a recent study showing that impersonation, ampli-
fication, and falsification are currently the most prevalent approaches to AI misuse 
in reported real-world cases (Marchal et al., 2024). An example of foreign agents 
weaponizing Generative AI to target citizens includes the case of Iran-backed hack-
ers who targeted TV streaming services in the United Arab Emirates (UAE) to broad-
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cast deepfake news which reached audiences in the UAE, UK and Canada (Milmo, 
2024). Additionally, Open AI, the company developing ChatGPT, recently published 
a Threat Intel Report which detailed their Generative AI models being used by actors 
linked to Russia, China, Iran, and Israel for covert influence operations (Open AI, 
2024).

When considering the distribution of such harms, it is worth noting that the most 
powerful tools available to detect and combat AI-generated content are trained pri-
marily on English content, which means that harmful content targeting English 
speakers are more likely to be detected and harms minimised (Bontcheva et al., 
2024). However, it is difficult to quantify the distribution of harms in this case given 
that high-income English-speaking countries may be more valuable targets for for-
eign adversaries. Nonetheless, specific cases, such as Facebook’s role in the 2017 
Rohingya genocide in Myanmar (Amnesty International, 2022), highlights the scale 
of harms that could be inflicted on citizens from low- and middle-income countries 
when powerful AI technological tools are weaponized against them, especially when 
those countries lack the regulatory and technological tools to protect themselves.

4.3  Missed-out Benefit from AI

Beyond the direct harms pertaining to the malicious use of AI, it is also important 
to consider the benefits from AI that people from low- and middle-income countries 
might miss out on. This leads to another global justice concern, the risks associated 
with AI models being trained primarily on English language and Western-centric 
content. Although it should be noted that there is significant development in Chi-
nese language AI models (Biever, 2024; Bradford, 2023), Chinese language models 
have substantially less application globally as compared with English and Western 
developed AI models. Within the digitally available data used to train AI models, 
there are high-resource languages, which have large quantities of data available and 
include languages such as English, French, German, and Russian, and low-resource 
languages, which have significantly lower quantities of data available and include 
the majority of the languages spoken around the globe (Costa-jussà et al., 2022). 
To give context to the domination of English content online, there are over 7000 
languages spoken around the globe, but over 50% of the content online is from one 
language, English (Shwartz, 2024; Ta & Lee, 2023). Furthermore, it is reported that 
approximately two thirds (between 50 and 90%) of the leading Natural Language 
Processing research is targeted towards developing the technology for English speak-
ers (Søgaard, 2022).

This disparity gives rise to a “digital language divide”, whereby the speakers of 
a majority of global languages are at a significant disadvantage due to not being 
speakers of a dominant online language, particularly English (Ta & Lee, 2023). 
Researchers have found that when testing the multilingual language generation abil-
ity of ChatGPT, high-resource languages such as French and Chinese had higher 
quality translations and generated fewer hallucinations compared to low-resource 
languages such as Javanese and Sudanese (Bang et al., 2023). They also found that 
ChatGPT is stronger in generating sentences of Latin script languages compared to 
non-Latin script languages, even if the non-Latin script languages are high-resourced 
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(Bang et al., 2023). Additionally, researchers testing the ability of Large Language 
Models (LLMs) to generate text in languages from Southeast Asia, such as Indone-
sian, Malay and Tamil, found that ChatGPT and other publicly available multilingual 
instruction-tuned models produced higher rates of grammatically incorrect or seman-
tically meaningless texts in these languages (Yong et al., 2023). These findings show 
that there is a clear global inequality when it comes to the benefits and opportunities 
afforded by LLMs, since global users whose native language is not English, or any 
other high-resource language, are at a significant disadvantage.

The dominance of English and other high-resource languages in the training data 
of LLMs also raises concerns around cultural bias, which can make the technology 
harmful or at least less useful for people from low- and middle-income countries 
(Shwartz, 2024). For example, researchers assessing the underlying cultural back-
ground of ChatGPT found that it aligns strongly with American culture, with English 
prompts producing consistent responses biased towards American culture while also 
flattening out cultural differences, and prompts from other cultural contexts produced 
responses that were less effective and less relevant (Cao et al., 2023). Other research 
has found that LLMs tend to produce responses more aligned with the opinions found 
in the USA, as well as some European and South American countries, when asked 
about global issues, highlighting potential embedded biases that favour the views of 
WEIRD populations (Durmus et al., 2024). They also found that harmful cultural 
stereotypes may be reflected in responses when prompted to consider a particular 
country’s perspective (Durmus et al., 2024). AI systems that perpetuate harmful ste-
reotypes, for example about women, immigrants or minorities, can also bring about 
material harms, such as lesser job prospects for members of those groups.

Researchers found that in over 200 Explainable AI studies that were reviewed, 
cultural variations were not considered, and explanations were found to be tailored 
to individualistic, western populations, with non-western, collectivist cultures over-
looked (Peters & Carman, 2024), which raises justice concerns around the explain-
ability and inclusivity of AI models. It is important to note that other forms of biases 
exist within different AI models. For example, AI-powered facial recognition algo-
rithms are also found to be biased due to representational imbalances in their training 
datasets (Leslie, 2020), with researchers finding that these systems perform signifi-
cantly better when identifying light-skinned and male faces, while darker-skinned 
female faces are the worst identified (Buolamwini & Gebru, 2018). These biases 
have resulted in direct harms, including cases where individuals have been wrong-
fully imprisoned (Thanawala, 2023). These cases highlight the inequalities that exists 
within the global AI context, and the significant risks cultural bias in AI systems have 
for minorities across the globe.

5  Global Justice and the Capabilities

Before we move on to assess the global justice implications of the above, we first 
need to acknowledge that we have only covered a relatively small number of benefits 
and harms associated with AI. But rather than attempting to be comprehensive in our 
coverage, we have instead focused on cases where the global justice implications are 
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clearest and most acute. We should also note that increased adoption and use of AI 
in high-income countries means that certain harms will be more prevalent in higher 
use countries due to the sheer number of users. For example, cumulative harms from 
AI hallucinations will probably be highest in countries that use the technology the 
most, which is likely to be higher income countries that have the infrastructure and 
resources to access the technology. But this should be understood primarily as an AI 
safety issue (Millière, 2023), rather than a global justice issue, as it results from a 
privilege that allows for higher use of the technology rather than any form of active 
discrimination or unfairness in the technology. Further, concerns around AI safety 
are already being addressed in high-income countries, whether via market solutions 
or through regulatory and legislative means. Furthermore, high-income countries are 
largely responsible for the development and adoption of AI, and they therefore have 
significantly more control over its progress and regulation. It is important to dif-
ferentiate between harms stemming from lack of AI access and those resulting from 
AI saturation. The former, such as the digital language divide and cultural biases 
within training datasets, is primarily a global justice issue affecting low- and middle-
income countries due to unequal resource distribution. The latter, including cumula-
tive effects of AI hallucinations, is mainly a safety issue caused by higher AI use 
in high-income countries. While high-income countries have the means and regula-
tory powers to address these safety concerns, low- and middle-income countries risk 
being left behind in AI development and largely lack the powers needed to address 
these justice concerns themselves.

What is clear from our analysis in Sects. 3 and 4 is that, on the global scale, many 
of the benefits of AI tend to flow to high-income countries and their citizens and 
many of the harms tend to flow to lower-income countries and their citizens. In this 
section we will assess the justice implications of this by applying the Capabilities 
Approach, an approach we justified in Sect. 2. We will first examine Nussbaum’s list 
of the central human Capabilities to assess whether the global impacts of AI are large 
enough to put downward pressure on individuals to the extent that justice concerns 
are raised about their abilities to meet the threshold levels of each capability needed 
to live a dignified life. We acknowledge that there is difficulty in determining what 
the basic threshold should be in different contexts, but we argue that there is enough 
downward pressure on people who are already marginalized to raise significant jus-
tice concerns. This is especially so given that those concerned are low-income and 
marginalized citizens and, as we have already shown in previous sections, global 
inequality precedes widespread AI use, and the concerns we have raised here thus 
perpetuate those existing inequalities. We then turn to Nussbaum’s list of global jus-
tice principles to further articulate the justice concerns pertaining to AI. We note that 
our analysis will be covering the Capabilities and principles in order of relevance and 
importance in the context of AI.

5.1  AI and the Ten Central Human Capabilities

We first consider the Capabilities of Life and Bodily Health. Life constitutes one’s 
ability to live a human life worth living, while Bodily Health considers one’s abil-
ity to achieve good health, adequate nourishment and shelter. Resource depletion 
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and environmental degradation from the AI pipeline, as outlined in detail in Sect. 3, 
have a significant negative impact on these Capabilities. For example, the destruc-
tive impact of mineral extraction on local farms, forests and fish supplies (Crawford, 
2021) depletes food and water supplies in vulnerable communities, putting down-
ward pressure on the ability of people there to live a full human life and obtain the 
necessities for nourishment given that these are the basic thresholds for survival and 
bodily health. Additionally, the depletion of resources makes it harder for people 
to find other means (e.g. through work or trade) of accessing the goods they need, 
including shelter. Further, it is the most under-privileged communities, particularly 
those in low-income countries, that tend to suffer the greatest from environmental 
harms, such as pollution, degraded water or air quality, and the impact of toxic metals 
on the health of communities (Bell, 2004). This also threatens the ability to find safe 
and adequate shelter.

Unsafe working conditions, lack of legal protections, low wages and insecure 
work also put downward pressure on achieving the Life and Bodily Health Capabili-
ties. This includes the dangerous conditions which local miners and their communi-
ties are subjected to, with deaths and injuries common among workers, including 
children (Frankel, 2016). Local mining communities are also exposed to toxic metals 
which cause health problems and birth defects (Frankel, 2016). The trauma, abuse 
and suffering that is reported by low-income data workers in the AI pipeline, as well 
as the lack of mental health support provided by corporations who benefit from their 
work (Perrigo, 2023; Muldoon et al., 2023), also puts downward pressure on the 
ability of people to achieve the threshold to fulfil these Capabilities. Furthermore, 
the extremely long hours that can be associated with AI work (Crawford, 2021) is 
another factor which threatens the ability to achieve these key Capabilities. Whether 
this is to complete enough micro-work in AI Preparation, AI Verification and AI 
Impersonation tasks, extended working hours can not only be damaging to one’s 
health, but it can also take away time from the pursuit of the things needed for Life 
and Bodily Health, such as adequate nourishment or physical exercise, putting down-
ward pressure on people’s abilities to meet the thresholds for these Capabilities. In 
addition to this, cases such as those outlined in Sect. 4.2, including Israel’s use of 
AI-powered systems against Palestinians (Abraham, 2024), highlight the threat that 
the weaponization of AI systems can pose to these Capabilities, by leading to death, 
destruction and an inability to pursue a life worth living.

Other Capabilities which are directly threatened within the AI supply chain are: 
Bodily Integrity, which constitutes one’s ability for unrestricted movement, free of 
violence and assault; Control Over One’s Environment, which has a political dimen-
sion pertaining to the political choices governing one’s life, and a material dimen-
sion which situates rights related to property and employment; and Affiliation, which 
relates to one’s self-respect and ability to live with others with reciprocal concern and 
dignity. These Capabilities are all at risk of harm in areas where resource extraction is 
leading to geopolitical conflict and violence, which can be especially detrimental to 
women and children. As Pogge (2002) argues, resource extraction has the propensity 
to lead to greater civil conflict because of internal disputes to capture political power 
and gain control over those resources, a process that is enabled and encouraged by 
the international borrowing privilege maintained as part of the global institutional 
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structure by high-income countries. Unsafe working conditions, lack of control over 
working conditions, being subjected to abuse, trauma and gender-based exploita-
tion and harassment, whether in the mineral extraction context or the low-skilled AI 
data work context, also threatens one’s ability to meet the basic threshold for these 
Capabilities, especially for women. For example, workers may struggle to engage 
fully with one another or their families and loved ones due to trauma or reduced self-
respect resulting from poor working conditions and engaging with toxic online mate-
rial as part of AI Preparation and Verification roles. Another important mechanism 
of the AI Empire which puts significant downward pressure on people’s abilities to 
meet the threshold for these Capabilities is surveillance. For example, AI-powered 
surveillance using facial recognition technology and other AI-powered technologies, 
whether it is deployed by powerful corporations or foreign governments, has a poten-
tially significant negative impact on some vulnerable people’s ability to move freely 
and avoid violence. As a result, they may find themselves constantly watched, fol-
lowed and influenced by the constant gaze of a powerful external agent, which can 
undermine the Capability of Control Over One’s Environment, as well as impacting 
their self-respect and dignity. This could lead to communities feeling as though they 
are not entitled to equal worth or self-determination, a core requirement for meeting 
the achievement of Affiliation.

Additionally, environmental damage and degradation also harms the capability 
of Other Species, i.e. being able to live alongside plants, animals and the natural 
world. It is harder to enjoy the benefits of sharing the world with other animals and 
plants when the habitats and ecosystems those animals and plants need to survive are 
depleted, destroyed, or poisoned through resource extraction. Environmental deg-
radation and destruction can also be extremely harmful to the Emotions capability, 
especially for Indigenous communities, who perceive the natural world as a living 
entity which ought to be looked after and respected, and not exploited or destroyed 
for financial gain (see Tapia & Peña, 2020).

There are three Capabilities which are less directly impacted in the context of AI, 
but are still worth considering here. These Capabilities are: Senses, Imagination, and 
Thought, which constitutes one’s ability to use their senses, imagination and cogni-
tive faculties; Emotions, one’s ability to achieve the full range of emotional develop-
ment; and Practical Reason, which pertains to one’s ability to reflect critically and 
form a conception of the good. For example, tedious menial work, deskilling, and 
unfair labor management processes may undermine the capabilities of Senses, Imagi-
nation, and Thought, as well as Emotions and Practical reason. This is especially 
evident when we consider some of the important dimensions of meaningful work, 
which have a direct impact on the achievement of these capabilities. Bankins and 
Formosa (2023) outline five dimensions for meaningful work which are relevant for 
this current analysis. The first dimension is task integrity which affords a worker the 
opportunity to undertake a piece of work to completion as opposed to undertaking 
fragmented tasks. This is clearly lacking in the context of AI Preparation, AI Valida-
tion, and AI Imitation roles, where workers are undertaking fragmented micro-tasks. 
The second dimension is skill cultivation and use which entails workers utilizing and 
developing a variety of skills. Again, this is not the case within much of the low-skill 
work being done in the AI supply chain, such as AI Preparation, which does not 
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require or cultivate complex skills. The third dimension involves task significance 
which gives meaning to the work in its connection to the wider world. As Le Ludec 
(2023) highlights, workers in AI preparation report that they perceive their work as 
invisible, menial and lacking in significance, compared to their higher paid and more 
visible colleagues such as software engineers, who are largely based in high-income 
countries. This also negatively impacts their self-worth (Le Ludec, 2023). The fourth 
dimension, autonomy, is clearly lacking for these workers as they have no control 
over their work approaches and are subject to intrusive labor management processes, 
including surveillance and monitoring (Muldoon et al., 2023). Finally, the dimension 
of belongingness is also likely absent given that there is a lack of collaboration in the 
micro-work they are undertaking.

Furthermore, the weaponization of Generative AI also poses threats to these capa-
bilities, particularly those of Senses, Imagination, and Thought, as well as Practical 
Reason, given that, as we have outlined in Sect. 4, the technology can be used to 
manipulate texts, images, audio, and video at mass scale to influence public opinion, 
create false narratives, impersonate key political, civic, and business leaders, and 
deceive citizens. These capabilities can also be undermined by the biases that are 
reported to be present in AI models, including LLMs, as well as the weaker mod-
els available to majority of the non-English speaking world, in particular those who 
speak low-resources languages primarily in low- to middle-income countries. The 
perpetuation of harmful stereotypes, whether indirectly through biases within AI 
models or directly through the weaponization of Generative AI content, can also pose 
as a barrier to meeting the thresholds for the Capabilities of Emotions and Affiliation, 
given that it may lead to hostilities towards minority groups, or even oneself, and 
influence the emotional reactions expressed towards the self and others.

What this shows is that within the AI supply chain and development process, as 
well as its implementation and use, there are significant harms and burdens which are 
being carried by low- to middle-income countries and their citizens. We have also 
shown that these harms and burdens pose significant barriers to leading a decent life 
with dignity, given that they put downward pressure on people’s abilities to meet the 
basic thresholds needed to develop the Capabilities required to live such a life. This 
is especially concerning as we are dealing with negative impacts on people who, due 
to existing inequalities, may already be near to or below threshold levels for various 
central human Capabilities. While it is difficult to determine what the thresholds are 
in different contexts, there is enough evidence to show that the downward pressure 
that is imposed on low- to middle-income countries and their citizens is sufficient to 
raise significant global justice concerns.

5.2  AI and the Ten Global Justice Principles

Before we expand our analysis by examining Nussbaum’s (2004) ten principles for 
global justice in the context of AI, it is important that we acknowledge that some of 
these principles will be more relevant for the current analysis, whereas others are 
more general in nature and not necessarily tied directly to the AI context. However, 
it is important to note that the development and implementation of AI is a continua-
tion of the technological and economic dominance of high-income countries and the 
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corporations they empower on a global scale. Therefore, while some of the global 
principles of justice are not specific to the AI context, the AI supply chain and its use 
and implementation still plays an important role in helping to maintain unjust global 
structures and patterns. We explore these principles in order of relevance and impor-
tance in the context of AI.

The evidence we have outlined highlights that the principle that multinational 
corporations have responsibilities for promoting human capabilities in the regions 
in which they operate is not being adequately adhered to. This is possibly the most 
important principle in the context of resource and labor extraction because it applies 
directly to multinational corporations, such as large AI technology companies, and 
because the burdens and harms which arise in this context directly threaten the 
achievement of the central human Capabilities needed to live a decent life. This is 
made worse by the fact that these corporations are making significant profits off the 
back of these harms (Muldoon et al., 2023). While much effort has been taken by 
multinational corporations to keep the supply chain as opaque as possible (Craw-
ford, 2021), we can see that corporations integral to the AI development process, 
such as NVIDIA, are sourcing materials from regions and countries where the harms 
outlined here are perpetuated (NVIDIA Corporation, 2024), potentially pushing citi-
zens in poorer countries below the threshold needed to achieve the central human 
Capabilities. This is also clear when we consider the lack of worker protections and 
the trauma and suffering that is reported by low-skilled AI workers such as those 
engaged in AI Preparation, as well as the lack of mental health support provided by 
corporations (Perrigo, 2023). Furthermore, as we outlined in Sect. 4, while low- to 
middle-income countries are reliant on powerful corporations for their infrastructure 
development needs, corporations are taking few steps to promote human Capabilities 
and are instead exploiting public-private partnerships to extract further resources, 
including data, for their own benefit. Additionally, as our evidence suggests, signifi-
cantly more needs to be done by corporations to address the biases and shortcomings 
of their models so that citizens in low- to middle-income countries can benefit from 
them and for this principle to be adequately implemented.

Next, consider the colonial and capitalistic logics of extractivism (Sultana, 2022; 
Tacheva & Ramasubramanian, 2023), whereby the labor and natural resources of 
low- to middle-income countries are appropriated for the benefit of high-income 
countries and their corporations, and the associated lack of respect for Indigenous 
sovereignty as it pertains to resource extraction and the environment. This implies 
that the principle that national sovereignty should be respected, within the constraints 
of promoting human capabilities has, arguably, at best been undermined and at worst 
completely ignored in the pursuit of materials for the AI pipeline. This principle is 
also undermined, and is already being threatened in many instances, when AI is wea-
ponized by foreign agents and governments against other countries and their citizens, 
such as in the case of Israel’s use of AI against the Palestinian people. Additionally, 
national sovereignty is undermined given the procedural justice concerns raised by 
the fact that governments in high-income countries, primarily the EU and the US, and 
China to a lesser extent, are dominating the regulation of the global digital economy 
and AI (Bradford, 2023). This gives a few high-income countries control over global 
norms of AI regulation that impact everyone in the world, without fair procedures 
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that require input from all impacted nations. Another principle which is clearly being 
violated is that all institutions and individuals should focus on the problems of the 
disadvantaged in each nation and region. As is clear from the growing inequality, 
resource extraction and depletion, and environmental destruction, this principle is 
also being neglected by the global community. This is further supported by workers 
in low- to middle-income countries being subject to abuse, harassment and violence. 
The examples and cases we have outlined also highlight that this principle is not 
being adhered to, with biases within AI systems clearly disadvantaging minorities of 
different kinds including races, genders and cultures. In fact, it could be argued that 
the disadvantaged are the most harmed by AI, whether through a lack of access to 
benefits or through the malicious use of the technology.

There are also multiple principles of global justice which are more general and not 
specific to AI, but it is still useful to consider these briefly here. For example, two 
principles which are clearly being breached are that the main structure of the global 
economic system must be designed to be fair to poor and developing countries and 
that prosperous nations have a responsibility to give a substantial portion of their 
GDP to poorer nations. This is evident by Hickel et al.’s (2022) findings that the 
losses incurred by low- to middle-income countries in the global south due to the 
appropriation of embodied resources and labor is 30 times greater than their total aid 
receipts over the same period. There is no evidence to suggest this trend is changing 
or likely to change. While this is a more general trend that is not directly related to AI, 
nonetheless AI development is a continuation of the ongoing technological and eco-
nomic dominance of prosperous high-income countries, and thus helps to maintain 
this unjust system. Additionally, in Sect. 4 we outlined the economic benefits attribut-
able to the implementation of AI and showed that the majority of those benefits will 
likely go to high-income countries, while low- to middle-income countries are likely 
to fall behind as a result of the lack of resources, adequate infrastructure, and techni-
cal expertise. This trend is likely to not only perpetuate global inequality, but it may 
exacerbate it on a relative basis if steps are not taken to address this.

Another principle which must be addressed if global justice is to be achieved in 
the context of AI is that we should cultivate a thin, decentralized, yet forceful global 
public sphere. The importance of this principle becomes clear when we consider 
that AI, particularly Generative AI, could be weaponized to harm democratic citizen-
ship, political deliberation, and decision making (Formosa et al., 2024). Given the 
growing importance and influence of digital media within the information landscape, 
such as social media mediated by AI algorithms, it may prove more difficult to have 
civil discourse if there is a flood of AI-generated misinformation. Additionally, AI 
may be weaponized to fuel polarization in order to increase online engagement and 
thus profits for Big Tech platforms within the attention economy (Formosa et al., 
2024). Overall, this will make it harder for a fair global public sphere to emerge that 
will promote civility, justice, and human rights for all. These justice concerns will 
only exacerbate if governments, corporations and adversarial actors are allowed to 
weaponize this powerful technology without any accountability measures in place to 
hold those who violate democratic rights responsible. Finally, when considering the 
principle that care for the ill, the elderly and the disabled should be a prominent focus 
of the world community, there has been a lot of discussion around the healthcare ben-
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efits of AI. However, AI health technologies will be expensive and tailored for high-
income patients in resource-rich settings (Gerke et al., 2020), posing a risk of patients 
in low- to middle-income countries missing out on key health benefits given they will 
not be a priority in this context and may not be able to afford to access the technology.

6  Conclusion, Limitations and Future Research

In this paper we have drawn from numerous case studies and examples to highlight 
the global justice concerns that are raised by both the AI supply chain and develop-
ment process, as well as the uses and inadequacies of the AI technology itself. By 
utilizing the Capabilities Approach we were able to articulate these justice concerns 
with AI on the individual level, in terms of a downward pressure on people’s abilities 
to meet the central human Capabilities needed for a dignified life, and on the global 
level, in terms of an inadequate adherence to ten principles of global justice. It is 
worth noting again that at least some of these global justice concerns, especially those 
around mineral extraction, apply to many other forms of technology, such as smart-
phones, televisions, or even fridges. Other justice concerns, however, are specific to 
the AI industry, such as the use of AI micro-workers to label traumatic content, the 
inherent bias in LLMs, weaponization of AI to target vulnerable populations, the use 
of AI for surveillance, and the potentially chilling impacts of mass impersonation and 
falsification on the quality of discourse comprising the global public sphere.

The practical implications of our analysis for AI regulation and governance are 
significant and warrant further exploration. Our capability-based approach suggests 
that AI regulation should prioritize protecting and promoting central human capa-
bilities globally, with particular attention paid to vulnerable populations in low- to 
middle-income countries. This might involve measures such as: (1) mandating capa-
bility impact assessments for AI systems before deployment, especially in critical 
domains such as healthcare, education, and employment; (2) establishing interna-
tional cooperation mechanisms to ensure a more equitable distribution of AI benefits 
and mitigation of harms across nations, such as by creating global programs to sup-
port capability enhancement in areas where AI might cause capability deprivation 
and by preventing harms such as AI weaponization; (3) implementing strict regula-
tions on AI-driven resource extraction to better protect environmental-related capa-
bilities; and (4) setting and enforcing global standards for fair wages, safe working 
conditions, and mental health support to better protect workers in the AI pipeline, 
particularly in countries with weaker labor laws. In addressing these concerns, efforts 
should be made to address the language and digital divides identified here, such as 
by investing in AI development for low-resource languages and improving digital 
infrastructure where needed. These potential interventions aim to align AI develop-
ment and deployment with the goal of ensuring all individuals can achieve a thresh-
old level of central capabilities, regardless of their global position, and will also help 
to address the procedural justice concerns raised by the current dominance of a few 
high-income countries in setting global AI regulatory norms. While some of these 
regulatory measures have broader relevance beyond the AI industry, such as those 
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related to resource extraction, others are more AI-specific, such as investing in AI 
development for low-resource languages.

In terms of limitations and future research, as we noted above, our analysis can 
– and should – be complimented by other approaches to global justice, as well as 
more context specific analyses. Furthermore, our analysis utilizes Nussbaum’s lists of 
Capabilities and principles, and while we argue that her framework provides us with 
a powerful starting point for this project, future work could explore whether, in the 
context of AI, this list could be extended or altered to be more domain specific. Future 
work could do this by exploring whether a list of capabilities which are applied to the 
domain of technology and AI more specifically, such as AI literacy, would be help-
ful in this context (Santoni de Sio et al., 2024). This would further help us to better 
understand how we can globally reap the benefits of AI in ways that respect the dig-
nity of all persons and lessen rather than exacerbate existing global justice concerns.

Funding  This research is supported by an Australian Government Research Training Program (RTP) 
Scholarship.
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