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Abstract
How social media impacts the autonomy of its users is a topic of increasing focus. 
However, much of the literature that explores these impacts fails to engage in depth 
with the philosophical literature on autonomy. This has resulted in a failure to con-
sider the full range of impacts that social media might have on autonomy. A deeper 
consideration of these impacts is thus needed, given the importance of both auton-
omy as a moral concept and social media as a feature of contemporary life. By draw-
ing on this philosophical literature, we argue that autonomy is broadly a matter of 
developing autonomy competencies, having authentic ends and control over key 
aspects of your own life, and not being manipulated, coerced, and controlled by oth-
ers. We show how the autonomy of users of social media can be disrespected and 
harmed through the control that social media can have over its users’ data, attention, 
and behaviour. We conclude by discussing various recommendations to better regu-
late social media.

Keywords  Autonomy · Social Media · Manipulation · Exploitation · Addiction · 
Relational Autonomy

1  Introduction

In recent years, there has been a growing interest in the literature into the ways in 
which digital technologies, and specifically social media, impact on the autonomy of 
its users (e.g. Smith, 2020; Susser et al., 2019). While the impacts of new technol-
ogy on autonomy have been explored in areas such as Artificial Intelligence (Floridi 
et al., 2018) and social robotics (Formosa, 2021), much of the literature that explores 
the impacts of social media on autonomy fails to engage in depth with the philo-
sophical literature on autonomy. This has resulted in a failure to consider the full 
range of impacts that social media might have on the various aspects of autonomy. 
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A deeper consideration of these impacts is therefore needed, given the importance 
of both autonomy as a moral concept and social media as a feature of contemporary 
life. This paper will explore these issues as follows. First, we survey different con-
ceptions of autonomy found in the philosophical literature and argue that autonomy 
is broadly a matter of developing autonomy competencies, having authentic ends 
and control over key aspects of your own life, and not being manipulated, coerced, 
and controlled by others. We then detail what we mean by social media and focus 
on the control that it can have over users’ data, attention, and behaviour. We out-
line three related but distinct autonomy harms this control can inflict on the users of 
social media: (1) disrespecting their autonomy; (2) interfering with the exercise of 
their autonomy; and (3) impairing the maintenance or development of their auton-
omy competencies. Finally, we end with recommendations for better regulating 
social media to limit the harm it can have on the autonomy of its users.

2 � Autonomy

The philosophical literature concerning autonomy is vast and multi-faceted (see e.g. 
Klenk & Hancock, 2019; Darwall, 2006; Formosa, 2011, 2013; Killmister, 2013a, 
2013b; Friedman, 1986; Lavazza & Reichlin, 2018; Meyers, 1987; Schneewind, 
1998; Mackenzie, 2014a, 2014b; Walker & Mackenzie, 2020; Raz, 1986). To make 
sense of this vast literature, it is helpful to note that theories of autonomy are typi-
cally divided into procedural, substantive, and relational views.

Procedural theories of autonomy hold that specified content-neutral proce-
dures are necessary and sufficient conditions for autonomy. On such views, “what 
one decides for oneself can have any particular content” (Dworkin, 1988, p. 12). 
The relevant procedures typically involve choosing in accordance with one’s own 
second-order desires (Frankfurt, 1971), values (Watson, 1975), practical identity 
(Korsgaard, 1996), or after engaging in critical reflection. What matters for auton-
omy on such views is that the proper process is followed, whatever the content of the 
choice. We can better understand such views by considering the challenges they face 
in dealing with cases of so-called oppressive socialisation. Oppressive socialisation 
is “a type of socialisation that reliably discourages or fails to properly develop the 
required autonomy competencies in agents subject to that socialisation” (Formosa, 
2013, p 203). Autonomy competencies are those skills, capacities, and powers that 
agents need to be able to act autonomously, such as the ability to reason and criti-
cally reflect on their values, imagine different alternatives, develop a conception of 
the good, and regard themselves as self-directing agents worthy of respect. Oppres-
sive socialisation poses a problem for procedural accounts since the second-order 
desires, values, or practical identity of a person may be caused by their oppressive 
social setting. Furthermore, oppressive social milieus can also influence the criti-
cal reflection and reasoning skills that an agent uses when making and reflecting on 
their own choices (Killmister, 2013a, 2013b). For example, an agent that chooses 
in a procedurally correct manner by acting in terms of her practical identity after 
engaging in critical reflection may nonetheless lack autonomy if her practical iden-
tity is the result of false beliefs, such as beliefs about the inferiority of women, that 
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are the product of her oppressive socialisation and are objectively flawed (Killmis-
ter, 2013a, 2013b, p. 514). Procedural historical accounts of autonomy, such as the 
view defended by Christman (1991), attempt to deal with this problem by arguing 
that a person’s values can be seen as autonomous only if that person would not resist 
the acquisition of those values were they to become aware of the historical process 
that led them to hold those values, and they were able to engage in self-reflection 
that was minimally rational and not based in self-deception. In cases where a per-
son is brainwashed, manipulated, or oppressed into holding a certain value or 
end, this condition is presumably not met, and the person thereby fails to count as 
autonomous.

In contrast, substantive accounts of autonomy set out substantive conditions that 
must be met for a choice or person to count as autonomous. Substantive theories of 
autonomy can be further classified as weak or strong (Mackenzie & Stoljar, 2000). 
Weak accounts set out certain conditions which “somewhat limit and inform the 
content of” choices that can count as autonomous while still maintaining a signifi-
cant degree of content neutrality (Formosa, 2013, p. 16), whereas strong accounts 
fully determine (or at least more strongly limit) the content of autonomous choices. 
On weak accounts of autonomy, the conditions which must be met for choices to 
count as autonomous typically include the “evaluative attitudes of self-respect, self-
love and self-esteem” (Formosa, 2013, p. 17). We can think of these self-attitudes 
as part of a broad suite of autonomy competencies, along with related skill such as 
critical reflection, that must be present to a sufficient degree for a person and their 
choices to count as autonomous. While strong substantive theories of autonomy can 
deal with the problem of oppressive socialisation by offering objective normative 
conditions that provide a standard independent of oppressive milieus, they face the 
strong burden of identifying and justifying objectively good ends and values. Fur-
ther, the lack of any significant degree of content neutrality in strong accounts can 
be seen as positively limiting autonomy, since this greatly limits the ends that agents 
are able autonomously to set as their own.

Weak substantive theories of autonomy, in focusing on a suite of autonomy com-
petencies and related skills and self-attitudes, are best understood in the context of 
a relational approach to autonomy. Relational accounts argue that autonomy, and 
its associated competencies, is a “socially constituted capacity”, since socialisation 
plays a necessary role in its development and utilisation (Rogers et al., 2012, p. 23). 
The development, cultivation, maintenance, and expression of these autonomy com-
petencies are socially scaffolded. However, this development and utilisation can be 
undermined if interpersonal relationships, as well as social and political structures, 
are oppressive, exploitative, or unjust. According to Mackenzie’s (2014a, 2014b) 
relational account, there are three dimensions to autonomy: self-determination, 
self-governance, and self-authorisation. Self-determination concerns one’s free-
dom to make the relevant choices which reflect control over one’s life; for example, 
having the freedom and opportunity to choose between a multitude of options in 
life. Self-governance pertains to one’s decision-making abilities being reflective of 
one’s identity and values; for example, by making decisions which reflect the pref-
erences of agents which are authentically their own. Our preferences and values 
are ‘authentically’ our own if, roughly, we would either endorse them upon critical 
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reflection or acknowledge them and take responsibility for them (Walker & Macken-
zie, 2020). Self-authorisation necessitates taking authority over one’s identity, val-
ues, and choices; for example, having the self-esteem to internalise values and to act 
in accordance with them (Mackenzie, 2014a, 2014b, pp. 17–19). Self-authorisation 
thus also has a social aspect insofar as it requires us to see ourselves as a respect-
worthy agent entitled to set our ends amid a community of fellow agents. We will 
work with a weak substantive relational account of autonomy below, since such an 
account emphasises the key role played by the social environments, of which social 
media is an increasingly important part, within which agents act. It also allows us to 
focus on the ways that social environments impact, positively or negatively, the key 
autonomy competencies of self-respect, self-love, and self-esteem, and the beliefs 
and critical reasoning capacities that underwrite the exercise of agents’ autonomy.

To explore these impacts, it will also prove useful to briefly differentiate program-
matic or global as opposed to episodic impacts on autonomy. Programmatic (Mey-
ers, 1987) or global autonomy (Mackenzie, 2014a, 2014b) focuses on a person’s 
overall life and ability to carry out their life plans. In contrast, episodic autonomy 
applies to a “particular situation” and is “confined to a single action” (Meyers, 1987, 
p. 265). We utilise these distinctions below as they help us to assess whether per-
sonal autonomy is being impacted by social media on a global level or only in one 
domain or choice. We also explore below cases where a person’s autonomy is being 
disrespected without their autonomy competencies being harmed (e.g. when their 
choices are ignored but their autonomy competencies are not harmed), cases where 
their autonomy competencies are undermined or hindered even if their choices are 
respected (e.g. their self-respect is undermined but their choices are acted upon), 
and cases when their autonomy is both harmed and disrespected. Finally, given our 
focus on the potential dangers of social media, we focus here only on the negative 
impacts of social media on autonomy. Of course, there are also many important 
positive benefits for autonomy that social media has the potential to make possible, 
such as allowing us to make new self-esteem boosting social connections, learn new 
information, and provide tools to help us to better realise our social ends. An exam-
ple of such positive autonomy benefits of social media is the Arab Spring of the 
early 2010s, where social media enabled citizens to pursue their self-given ends by 
giving them tools to organise, connect with one another as well as with journalists 
and those abroad, and have their voices heard (Comunello & Anzera, 2012; Fran-
gonikolopoulos & Chapsos, 2012; Howard et al., 2011). However, given our focus, 
we will not be exploring these positive impacts further here, although it should be 
noted in any overall assessment that these exist.

3 � Social Media and its Negative Impacts on Autonomy

Social media includes “applications, such as blogs, microblogs like Twitter, social 
networking sites, or video/image/file sharing platforms” (Fuchs, 2017, p. 34) that 
provide “digital infrastructures that enable two or more groups to interact” (Srnicek, 
2017, p. 31). Social media is a digital environment in which individuals, groups 
or organisations can interact and communicate with one another via the sharing of 
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content and information, in text, photos, images, videos, or other digital formats. It 
is informative to differentiate traditional media and social media to better understand 
how the different mechanisms function and why they may be more problematic on 
social media than with its more traditional counterpart. Social media platforms per-
sonalise content based on the individual user’s digital footprint as well as having the 
ability to target specific portions of the population based on data analysis (Benkler 
et al., 2018; Mittelstadt, 2016). This gives social media companies and their custom-
ers a significant advantage over traditional media since they can tailor their messag-
ing and advertising to suit the users they are aiming to reach, as opposed to tradi-
tional media where all those who consume it receive the same content, messages, 
or advertisements. This has resulted in advertising money shifting from traditional 
media to social media. In Australia, for example, the money spent on social media 
advertising increased from 6% in 2012 to 52% in 2017 (Malesev & Cherry, 2021, p. 
68). Meanwhile global digital advertising spending increased by 12.7% in 2020 to 
$378.16 billion, while traditional media advertising spending saw a decline of 15.7% 
in the same period (Cramer-Flood, 2021). A further distinction between social media 
and traditional media is the ability for social media companies and their customers 
to enter the “private, invisible realm”, by entering “into an increasingly personal-
ised, private transaction” which is removed from a public realm that is potentially 
accessible and open to all, and which thereby avoids much of the public scrutiny 
to which traditional media is subject (Benkler et  al., 2018, p. 273). This leads to 
a related dimension, namely that as Benkler et  al., (2018) argue, “disinformation 
campaigns and legitimate advertising campaigns are effectively indistinguishable on 
leading internet platforms” (p. 273). This is not only due to the increased sophisti-
cation with which malicious actors disseminate (mis)information and content, but 
also due to the comparative lack of public scrutiny which social media platforms are 
subject to because of the personalised and private nature of users’ relationships with 
the platform.

As noted in the previous section, socialisation is a key influence on autonomy, 
and particular patterns of socialisation not only exist within the context of social 
media, but are arguably exacerbated by it. For example, socialisation tends to influ-
ence how social agents perceive the world, be it the standards of beauty that society 
aspires to, what defines success, or what career paths are seen as desirable. This 
is also evident within the realm of social media where the exhibition of wealth 
and material possessions influences perceptions of beauty, social status, and social 
capital through systems such as ‘likes’ and ‘shares’ which exist within social media 
(Fuchs, 2017, p. 36). Furthermore, a key component of socialisation is education 
and knowledge, which allows for the socialised to make informed decisions. Social 
media plays a central role in the dissemination of information and knowledge to 
users, with studies finding that 68% of American adults ‘at least occasionally’ access 
their news through social media (Matsa & Shearer, 2018). This is troubling given the 
rise of misinformation and fake news on social media (Ha et al., 2021). To explore 
these issues in a systematic way, we now consider the impacts of social media on 
autonomy through its control over user data, attention, and behaviour. This focus on 
control is important since autonomy can be understood as requiring (among other 
things) freedom from control by others. In exploring these areas in Sects. 4 to 6, we 
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first outline the relevant form of control and then return to the impacts this has on 
autonomy at the end of each section.

4 � Control over Data

As users navigate through and interact with one another on social media, they gen-
erate incredible amounts of data which are recorded and stored by the owners of 
the platforms. Zuboff (2019, p. 100) refers to users of such platforms as “human 
natural resources”. In the case of platform capitalism, including social media, it is 
the users and their activities which provide the materials, data, which lead to prof-
its. Platform capitalism refers to a form of capitalism focused on building digital 
infrastructure (i.e. the platform) that enables two or more groups to interact, and 
which typically builds on network effects to try to keep its users inside the platform 
(Srnicek, 2017). Platforms have become “an efficient way to monopolise, extract, 
analyse, and use the increasingly large amounts of data that [are] being recorded” 
(Srnicek, 2017, p. 31). This data is subsequently used by social media companies 
to generate profit, typically through selling advertising (although the precise details 
of their means of generating value in the forms of profit or capital differs among the 
platforms, these details aren’t important here). As Fuchs (2017) notes, social media 
platforms “sell big data for advertising purposes. They are the world’s largest adver-
tising agencies that operate as big data collection and commodification machines” 
(p. 54). The loss of control by users over their data has, we shall show, important 
autonomy implications.

The first key issue this raises for autonomy is that there seems to be (at least the 
potential for) exploitation of users by social media companies. Fuchs (2011) argues 
that the concept of exploitation extends to social media users since they engage in 
the production of data and user generated content which is then used by social media 
companies to generate profit. This counts as exploitation because social media com-
panies “do not (or hardly) pay the users for the production of content” or data and 
yet they generate profit, or surplus value, from this (Fuchs, 2011, p. 297). This argu-
ment is extended by Fuchs (2012) who argues that the “labour that generates audi-
ence commodity is exploited because it generates value and products that are owned 
by others [i.e., the social media platforms and not users who create the content], 
which constitutes at the same time an alienation process” (p. 705).

While any extraction of surplus value by the owner of capital may count as 
“exploitation” in a technical Marxist sense (Wood, 1995, p. 147), such exploitation 
only seems to be a morally problematic expression of disrespect for autonomy when 
further conditions are met. Typically, these further conditions include, one, the ben-
efits rendered in exchange for the labour that produces the surplus value is unfair or 
unreasonably low or, two, when the labourer (in this case, the user of social media 
platforms) cannot reasonably refuse to participate in the exchange (Valdman, 2009) 
or only consents because some vulnerability of theirs is preyed on (consciously or 
not) by their exploiter (Wood, 1995). Exploitation counts as disrespectful of auton-
omy when it fails to treat the other agent as an equal party to determining consen-
sual terms of interaction, and instead leverages a vulnerability to excessively benefit 
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oneself (Formosa, 2017, p. 107). Without committing to any particular account of 
exploitation, we can explore these various aspects to assess the extent to which 
social media users might have their autonomy wrongly disrespected through being 
exploited.

First, some may argue that users do receive a reasonable benefit in the form of a 
‘free’ service in exchange for the value being generated from their data. Against this, 
Fuchs (2012) argues that social media users do not receive a “universal medium of 
exchange” which can then be used as they wish (i.e. money), but instead users are 
given “access to particulate means of communication whose use serves their [the 
corporations’] own profit interests” (p. 703). Whether this counts as unfair or unrea-
sonable compensation for the value created by users is, as is often the case with such 
claims, difficult to determine, but there are certainly legitimate concerns here. In 
terms of the second point, there are also legitimate concerns over users’ ability to 
refuse using the platform since they “may miss certain social contact opportunities” 
and therefore “suffer social disadvantages in society” (Fuchs, 2012, p. 704). If, at 
least in certain social circles, it is not reasonable for people to refuse to use popular 
social media platforms since otherwise they will miss out on too many important 
social opportunities, then it may not be reasonable for people in certain social circles 
to refuse to agree to whatever terms they are offered by social media companies. 
This sets them up to be exploited. Further, people’s need for social contact and their 
fear of missing out (FOMO) (Kuss & Griffiths, 2017), combined with their vulner-
ability to accepting privacy terms without reading them (Nissenbaum, 2011), both 
point to specific human vulnerabilities that might be preyed upon by social media 
companies to exploit their users and thereby disrespect their autonomy.

However, even if users explicitly ‘consent’ to use social media, this does not 
mean that they have autonomously consented to these terms since their consent 
could be forced as a result of exploitation or they may not be properly informed. 
This later concern feeds into the response that social media users provide consent to 
have their data collected and used when they sign up and agree to a platform’s terms 
of services. However, as noted above, humans are vulnerable to being exploited by 
such agreements as they often lack the capacity for informed and free consent. As 
Nissenbaum (2011) notes, the “ubiquitous regime of offering privacy to individu-
als on a ‘take it or leave it’ basis” (p. 35) leaves users with no real choice outside of 
not using the service, which we have already seen may not be reasonable to expect. 
Further, with the use of social media platforms becoming essential for many profes-
sional activities, there are further financial and economic costs, as opposed to social 
ones, which means that users may feel that they have no choice but to join the plat-
form otherwise they will be missing out on too much. This can be in terms of miss-
ing out on key information or news, as it pertains to both personal news from family 
and friends or current affairs news, or the fear of being socially or professionally 
excluded for not being part of a social network (Kuss & Griffiths, 2017). This raises 
the question of whether users’ decision to join social media platforms, if it is forced 
upon them, can count as an autonomous one to begin with.

Nissenbaum (2011) raises further concerns over what she refers to as the Trans-
parency Paradox, which articulates the problem that faces informed consent within 
this context. This brings into question how accurate of an understanding users have 
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regarding their data and their control over it. The Transparency Paradox highlights 
the fact that if the terms of service – the information which is provided to users 
as part of their agreement with the service or platform – are too simple, then they 
fail to provide users with accurate information pertaining to the collection, control, 
and use of personal data. Alternatively, if those terms are too complicated, then 
users will not be able to understand the agreement, both due to a lack of technical 
and legal expertise and the time needed to clearly understand the agreement in its 
entirety. Both options raise serious concerns about whether users can be informed 
enough to be able to autonomously consent to social media use and the subsequent 
extraction of their data.

Of course, one might object that this stipulates an unrealistic standard for 
informed consent. Comparisons to medical ethics, where the focus on informed 
patient consent is central (O’Neill, 2002), are helpful. Surely we do not expect 
patients to have as detailed an understanding of their proposed medical  treatment 
as their physician in order for their consent to count as informed? But, as O’Neill 
(2002) argues, it is because patients lack a complete understanding of what they 
consent to that trust is needed to buttress consent in medical contexts. However, the 
key difference is that patients can have strong grounds for trusting their physicians, 
in part due to their physicians’ duty of care towards them and their professional obli-
gations to maintain their medical competence. But it is precisely a duty of care and 
professional obligations that are lacking in the relationship between a social media 
user and their provider, and thus in the absence of strong grounds for trust, informed 
consent must do all the normative work. And the Transparency Paradox shows us 
that it cannot do all that work, at least for the vast majority of users who lack the 
relevant technical and legal expertise.

A further concern is the extent to which anonymisation is impossible in the age 
of big data. To this end, Barocas and Nissenbaum (2014, p. 51) argue that “anonym-
ity is impossible” since, due to the vast amounts of data controlled by platforms, 
there still exists information which “uniquely distinguishes a person enough to asso-
ciate those records to a specific individual” (p. 50). It is the combination of data 
from multiple sources which leads to this loss of privacy, and this further extrac-
tion of information from the combination of data is unlikely to have been autono-
mously consented to by informed users. This leads us to the next issue of concern: 
surveillance.

Zuboff (2019) defines surveillance capitalism as “a new economic order that 
claims human experience as free raw material for hidden commercial practices of 
extraction, prediction, and sales”. Zuboff (2019) goes on to state that while Marx’s 
critique of capitalism illustrated it as a “vampire that feeds on labor”, instead of 
feeding on labor, “surveillance capitalism feeds on every aspect of every human’s 
experience” (p. 9). One of the main consequences of surveillance is that users of 
social media experience a loss of privacy, especially in moments where they con-
sider themselves to be alone and in private, such as when scrolling through Face-
book (now part of Meta) alone in their own room (Molitorisz, 2020). As Reiman 
(1995) argues, a loss of privacy can have dire consequences. Specifically, it can lead 
to the “risk of extrinsic loss of freedom”, meaning users are vulnerable to having 
their behaviours controlled by others, and the “risk of intrinsic loss of freedom”, 
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meaning users may be susceptible to social pressures and unable to make important 
choices for themselves (Reiman, 1995, pp. 35–38). Further, the surveillance, or fear 
that they might be subject to surveillance, that users experience can curtail and pre-
vent users from authentically exercising their autonomy in what they say and do on 
social media sites (and beyond). For example, concerns about surveillance might 
prevent a social media user from liking or posting certain content that expresses who 
they authentically are out of fear of social repercussions from others or concerns that 
their deeply personal information could be used by social media sites to target adver-
tising at them. Evidence of this can be seen in a study looking at college-aged social 
media users in the USA which found that “imagined surveillance” on social media 
“steered their self-presentation practices” (Duffy & Chan, 2019; p. 119). Further, 
concerns around government surveillance of social media could also limit auton-
omy. Evidence of this exists in countries such as China where university students 
noted that their concerns over mass surveillance had an impact on their engagement 
with the digital world, including social media sites, where students report practic-
ing self-censorship in these spaces (Shao, 2020). Social media surveillance has also 
been used in other countries such as Iran (Fassihi, 2009) and Bahrain (Jones, 2017) 
as a form of social control.

The loss of autonomous control over intimate data can also impact on the auton-
omy competencies of self-respect, self-love, and self-esteem. For example, if you 
attempt to read the terms and services to gain a better understanding of the data col-
lection processes of social media sites, but do not have the technical and legal exper-
tise to understand it, then your self-esteem could be negatively impacted. Further, 
recognising that social media sites could be expressing disrespect for your powers of 
self-government by exploiting you as a mere means to obtaining your data can make 
it harder for you to maintain your self-respect. This last point relates particularly 
to the self-authorisation aspect of autonomy, whereby we see ourselves as having 
the authority to set our own values and ends, as it is hard to see ourselves in those 
terms when we are subject to (potentially) exploitative terms that we do not autono-
mously consent to and (in many cases) cannot reasonably refuse. Being exploited in 
this way could impinge on our ability to regard ourselves as entitled to set our own 
ends. The surveillance aspect of the platform capitalism that fuels social media sites 
also challenges the self-determination aspect of autonomy, by making it difficult to 
authentically determine our own ends under the data-hungry gaze of various organi-
sations who generate profit from our data. These various negative impacts can oper-
ate at both the episodic levels of autonomy, by interfering with individual choices 
that we make due to the gaze of surveillance, and the programmatic or global levels, 
by undermining our overall sense of ourselves as self-authorising agents with robust 
levels of self-respect and self-esteem. The impact of social media on self-esteem has 
been extensively researched with studies finding that increased social media usage 
among adolescents is associated with lower self-esteem (Steinsbekk et  al., 2021; 
Woods & Scott, 2016) and this is further exacerbated by addictive use of social 
media (Andreassen et al., 2017; Hawi & Samaha, 2017). It should be noted, how-
ever, that the “true relationship between social media use and self-esteem is per-
son-specific and based on individual susceptibility and uses” (Cingel et al., 2022, p. 
1) and thus the temporality of social media’s impact on self-esteem, and thus also 
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on autotomy competencies, can vary on a case-by-case basis. The impacts of social 
comparisons and social media addiction on self-esteem will be discussed further 
below.

5 � Control over Attention

By controlling your attention, what you focus on, notice, or look at, social media 
can control its users, and by controlling its users thereby potentially disrespect and 
interfere with their autonomy. To critically analyse the ways in which social media 
uses control over users’ attention to impact autonomy, it is important to understand 
the mechanisms that work to attract and exploit users’ attention. The relevant litera-
ture concerning attention is wide-ranging and multi-faceted (see e.g. Citton, 2017; 
Rheingold, 2010; Daugherty & Hoffman, 2014; Boyd, 2010; Feng et  al., 2015) 
and so in this section the focus will be on the specific facets of attention which 
are directly relevant to the context of social media. Citton (2017) provides a com-
prehensive account of attention by situating it within the economic model of “an 
attention economy” (p. 17). Within this context, we see a shift from control over the 
means of production to control over the means of attention, where attention is the 
much sought-after scarce resource. This is referred to as the ‘Postulate of Limited 
Resources’ which states that “the total quantity of attention available to humans is 
limited at any given time” (Citton, 2017, p. 48). The scarcity of attention becomes 
even clearer when we consider it within the context of social media, where the 
flow of content and information is almost limitless, while the time and attention we 
have available to us to consume that content is clearly limited. In this context Zulli 
(2018) argues that “the glance”, which they define as “a quick, fleeting, and indis-
criminate type of seeing”, is a “key feature of what drives our attention economy” 
and allows us to examine “how digital technologies restructure user and economic 
behavior” (pp. 137–138). This means that social media companies (and their adver-
tising customers) are in constant competition to attract as much of their users’ atten-
tion as possible to generate profits. It is in this way that social media companies 
can design the architecture of their platforms to account for the glance to determine 
where users’ attention is being directed. While it may be argued that users have the 
power to control what they see through the entities they follow on social media, this 
simplistic view neglects the complex mechanisms that function within social media, 
such as the ordering of content, the implementation of algorithms, and the sheer 
economic power that social media companies have to leverage those with high fol-
lowers and attentional draw to promote the content that they want viewed by users. 
Furthermore, Myllylahti (2018) argues that there has been a power transfer from 
the publishers of news to the platforms which distribute news, which means that 
social media companies such as Facebook have control over “who publishes what 
to whom, and how that publication is monetised” (Myllylahti, 2018, p. 239). The 
control of social media companies over attention becomes even more evident when 
we consider that “news companies rely on platforms for the audience, and the whole 
business model of social media platforms is based on harvesting human attention 
which can be commodified” (Myllylahti, 2018, p. 241).
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Algorithms are central to social media’s control over attention, as algorithms have a 
significant impact on what social media users consume and engage with on the platform. 
It is precisely through the employment of algorithms, which dictate what users see on their 
social media feeds, that social media companies and their customers control the attention 
of their users, and through controlling their limited attention, control users in ways that 
they would not, on reflection, endorse. Recent Facebook leaked documents have shown 
that particular metrics, such as “meaningful social interactions”, are prioritised by Face-
book’s algorithms since such metrics drive user engagement, keep people on the platform, 
and therefore bring in more advertising money (Milmo & Paul, 2021). Algorithms can 
influence users through “content personalisation” in which “content is filtered to fit the 
user’s profile” (Mittelstadt, 2016, p. 4991). As Mittelstadt (2016) points out, algorithms 
which function in this way dictate what each individual user consumes and engages with, 
which can “undermine the fairness and quality of political discourse” (p. 4992). One way 
in which political discourse can be undermined in this way is through the creation of 
‘echo chambers’ which leave users devoid of diverse ideas and beliefs, resulting in users 
only consuming particular political perspectives and not others (Worden, 2019, p. 240). 
This has implications for autonomy. For example, a recent Twitter internal report stud-
ied the algorithmic amplification of political groups in seven countries (the UK, USA, 
Canada, France, Germany, Spain, and Japan) on the Twitter home timeline which is deter-
mined by personalised algorithms (Huszár et al., 2021). Their findings were twofold: first, 
they found that among elected legislators the mainstream political right saw statistically 
significant higher algorithmic amplification compared to the mainstream political left in 
six of the countries in the study, Germany being the sole exception (Huszár et al., 2021). 
Secondly, statistically significant algorithmic amplification was found to favour right-
leaning media sources within the USA. While Twitter’s report claims that they are una-
ware of the cause of the above findings (Huszár et al., 2021), it is worth noting that the 
interest of social media companies is not to ensure that its users are provided with diverse 
viewpoints, political ideologies, or news. Their interest lies in ensuring they can maintain 
the attention of users to generate revenues through advertising and other means by show-
ing users what they want to see or will cause them outrage. This is how harmful echo 
chambers are formed. In this case, the amplification of right-wing content and thinking is 
shown to dominate the political and ideological conversation on Twitter, determined by 
algorithms outside of the control or awareness of users. This has the strong potential to 
transform, through control over users’ attention fuelled by opaque algorithms, the political 
views of its users in ways that users would not, after informed reflection on this trans-
formative process, endorse as authentically their own.

Another concern with personalisation is that it can lead to radicalisation through 
increased exposure to extreme and irrational views, such as unfounded conspiracy 
theories. Alfano et  al. (2020) states that in 2018 YouTube reported that approxi-
mately “70% of all watch-time spent on the site was driven by the recommender 
system” (p. 3). What is most troubling is that Alfano et al. (2020) report that You-
Tube’s algorithms are working to keep people engaged on the platform for as long 
as possible by exposing some users to conspiratorial content which can result in 
radicalisation, although the radicalisation pathways differ for different search terms. 
Recent leaked documents from Facebook confirm the same kind of radicalisation 
taking place through Facebook’s algorithms. Researchers within Facebook released 
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a report titled “Carol’s Journey to Qanon” which found that a test account which 
was made to represent a ‘conservative’ mother was recommended conspiracy the-
ory content by Facebook’s algorithm within days, despite her interests including 
seemingly innocent categories such as parenting and Christianity (Mac & Frenkel, 
2021; Zadrozny, 2021). What’s more, after three weeks the account had become ‘a 
constant flow of misleading, polarising and low-quality content’ (Mac & Frenkel, 
2021). It is reported that Facebook’s staff have raised concerns regarding the polari-
sation they had perceived to be possible on the social media platform, but as Face-
book whistleblower Frances Haugen put it, “the thing I saw at Facebook over and 
over again was there were conflicts of interest between what was good for the public 
and what was good for Facebook. And Facebook… chose to optimise for its own 
interests” (Paul & Milmo, 2021). The reason why radicalisation is a cause for con-
cern when it comes to users’ autonomy is that radicalisation can inculcate users with 
values and ends that they would not endorse after informed reflection. Specifically, 
many users would be unlikely to endorse those values and ends if they were aware 
that they acquired them through a process of algorithmic personalisation controlled 
by an external body looking to maximise its profits through seeking to monopolise 
their attention with radicalising content.

Another major challenge posed by social media which has the potential to 
inhibit autonomy is that of “Fake News”, which can form part of the content 
which users focus on due to the control that social media companies have over 
their attention. Fake news portrays misinformation and inaccurate information 
about the world in the form of legitimate news, ensuring that the presentation 
and format of traditionally trusted media sources are followed (Levy, 2017, p. 
20). A look at recent political elections can provide us with an insight into the 
problems caused by fake news. In the 2016 US federal elections, fake news was 
shared significantly more on social media compared to genuine news (Cohen, 
2018, p. 140). During the same period, 115 fake news stories with pro-Trump 
sentiments saw 30 million shares on Facebook, while fake news stories which 
were pro-Clinton saw 7.6 million shares (Allcott & Gentzkow, 2017, p.212). 
Levy (2017) not only acknowledges that fake news has influences in the politi-
cal sphere, but he stresses that the consumption of fake news, even when one 
is aware that it is fake news, poses serious concerns. This is due to the source 
of knowledge and the content of knowledge being separately stored in memory 
and thus, when the content of knowledge is brought to conscious awareness, it 
may lead to errors in memory when remembering the source of the knowledge. 
This results in the potential attribution of fake news to a reliable and trusted 
news source (Levy, 2017, p. 29). This is problematic for autonomy because it 
can lead users to falsely assume that they are consuming reliable sources of 
information which they can safely act upon, rather than (as is the case) informa-
tion that they would not act upon or endorse if they were critically aware of its 
source and legitimacy.

Personalised advertising on social media is another way in which these compa-
nies influence the attention and behaviours of users, consequently impacting their 
autonomy. Consumer data being used for targeted advertising may seem harmless 
and even useful for customers by accurately informing them about offers that will 
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appeal directly to them. However, users are not being shown advertising designed 
to benefit them, but rather whatever advertisers want them to see and buy. We can 
take Winpenny et  al.’s (2014) findings as an example of this, where Facebook in 
the UK exposed “89% of males and 91% of females” between the ages of 15–24 
to alcohol marketing every month on average (p. 155). Considering many in this 
sample are children under the legal drinking age, this seems clearly unethical. It 
may be argued that this can be easily resolved by banning advertising which exposes 
minors to harmful products. However, this misses the bigger issue concerning tar-
geted advertising on social media. The reason targeted advertising, unlike its less 
targeted offline counterpart, is so valuable from corporations’ perspective and det-
rimental for users is that it can micro-target particular users at particular moments. 
For example, by tracking the profile of users Facebook can target vulnerable teenag-
ers with advertising during moments when they are experiencing negative emotions, 
such as insecurity or feelings of worthlessness, to sell them products (Susser et al., 
2019). By targeting an insecure teenager with products that are designed to super-
ficially increase self-worth, a new watch for instance, social media companies and 
their customers can gain control over a user’s attention to generate profit for them-
selves by exploiting a vulnerability of the autonomous decision-making processes of 
the user at a particular instance. This is problematic for autonomy because person-
alised advertising can be used to control users in ways that they do not understand 
as it leverages a platform’s detailed knowledge of users and its ordering algorithms 
to systematically influence users outside of their conscious awareness. Personalised 
advertising can also lead to users partly losing control of themselves since they can-
not focus on what they value most because their attention has been intentionally and 
persistently hijacked by social media companies (Vallor, 2015).

To illustrate this point more concretely, imagine a young woman who uses Face-
book and Instagram, much like everyone else her age. As per all forms of media, 
certain perceptions of beauty and wealth are more evident than most, largely due 
to the way algorithms work as well as the social capital related to ‘likes’, ‘com-
ments’, and ‘shares’. Hunt et  al. (2011) outline the role of society and culture on 
perceptions of beauty, which in turn influences consumption behaviours, particularly 
within the cosmetics industry, to try to meet current perceptions of beauty. What 
this means is that the young woman in our example is now internalising these per-
ceptions, because this is what she is seeing as the norm on social media, and there-
fore believes that she must now meet these standards. The way social media’s tar-
geted advertising then influences this young woman is by flooding her news feed, in 
other words, her attention, with advertisements relating to cosmetic products which 
she can then use to meet these same beauty standards that she has been shown as 
being the norm and desirable. This young woman’s consumption behaviours have 
been heavily influenced by social media on multiple levels. First, her perceptions of 
what constitutes beauty is shaped by algorithms and the content she is shown, and 
secondly, her decision to buy cosmetic products to attain these standards has been 
driven by targeted advertising which targets her vulnerabilities. Her actions do not 
look very autonomous, since she has been caused to acquire an ideal of beauty as 
a standard that she must meet, even though if she were aware of the powerful mar-
keting and algorithmic forces behind her coming to hold this ideal, she would not 
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endorse that ideal or take responsibility for it upon critical reflection. Further, when 
she fails to meet these (largely) impossible standards, her self-esteem and worth as a 
person will likely diminish, impacting her autonomy competencies.

There are several important impacts on autonomy worth drawing out further here. 
What the user of social media is engaging with, and the order in which they are 
engaging with it, is determined by something outside of their control. These algo-
rithms can disseminate content that can negatively impact the autonomy competen-
cies of self-respect, self-love, and self-esteem. For example, personalised algorithms 
or the amplification of content can result in “‘mismatched expectations’ surrounding 
who individuals believe themselves to be” which can lead “to embarrassment and 
anxiety” (Smith, 2020, p. 69), which can clearly impact negatively on self-esteem, 
self-love, and self-respect. Assessing our findings through the lens of the three 
aspects of relational autonomy (Mackenzie, 2014a, 2014b) provides further insights. 
As Smith (2020) notes, for self-determination to be achieved “there must be a legiti-
mate variety of life-choices available for individuals to pursue, free from dominating 
forms of power and interference” (p. 75). Within the context of social media this 
means that there must be a diversity of content that users can genuinely engage with 
which reflects, and sometimes challenges, their interests and desires. However, as 
is clear in examples such as Twitter’s algorithmic amplification or targeted adver-
tising, this is often not the case as algorithms are amplifying radicalising content, 
fake news, and building echo chambers. When we consider the ways in which social 
media’s control over attention can lead to radicalisation and the formation of false 
beliefs, we can see how the dimension of self-governance is undermined by this. It 
is undermined because the decisions, values, and identities which are based on such 
false beliefs do not authentically reflect the identity and values of the user, at least 
insofar as the user would not endorse or take responsibility for them if they were 
critically reflective and aware they were caused to hold them by social media recom-
mendation algorithms designed to monopolise their attention. Similarly, the dimen-
sion of self-authorisation is also undermined since the user does not have authority 
over their values and choices to the extent that these  have been caused by social 
media in ways they may not be aware of or endorse. We can see this in the way that, 
for example, the amplification of particular perceptions of beauty or the creation of 
anxiety by social media platforms can result in users no longer taking authority over 
(some of) their values and choices as these are shaped by alienating external forces.

These impacts operate at both the programmatic and episodic levels of auton-
omy. The clearest example of episodic autonomy being undermined by social media 
comes in the form of targeted advertising. By targeting users at vulnerable moments, 
as determined by the analysis of big data that social media companies have access 
to, users can be pushed to make decisions that are not ones that they would autono-
mously make when in less vulnerable states. More broadly, radicalisation, the forma-
tion of false beliefs, and the amplification of certain ideals can impact users not only 
at the level of individual choices, but also at the programmatic level in terms of the 
person they want to be and the sort of life they value living. For example, a social 
media user who is gradually radicalised through going from occasionally watching 
videos on gurus to compulsively watching videos on extreme conspiracy theories 
(Alfano et al., 2020), can have their practical identity thereby radically rewritten by 
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social media. This changes who they are as a person at a deep level, thereby impact-
ing their global autonomy negatively (at least insofar as they would not endorse or 
take responsibility for these changes were they critically reflective and aware of the 
manipulative algorithmic process that led to those changes). Likewise, evidence that 
social media usage can lead to (or be associated with) increased depression and anx-
iety, confirmed by leaked documents from Facebook (Gayle, 2021), also highlights 
the impact that social media sites can have on global autonomy, given the global 
negative impacts that depression and anxiety have on a person’s agential powers that 
underwrite their autonomy.

Drawing this together, users of social media can start to lose control over what 
they believe and pay attention to. They can be pushed toward various political 
extremes without knowing it, be exposed to false views which they may incorrectly 
recollect as having reliable sources, be influenced by autonomy-undermining social 
norms, have their vulnerabilities exploited to sell products, and have their autonomy 
competencies eroded and harmed at both episodic and programmatic levels.

6 � Control over Behaviour

This section explores the mechanisms which allow social media companies to con-
trol (intentionally or unintentionally) the behaviours of users to fulfil the ends of 
others, be it advertisers, political groups, or the social media companies themselves. 
The focus of this section will be on manipulation and addiction to illustrate the ways 
in which social media can control the behaviours of users and thereby negatively 
impact their autonomy.

The literature on manipulation is extensive (e.g. Klenk & Hancock, 2019; 
McCornack, 1992; Rudinow, 1978; Susser et  al., 2019; Susser et  al., 2019; Ter-
renghi et al., 2007; Van Dijk, 2006; Zarsky, 2019). Susser et al. (2019, p. 3) argue 
that “at its core, manipulation is hidden influence – the covert subversion of another 
person’s decision-making power”. This can be done by “exploiting the manipulee’s 
cognitive (or affective) weaknesses and vulnerabilities in order to steer his or her 
decision-making process towards the manipulator’s ends” (Susser et al., 2019, p.3). 
Manipulation can take place on a rational and deliberative level, through influencing 
beliefs, desires, values, and critical thinking, and on an affective or emotional level, 
by exploiting emotions such as fear or disgust, to control the behaviours of others. 
Manipulation of these two processes consequently impacts the ways in which people 
make decisions, and thus changes the behaviour of users towards the ends of the 
agent doing the manipulating. The final important point is that manipulation exploits 
the vulnerabilities of agents through hidden or covert means. A manipulated agent is 
controlled by others and is thus clearly not acting autonomously.

However, we first need to differentiate manipulation from other forms of influ-
ence. Two key forms of influence are persuasion and coercion. Persuasion is an 
overt appeal to someone to either do or abstain from something by influencing 
“their capacity for conscious deliberation and choice” (Susser et al., 2019, p. 14). 
Coercion, such as the threat of “your money or your life”, is also an overt influ-
ence on another. However, coercion is done via the withdrawal of options, leaving 
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the coercers choice the only (reasonable) one remaining for the decision maker. In 
both methods of influence, the decision-making abilities of the agent are not under-
mined since they are overt forms of influence. These forms of influence differ from 
manipulation in that “to manipulate people is to displace them as the decider” and 
to “undermine or disrupt the ways of choosing that they themselves would criti-
cally endorse if they considered the matter in a way that is lucid and free of error” 
(Susser, et  al., 2019, p. 16). Manipulation can occur through deceiving (“causing 
them to have false beliefs”), tempting (“creating a desire for what they lack reason to 
want”), and inciting (“causing an inappropriate emotional response”) (Susser, et al., 
2019, p. 19).

We can see each of these three dimensions of manipulation at work within 
social media. The deception of users is achieved through fake news or misleading 
advertising, causing users to form false beliefs which impact their decision mak-
ing. The tempting of users is achieved through the perpetuation of often unreason-
able standards of success, wealth, and beauty. By propagating certain representa-
tions of what it means to be successful, wealthy, or beautiful through algorithms, as 
well as mechanisms such as ‘likes’, ‘shares’, and ‘comments’, social media can cre-
ate certain inauthentic desires (since users would not on critical reflection endorse 
or take responsibility for them) that nonetheless impacts on their decision making. 
For example, Reaves et al. (2004) report that the “exposure to the thin ideal” which 
is the result of conscious editing and “cosmetic retouching” of photos manipulates 
women as it “tends to reduce body satisfaction, increase self-consciousness, and 
reduce self-esteem” (p. 58). This means that women who are continually exposed 
to such (unrealistic and often unhealthy) ideals feel reduced self-esteem, which is an 
important autonomy competency, as they do not see themselves as fitting those per-
ceived beauty standards. In this way a new desire has been formed within the women 
exposed, one that they have no reason which is authentically their own for want-
ing outside of the manipulation caused by the perpetuated beauty standards. While 
this is not a new phenomenon, as has been shown through Benson’s (1991) pre-
social media work on oppressive socialisation, social media exacerbates an existing 
problem due to the reach it can accomplish as well as its personalised and targeted 
nature. Finally, by exposing users to content that is designed to induce extreme emo-
tional responses, social media can emotionally manipulate users into changing their 
behaviours. For example, Benkler et al. (2018) reports that “households earning less 
than $40,000 were most heavily targeted with advertisements focusing on immigra-
tion and racial conflict” (p. 274). By targeting specifically lower income individuals, 
advertisers can “elicit fear and loathing or to intimidate voters from turning out” 
(Benkler et al., 2018, p. 274). This is a clear mechanism within social media which 
can control the behaviours of users through emotional manipulation to achieve, not 
the authentic ends of some users (i.e., ends that they would endorse or take responsi-
bility for after informed critical reflection), but the outcomes desired by advertisers. 
However, it is possible that at least some of the people emotionally manipulated by 
social media may in fact be manipulated to act in ways that they would have acted in 
any case (e.g. those who already held certain negative views about immigration and 
racial conflict before exposure to social media). But insofar as those agents are being 
caused to act in that way due to emotional manipulation that they are unaware of, as 
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opposed to being caused to act that way due to their considered convictions, we can 
still raise concerns about the exercise of their episodic autonomy, since it is emo-
tional manipulation and not an authentic exercise of their agency that determines 
their behaviour.

One study shows how Facebook causes emotional manipulation. Kramer et  al., 
(2014) report that emotional contagion occurs by manipulating the content on Face-
book users’ News Feed. They report that “when positive expressions were reduced, 
people produced fewer positive posts and more negative posts; when negative 
expressions were reduced, the opposite pattern occurred” (p. 8788). They conclude 
that the emotions that Facebook users are exposed to on their News Feed influences 
their own emotions (Kramer et  al., 2014, p. 8788). The significance of this study 
comes to light when we consider the ability of social media companies to target 
advertising to users. For example, investigations by journalists found that Facebook 
advised advertisers on how they can target vulnerable teenagers, as young as four-
teen, at moments when they feel “worthless” and “insecure”. This is achieved by 
“monitoring posts, pictures, interactions and internet activity in real-time”, which 
allows Facebook to know when teenagers “feel ‘stressed’, ‘defeated’, ‘overwhelmed’, 
‘anxious’, ‘nervous’, ‘stupid’, ‘silly’, ‘useless’, and a ‘failure’” (Susser et al., 2019, 
pp. 2–6). In this way, social media companies not only control the behaviours of 
users by actively manipulating their emotional responses, but then covertly, outside 
the awareness of users, exploit these vulnerable emotional responses to manipu-
late users into buying the products of their customers. This also fits with existing 
research around “nudge” theory, although here the nudging is not towards ends that 
are in the users’ best interests, such as the best retirement plan (Thaler et al., 2012), 
but rather towards ends that are not the users’ own at all, thereby raising clear con-
cerns about a lack of user autonomy.

Moving on to examples of behavioural manipulation, a study by Bond et  al., 
(2012) found that “messages directly influenced political self-expression, informa-
tion seeking and real-world voting behaviour” in 61 million Facebook users dur-
ing the 2010 US congressional elections (p. 295). The reason why this example 
goes beyond mere influence and constitutes manipulation is due to its covert nature, 
where the messaging is outside of the awareness of users, and it involves the exploi-
tation of users’ deliberative functions, specifically, deliberation regarding their civic 
duty pertaining to political decision making. They further report that the influence 
went beyond the users who directly received messaging, influencing “users’ friends, 
and friends of friends” (Bond et al., 2012, p. 295). These findings again show the 
ways in which social media can manipulate users to change their behaviours and 
pursue ends that are not authentically those of the user.

Addiction is another way in which social media can control the behaviour of 
users. There are numerous studies throughout the literature which find that social 
media addiction is a global phenomenon which is widespread in both young people 
and adults (see e.g. Guillot et  al., 2016; Kross et  al., 2013; Primack et  al., 2017; 
Rezaee & Pedret, 2018; Shakya & Christakis, 2017; Hou et al., 2019; Kuss & Grif-
fiths, 2017; Bhargava & Velasquez, 2021). Social media companies utilise three 
mechanisms to fuel social media addiction (Bhargava & Velasquez, 2021). The first 
is the use of intermittent variable rewards which is a design feature found within 
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the loading of the home screen and in the “pull-to-refresh” function of social media 
platforms such as Twitter, both of which are designed to produce intermittent varia-
ble rewards within the user, similar to that of a slot machine (Bhargava & Velasquez, 
2021, p. 327). Second, social media platforms are designed to exploit the “desire 
for social validation and social reciprocity” through “social reward schemes” such 
as “like” buttons or the “share” functionality (Bhargava & Velasquez, 2021, pp. 
326–327). Third, social media platforms have taken away any natural stopping cues 
by using the ‘infinite scroll’, depriving users of any stopping cues which may give 
them the opportunity to make the decision to step away from the platform for a time 
(Bhargava & Velasquez, 2021, pp. 326–327). Further, Kuss and Griffiths, (2017) 
report that “higher levels of FOMO [Fear of Missing Out] have been associated 
with greater engagement with Facebook” and that FOMO is “associated with social 
media addiction” (p. 8). This leads to the next significant component of social media 
which works to fuel addiction and control the behaviours of users, the use of pop-up 
notifications, which functions on the same principle of intermittent variable rewards 
outlined above (Bhargava & Velasquez, 2021). Social media has not only been able 
to utilise the notification system to induce FOMO, as users feel that they must attend 
to every notification as soon as it pops up, but the notification system has become a 
way of attracting the attention of users away from other activities back towards the 
social media platform.

When social media platforms covertly manipulate the beliefs, emotions, and 
decision-making processes of users by exploiting their vulnerabilities, then this 
expresses a clear disrespect towards users’ right to make their own autonomous 
choices. Social media also manipulates the emotions of users in ways which impact 
their autonomy-constituting evaluative attitudes. The example we looked at of target-
ing advertising at young teenagers when they are feeling vulnerable highlights how 
social media companies can exploit the vulnerability of users’ autonomy competen-
cies, and associated evaluative attitudes of self-respect, self-love, and self-esteem, to 
shape their behaviours and choices. Further, social media manipulation negatively 
impacts all three dimensions of autonomy. Self-determination is undermined by the 
fact that the manipulation is taking place for the sole reason to direct users to make 
choices which suit the ends of the social media companies and their customers, not 
their users. Therefore, the user is not making choices which reflect control over 
their life at that time. This also highlights the fact that episodic autonomy is clearly 
impacted, since during times of poor emotional well-being, social media companies 
can exploit and manipulate users. Self-governance is impacted by the fact that the 
manipulation on social media is done covertly and can occur outside of the aware-
ness of the user, hindering their ability to critically reflect on the choices they are 
making. Finally, self-authorisation is completely undermined when users are manip-
ulated on social media since the user lacks authority over their identity, values, and 
choices when their decision-making faculties have been hijacked and manipulated 
through the covert exploitation of their vulnerabilities. Furthermore, global auton-
omy, concerning one’s overall life, is most clearly impacted by the addiction which 
is fuelled by social media through the implementation of mechanisms which lead to 
social media addiction, as well as a constant fear of missing crucial and significant 
events or content, and the need to always be online and available. In these ways, 
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users’ overall life is being impacted and shaped by social media and its behavioural 
controls.

7 � Discussion and Recommendations

Social media can help us to achieve our ends and exercise our autonomy by facili-
tating social interactions with others that we authentically value. But there are also 
significant dangers to autonomy posed by social media. These dangers and costs 
need to be weighed against other benefits, such as economic gains, that social media 
brings. However, our focus here has been exclusively on the harms to human auton-
omy that can occur through social media in three ways: (1) disrespecting users’ 
autonomy; (2) interfering with the exercise of users’ autonomy at episodic and 
global levels; and (3) lowering users’ degree of autonomy competencies. Some of 
these harms are caused by other users of social media (such as bullying), but many 
rely on systemic features of social media platforms. These three types of autonomy 
harms clearly lead to discussions around social media regulation, which has recently 
become an important political topic given both the importance of autonomy and the 
influence of social media on it. While many of these broader regulatory discussions 
go well beyond our focus on social media’s impacts on autonomy, our more detailed 
focus has something to contribute to this wider debate.

However, in the below discussion, it is important to keep in mind that there are 
dangers to both too much regulation, which can stifle innovation and the various 
benefits of new technologies, as well as under regulation, which can lead to harm 
and a failure to realise the benefits of new technology due to concerns about its 
safety (Petit, 2017). Further, proposed and actual regulatory and legal frameworks 
around social media differ from country to country, such as Europe’s General Data 
Protection Regulation (GDPR) (see e.g. Vese, 2021), and cover a range of issues, 
such as freedom of expression (Nelson et al., 2021; Vese, 2021), that reach beyond 
our focus. Our discussion here thus remains by necessity at a high-level of abstrac-
tion to retain the relevant generality and focus on autonomy harms only. In so doing, 
we consider recommendations for users, social media platforms, and regulators.

Many of the existing recommendations around social media regulation have 
some relevance for our discussion here. This includes the following: require-
ments for reliability ratings to combat fake news and conspiracy theories (Vese, 
2021); attempts to limit doom scrolling and auto-play of video and other con-
tent (Sharma et al., 2022); changing business models away from advertising and 
thus a focus on the attention economy (Alfano et  al., 2020); banning targeted 
advertising (Roth, 2022); preventing the spread of extremist and terrorist con-
tent on social media (West, 2021); limiting of state-run political surveillance 
of users (Obia, 2021); clarifying whether platforms or users have responsibility 
for user generated content (Obia, 2021); and the need for user education, digital 
literacy, and epistemic vigilance (Alfano et al., 2020).

In terms of end users, better education around social media and the cultivation 
of relevant digital virtues, such as epistemic vigilance, will be important in lim-
iting some of the negative autonomy impacts outlined here. These virtues can be 
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cultivated through “ongoing, conscious and intentional” (Alfano et al., 2020, p. 20) 
monitoring of, and self-education about, the influences of social media on one’s 
beliefs, values, and ends. This can be aided by using various means to limit that 
influence further, such as time limiting access or taking a 1-week break from social 
media (which can improve well-being, depression, and anxiety (Lambert et  al., 
2022)), using ad-blockers and preventing tracking, and accessing a broad range of 
credible new sources outside of social media. Users also need to consider the way 
that their actions on a social media platform, such as liking or sharing certain con-
tent, influences the autonomy of other users of the platforms in potentially nega-
tive ways. However, given the pressures to use social media and the network effects 
this can have (Srnicek, 2017), individual efforts are not a complete solution. A bet-
ter understanding of how social media impacts upon the development of autonomy 
competencies, its impacts on our self-attitudes (beyond self-esteem (e.g. Lambert 
et  al., 2022), which has been widely studied), the veracity of our beliefs, the way 
we reason and think, what we value and care about, who we interact with and are 
influenced by, and the choices we make is therefore crucial. Many of these require, 
to be effective, regulations of the form proposed above, such as a move away from 
platform features that encourage a focus on monopolising users’ attention, includ-
ing personalised advertising and continuous streams of content. In assessing these 
proposed regulations, it is important to consider the extent to which exploitative and 
manipulative practices can disrespect, interfere with, and hinder users’ autonomy 
and related autonomy competencies. For example, regulatory moves to stop continu-
ous feeds of content or auto-play of videos will help users to autonomously choose 
what content they wish to engage with and limit the ability of social media platforms 
to exploit users’ FOMO to monopolise their limited attention spans for advertising 
purposes. A similar autonomy-focused analysis could be supplied for many of the 
various regulatory proposals noted above. Limiting autonomy harms is therefore an 
effective normative framework to justify and analyse many of the proposed regula-
tions of social media platforms outlined above, even if it does not cover all such 
proposals.

8 � Conclusion

By drawing on the philosophical literature on autonomy, we have provided a more 
comprehensive analysis of the various negative impacts of social media on the 
autonomy and autonomy competencies of its users. This led us to focus on the con-
trol that social media can have over users’ data, attention, and behaviour, which can 
result in disrespect of users’ capacity for autonomy, interference with exercises of 
their autonomy, and harms to their autonomy competencies. Some of these harms 
involve local episodic impacts on autonomy, whereas others, such as social media 
addiction, can have a much more pervasive and global impact. Finally, we consid-
ered briefly various recommendations to better regulate social media and demon-
strated how a focus on autonomy harms can help to justify and make sense of some 
of these proposals.
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