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Patrick says

Once an abstract relationship is rendered visible, we can employ [a] visual recognition system already in place. We don=t have to think so hard. What was hard to think about abstractly, difficult to grasp and manipulate formally, may be as obvious as the nose on your face when you can see it.

He also reminds us of a general phenomenon we=re all familiar with (although perhaps the details of the images are not quite so familiar):

You stare at the water stains or the linoleum swirls and you can see mountain ranges, and centaurs, and bearded wizards leaning on their staffs.

While I strongly agree with Patrick that abstract relationships are real, and that it is possible to get them right, the danger that we will get them wrong is just as real. The use of visual representation of abstract phenomena, precisely because of our predilection to see patterns in everything and because we don=t have to think so hard about visible representations generally, may lead us to see things that aren=t there.

My comments on Patrick=s presentation do not constitute disagreement, actually. I know that Patrick is aware of these dangers, and works hard to avoid them. What I will offer is something more along the lines of a cautionary appendix to work like that of Patrick and his colleagues, an appendix that has implications for modeling efforts of all kinds, whether visual or not.

To begin with, let me suggest a distinction between what might be called Apure modeling@, on the one hand, and Atheory-laden modeling@, on the other. The distinction involves the intent of the modeler, whether conscious or not. If all you want is a nice model B an analog of some thing or process, say B then you=re doing pure modeling. If you imagine yourself to be offering a device for testing some hypothesis or another, then something else is at stake that is worthwhile identifying.

While fuzzy logic, and the use of visual imaging to portray relationships within fuzzy logic, raise their own interesting issues, my point is best illustrated, I think, in terms of the work Patrick discusses involving visual modeling of game-theoretic models of what he calls Acontact theory@.

Contact theory, once again, is the hypothesis that mutual prejudice can be reduced between certain natural social groups if contact between the groups is increased.  As Patrick shows, a game-theoretic model, along with associated imagery (the two are not the same), can be set up that results in an analog, anyway, of prejudice reduction (what you really get is, first, shifting numeric values over a four-dimensional matrix in the game-theoretic model and, second, a shifting color pattern across the cells in the visual image chosen to illustrate the game-theoretic phenomenon).

For the purposes of pure modeling, choices need to be made at both levels B choices about how to set up the game variables, how to determine success or failure of a strategy, and so forth B to get the desired result, where the desired result is a visual picture whose development looks, when interpreted, like prejudice reduction (or like prejudice maintenance in setups where the analog of contact is not fostered by the setup).

With considerable ingenuity and lots of experimentation, together with lots of tweaking of relevant variables, one can indeed get that desired result: to use one of Patrick=s examples, the desired result was observing different images when one starts, on the one hand, with an array in which the colors are neatly segregated on two sides of the screen, and, on the other hand, with an array where the colors are mixed evenly throughout.

Now if the resulting visual image were all that mattered B if all we cared about was an image that illustrated how contact would change things if the contact hypothesis were true B then surely we could get this in lots of ways. There should be, in fact, indefinitely many distinct algorithms that would generate the finite data points used in either the game-theoretic model itself or in its own visual model, so there ought in turn to be that many distinct pure models at some level of abstraction or other. Why choose one rather than another? Well, some kind of principle of parsimony might seem appropriate. Why choose the simplest method? That one=s easy: because we don=t want to have to do more work than we need to to accomplish our end.

But if the resulting image were all that mattered B if all we cared about was pure modeling B it would be odd to suggest that we=ve done anything that could count for or against the sociological theory we=ve modeled. That theory is just a theory, after all (for all its folk-appeal). Whether it=s right or not depends on what happens in social groups when they are arranged in certain ways and certain things get done to them. But what have we done in our modeling exercise? In so far as we=ve thought of ourselves as doing pure modeling, we=ve done no more than to create an image of what the theory says should happen in social groups under certain circumstances. We=ve of course worked very hard at this, tweaking variables and adjusting our presentation of the results in such a way as to make the emerging picture look as much as possible, given our interpretation of the picture, like what the contact theory predicts. As Patrick suggests, this can be extremely helpful, extremely suggestive, extremely illuminating. But so far, all we=re doing is illustrating. We are emphatically not doing anything like explaining.

If our ambitions are to contribute to discussions about causes, or about explanation, we need to think differently about our models. We now care more about what=s in the black box, as it were, whereas with pure modeling it doesn=t matter, as long as the results come out the way we want them to. Now, the deployment of prisoner=s dilemma and related games in political and social theory has never been innocent of explanatory ambition. These games are of special interest to analysts seeking to explore the advantages and/or disadvantages of a particular sociological hypothesis that is much older than game theory and runs significantly deeper than the contact theory of prejudice reduction. The hypothesis I am referring to says that humans are to be understood as rational maximizers and that much (if not all) interesting human behavior B even apparently altruistic behavior B can be explained on the very spare assumption of this allegedly universal tendency. Variations of this general theory can be found in biology, where its application to non-human organisms requires modification of the Arational@ part, and in psychology, where it sometimes goes by the name of Apsychological egoism@.

The great attraction of game-theoretic modeling, especially to a host of more or less neo-Hobbesian political and social analysts, is that it can be used to illustrate what the consequences of rational maximizing might be in populations of simple automata animated by this one principle.

Now in the case of the work done by Patrick and his colleagues, it must be noted that lots of otherwise seemingly arbitrary choices of weights and values of variables B lots of tweaking B has had to be done to exhibit the visual analog of the contact hypothesis as evocatively as possible. That would be fine, of course, if no more than pure modeling were at stake. But that=s apparently not all that=s intended. These modeling exercises, and these results, are supposed to have some bearing or other on understanding social phenomena, on explaining them. Here=s what Patrick says:

If contact reduces prejudice, precisely how does it do so? The attempts at explanation that have been made... tend to rely on the high-level cognition of the agents involved...

What we wanted to explore was whether the contact mechanisms of prejudice reduction might be simpler than thatBmechanisms captured in the simple gains and losses of spatialized game theory, for example.

The potential explanation in the back of all this is the Arational maximizer@ hypothesis -- psychological egoism B  in some form or another. If that=s what=s at stake B an explanation of social phenomena like prejudice reduction that can avoid reference to Ahigh-level cognition@ B then pure modeling B the creation of visual images that do what the social contact theory says people would do in certain settings B is nowhere near enough.

If modeling of this kind is to play even a minimal explanatory role, in particular, we would need some independent reason to believe that the contact hypothesis is right, since the model is constructed to mimic what that theory says will happen in social groups rather than to accomplish the vastly more complex task of modeling what really does happen in real social groups.

To cut short what might well become a rather long paper if I don=t shut off the tap right here and now, the logic of all this seems to me to be something like this:

1. We have two hypotheses at work: the contact hypothesis and the rational maximizer hypothesis.

2. Using simple automata embodying a preference ranking that is itself modeled on rational maximization, we arrange values of relevant variables in such a way as to produce an outcome that, in turn, models the predicted social outcome of the contact hypothesis.

3. We are then, at best, in a position to say something like AIf humans were acting on the basis of something like the principle of rational maximization we would have reason to expect, at least under conditions plausibly modeled by those tweaked variables, something like what the contact hypothesis predicts.@
4. Then if we (further) have independent reason to think that in real social groups the contact hypothesis is confirmed, then, perhaps by virtue of Areasoning to the simplest explanation@ or something, we might think we have provided support for the principle of rational maximization (and that we have undermined the idea that more elaborate cognitive explanations are needed).

The problem with all this, though, is that, at best, even if all the hypotheticals are fulfilled, this line of reasoning can only support the proposition that rational maximization alone could lead to social phenomena observable in the real world, not that it does. To get any further, we need to presume that it is a better explanation than, say, one that refers to more elaborate cognitive explanations. To say that it is somehow simpler might work, although even that isn=t uncontroversial. Why should the simplest explanation be best? Where we had an easy answer to the question Awhy choose the simplest method for producing the desired results?@ when in the realm of pure modeling, the answer doesn=t come so easily when we=re searching for the right answer to a causal or explanatory question. The manifest presence in real human activity of all the cognitive baggage that the Arational maximization@ line of argument specifically aspires to make unnecessary is an embarrassment to that line of argument, and this embarrassment is itself in desperate need of explanation.

None of this is to suggest that the work Patrick outlines is any less valuable, this for many of the reasons he outlines. Visual imagery recasts phenomena of all kinds in a format that is frequently easier for creatures like ourselves to manipulate intellectually. It=s important, though, in all such recasting, to remind ourselves that the basic virtues of visual imagery refer most naturally to what I have called pure modeling B  to illustration, not explanation; that our readiness to see patterns in visual data B patterns that may not mean what we think they mean B suggests that we need to be cautious in recasting phenomena in visual terms; and that the real work of theory-testing must be taken back to the messy real world.
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