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Abstract. This paper presents a sensor-based approach to developing a gesture-controlled robotic vehicle, designed 

to enhance human-machine interaction in a more intuitive and accessible manner. The system translates hand 
movements, detected through accelerometers and gyroscopes within a wearable device, into commands that control 
the vehicle. Traditional methods for operating robotic systems, such as joysticks or remote controls, often require 
physical interaction, limiting their effectiveness, especially for individuals with disabilities or in environments 
where hands-free control is essential. This approach offers a non-contact, real-time control mechanism, detecting 
hand gestures without relying on visual cues, thereby reducing computational load and ensuring stable performance 
even under varying lighting conditions. The implementation involves sensor calibration, data acquisition, and 
processing via microcontrollers such as Arduino or ESP32, coupled with a motor control system for vehicle 

operation. Testing results demonstrate the accuracy and low-latency response of the gesture-based control system. 
The primary objective is to make this technology widely accessible, offering a scalable solution for various 
applications, including assistive technologies and robotics. Preliminary findings confirm the system’s effectiveness, 
opening the door for further real-world applications. 

Keywords. Gesture-based control, Robotic vehicle, Human-machine interaction, Wearable sensors, Assistive 
technology. 

1 INTRODUCTION 

Gesture control is one of the most promising approaches made from the broad field of human-machine 

interaction and offers an intuitive means for natural movements for people to interact with machines. The demand 

for gesture-controlled systems results from the constraints imposed by the traditional interfaces such as joysticks, 

remote controls, and voice commands, which are typically awkward in situations requiring quick and accurate 

movement or when hands-free interaction is needed. Besides, users with physical disabilities often face 

significant barriers to accessibility because of conventional systems of control. 

In the past few years, advances in sensor technology have made it at all possible to overcome these problems 

because now it becomes technologically possible to build systems that could perceive hand movements and 

convert them into commands in real time. The most promising of these are accelerometers and gyroscopes 

because they can measure motion and orientation without needing to refer to external cameras or visual input. 

They are particularly ideal for applications where vision-based systems would be less reliable: for example, with 

low light, high visual noise, etc. The purpose of this study was to design a sensor-based gesture control system 

for robotic vehicles. 

Unlike vision-based systems, where a complicated set of algorithms processes images, the motion sensor is 

used for the detection of hand movements. So, this system is less computationally intensive and robust. The 

sensors are integrated into a glove, so it detects the orientation and movement of the hand to control the movement 

of a vehicle. The simplicity, responsiveness in real-time, and accessibility have been emphasized in designing 

the system. 

This work is the continuation of the rest of the studies conducted in the field of gesture control but with a 

different design, and the elimination of flex sensors and vision-based setups. It focuses solely on accelerometers 

and gyroscopes for its recognition process. This dimension reduces the problems that are inherent with visual 

recognition, such as light dependency and occlusion but maintains the same level of accuracy and responsiveness. 

Fundamental applications of such a system go beyond just vehicle control, like assistive devices for people with 
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disabilities, smart home technologies, and industrial automation. However, this project is mainly focused on 

developing a robust, real-time system to be used in the control of a robotic vehicle. This vehicle has been 

implemented to move forward, reverse, or turn left or right by utilizing specific hand gestures by detecting 

through the sensors. 

2     LITERATURE SURVEY 

Studies have widely explored the development of gesture-based interfaces for controlling robotic vehicles 

or machines. A very prominent study by Zhang et al. (2017) entitled "Real- Time Hand Gesture Recognition 

Using Deep Learning" highlights the use of vision-centric systems to recognize gestures. However, the 

requirement of large datasets and substantial processing power is a limitation, particularly when such application 

is required to operate in real-time. Besides that, visual input-dependent systems are highly susceptible to diverse 

environmental conditions, such as illumination and occlusions, reducing their dependability in dynamic 

environments. 

Another relevant paper, Rahul Swarup (2024), discussed vision-based smart car which recognizes hand 

gestures via image recognition to be controlled. Again, this also has the prospect of gesture control but, like other 

implementations, is plagued by issues concerning lighting conditions and processing power requirements that 

limit its scalability and practical use. 

Acceleration and gyro-based methods are more reliable compared to those that require visual inputs. 

These sensors can detect changes in orientation and acceleration, which are then matched to specific 

gestures. Since sensor-based approaches replace visual cues with physical data, they avoid many of the issues 

associated with vision-based recognition. 

While a large portion of prior work has indeed explored hybrid approaches that leverage both vision and 

sensors, there is a surprising lack of focused research on sensor-based systems-an area on which this work 

primarily focuses. 

This research aims to bridge this gap by creating the first sensor-driven gesture control system with 

simplified, yet robust and real-time execution of vision-based technologies at high precision levels. The central 

contribution of this paper therefore is in defining a system that can act robustly without requiring large datasets 

or computationally intensive algorithms. 

 

3      RESEARCH METHODOLOGY 

The development of the gesture-controlled robotic vehicle involves several stages that integrate both 

hardware and software components to achieve real-time control of the vehicle through hand gestures. The 

methodology is designed to provide a seamless interaction between the user’s hand movements and the robotic 

vehicle’s actions. This section outlines each step in the design and implementation process, detailing hardware 

setup, sensor calibration, algorithm development, wireless communication, and testing. The methodology ensures 

that every aspect of the system is reproducible and scalable for further applications. 

 

3.1 System Architecture 

The system architecture comprises two main components: the transmitter module (which the user wears to 

control the vehicle) and the receiver module (installed in the robotic vehicle). The primary goal is to detect hand 

gestures through sensor data and transmit commands wirelessly to the vehicle to execute the corresponding 

movements. 

3.1.1 Transmitter Module (Wearable Device) 

The wearable device, worn on the user's hand, consists of: 
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Arduino Nano: A small, versatile microcontroller used for processing sensor data in real time. The Nano 

collects data from the attached sensor and processes it to generate commands for controlling the vehicle. 

MPU6050 Accelerometer and Gyroscope: This is a 6-DOF (degrees of freedom) sensor used for detecting 

hand movements. The accelerometer detects linear movements in x, y, and z axes, while the gyroscope detects 

rotational movements (angular velocity) around these axes. 

nRF24L01+ Wireless Transceiver: A low-power wireless module that communicates with the receiver 

module. It operates at a 2.4 GHz frequency band and supports high-speed, low-latency data transmission. 

Power Source: The transmitter module is powered by a 7.4V LiPo battery, ensuring portability and sufficient 

energy to power the components for extended periods. 

The MPU6050 sensor continuously monitors the user’s hand movements, and the Arduino Nano processes 

this data to detect gestures. Once a gesture is detected, the corresponding control command is encoded and 

transmitted wirelessly using the nRF24L01+ module. The transmitter operates at intervals of 100 milliseconds to 

provide near real-time updates, ensuring that the vehicle responds instantly to the user's movements. 

 

3.1.2 Receiver Module (Robotic Vehicle) 

The receiver, mounted on the robotic vehicle, is responsible for interpreting the wireless commands sent 

from the transmitter and controlling the vehicle’s motors accordingly. It consists of: 

Arduino Nano: Similar to the transmitter, the Arduino Nano is used here to receive the commands and 

process them to control the motors via the motor driver. 

nRF24L01+ Wireless Transceiver: Paired with the transmitter, this module receives the control commands 

from the wearable device. 

L298N Dual H-Bridge Motor Driver: This motor driver controls the movement of the vehicle’s four motors, 

allowing it to move forward, backward, turn left, or turn right, based on the received commands. 

4WD Car Kit: The car chassis consists of four wheels, each powered by its own motor, providing stability 

and smooth movement across various terrains. 

Power Source: The receiver and motors are powered by an 11.1V LiPo battery, ensuring sufficient power 

for the motors, driver, and wireless communication module. 

The receiver's Arduino Nano processes the commands received from the transmitter via the nRF24L01+ 

module. Based on the commands, it activates the appropriate motors through the L298N motor driver to move 

the vehicle in the desired direction. This configuration allows for four basic actions: forward, backward, left turn, 

and right turn. 

 

3.2 Sensor Design and Calibration 

The accelerometers and gyroscopes, which are the main sensors utilized in this project, are embedded in a 

wearable glove. Accelerometers measure linear acceleration in three axes: X, Y, Z. Gyroscopes measure angular 

velocity. These sensors are calibrated to assure accurate readings of hand movements and orientations. 

 

3.3 Vehicle Control 

Once the gesture data is transmitted, the receiving Arduino Nano on the vehicle processes these commands 

to control movement. The vehicle's movements—such as moving forward, backward, or turning left and right—

are governed by the logic coded into the receiver. This setup allows the vehicle to execute precise actions based 
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on the gestures detected by the glove, effectively translating the user’s hand movements into responsive vehicle 

control. 

 

4. IMPLEMENTATION 

Here is the procedure of implementation: Sensor Selection and Calibration: Accelerometers and gyroscopes 

are selected for high accuracy and real-time responsiveness. Sensors are also calibrated to ensure proper and 

accurate readings about hand orientation and motion. 

Microcontroller Configuration: Arduino is programmed to analyze the sensor data. The microcontroller 

interprets the unprocessed data from the sensors and correlates it with distinct gestures that are associated with 

vehicle operations. 

Motor Driver Integration: Microcontroller and a motor driver, L298N drive this module. This module 

receives commands from the microcontroller and sends them to the vehicle motors for controlling the vehicle 

movement. 

Wireless Communication: A nRF module has been added to the system to enable a communication between 

the glove and the vehicle. The integration will permit a user to operate a vehicle through a wireless medium. 

Testing and Debugging: The system undergo evaluation to confirm that the gesture recognition and vehicle control 

operate without interruption. Any problems, including latency in gesture identification or motor reactions, are 

resolved through debugging and optimization procedures. 

 

4.1 Circuit Diagrams 

 
Figure 1 Transmitter System Circuit Diagram 

The transmitter circuit diagram in Figure 1 consists of an Arduino Nano, an MPU6050 sensor, an 

nRF24L01+ wireless transceiver module, and a 7-12 V DC power source. The Arduino Nano acts as the main 

microcontroller, receiving data from the MPU6050, which is an accelerometer and gyroscope sensor module. The 

MPU6050 is connected to the Arduino Nano via I2C communication, allowing it to send orientation and 

movement data. The nRF24L01+ module is connected to the Arduino Nano for wireless transmission of data to a 

receiver module. Power is supplied by a 7-12 V DC battery, which powers both the Arduino and other components.  

The receiver circuit diagram in Figure 2 consists of an Arduino Nano, an L298N motor driver, an 

nRF24L01+ wireless transceiver module, four DC motors, and a 7-12 V DC power source. The nRF24L01+ 

module receives data wirelessly from the transmitter circuit. The Arduino Nano processes the received signals 

and controls the movement of four motors connected through the L298N motor driver. Each motor is designated 

to control a wheel in a four-wheel drive (4WD) vehicle, allowing for precise movement based on the transmitted 

data. The power is provided by a 7-12 V DC battery, which supplies both the Arduino Nano and the motor driver. 
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4.2 Algorithm 

4.2.1 Transmitter System 

Steps: 

1. Initialization 

1.1. Initialize I2C communication for the MPU6050 sensor 

1.2. Initialize the nRF24L01+ RF module in transmitter mode, setting the transmission rate to 250 kbps and 

defining the output pipe. 

1.3. Set initial x-axis and y-axis values to 127 (neutral position). 

2. MPU6050 Configuration 

2.1. Calibrate the MPU6050 by configuring the accelerometer and gyroscope offsets. 

2.2. Enable the Digital Motion Processing (DMP) on the MPU6050 to obtain motion data. 

2.3. Set the expected DMP packet size for future operations. 

3. Main Loop Execution 

3.1. Check if the DMP is ready, ensuring that the MPU6050 is functional. 

3.2. Read the latest packet from the MPU6050's FIFO buffer. 

3.3. Extract quaternion data from the buffer and compute yaw, pitch, and roll. 

3.4. Constrain yaw and pitch values within a -90 to +90 degree range. 

3.5. Map the constrained yaw and pitch values into a range from 0 to 254 for transmission. 

3.6. Transmit the mapped x-axis and y-axis values wirelessly using the nRF24L01+ RF module. 

4.2.2 Receiver System 

Steps: 

1. Initialization 

1.1. Initialize the nRF24L01+ RF module in receiver mode, setting the data rate to 250 kbps and defining 

the input pipe. 

1.2. Configure the GPIO pins for the left and right motor controls (direction and speed). 

1.3. Set initial motor speed to zero. 

2. Main Loop Execution 

2.1. Continuously check for incoming data from the RF module.  

2.2. If a signal is received: 

2.2.1. Read the x-axis and y-axis values. 

2.2.2. Map the x-axis and y-axis values from the range of 0 to 254 to motor control values in the range 

of -255 to +255. 

2.2.3. Set the motor direction based on the sign of the y-axis value. 

2.2.4. Calculate the speed of the left and right motors based on the combined x-axis and y-axis values. 

2.2.5. Constrain the motor speeds within the range of 0 to 255. 

2.2.6. Update the motors to rotate with the computed speed and direction. 

2.2.7. Record the time of the last valid signal. 

2.3. If no signal is received within a predefined timeout period (e.g., 500 ms), stop both motors. 

 

4.3 Working 

There are four hand gestures which can be recognized by the car. They are FORWARD, BACKWARD , 

RIGHT,LEFT. 

The following are the hand gestures used in controlling the car. 
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Figure 3 Hand Gesture Representations for Movement Control 

Figure 3 displays four distinct hand gestures used to control movement directions in a gesture-controlled system. 

Each gesture corresponds to a specific command: 

● (a) Move Forward Gesture (Hand Down): The hand is positioned horizontally with the palm facing 

down, indicating the command to move forward. 

● (b) Move Backward Gesture (Hand Up): The hand is positioned vertically with the palm facing 

outward, signaling the command to move backward. 

● (c) Turn Left Gesture (Hand Turning to Left Side): The hand is rotated to the left, with the palm 

facing downward, representing the command to turn left. 

● (d) Turn Right Gesture (Hand Turning to Right Side): The hand is rotated to the right, with the palm 

facing downward, denoting the command to turn right. 

These gestures serve as intuitive controls, allowing users to communicate movement directions in a gesture-based 

interface. The gestures are designed to be simple and distinct, reducing the likelihood of misinterpretation by the 

gesture-recognition system. 

4.4 Final Readings 

The system was tested in varying conditions to assess performance in terms of accuracy, responsiveness, and 

user-friendliness. The final readings were read as follows: 

 

Responsiveness: The delay between gesture input and vehicle response was measured to be less than 200ms, 

so the system was very responsive. 

The system was subjected to testing by several users and garnered considerable feed from them about ease 

of usability and precision in control. 
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5    CONCLUSION 

The feasibility of a sensor-based gesture-controlled robotic vehicle system that does not rely on vision 

recognition or flex sensors has been successfully demonstrated in this research. The proposed method based on 

accelerometers and gyroscopes provides a reliable real-time method for controlling movement of a vehicle by 

hand gestures. The accuracy and responsiveness of the system are high, thus making it viable for usage in assistive 

technologies, robotics, and control of a smart vehicle. This will in turn lead to further functionality development 

within the system as well as more advanced refinement of the gesture recognition algorithm toward the ability to 

recognize complicated gestures in the future. 
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