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The Language of Thought program has a suicidal edge. Jerry Fodor, of all people, has argued that although LOT will likely succeed in explaining modular processes, it will fail to explain the central system, a subsystem in the brain in which information from the different sense modalities is integrated, conscious deliberation occurs, and behavior is planned. A fundamental characteristic of the central system is that it is “informationally unencapsulated” -- its operations can draw on information from any cognitive domain. The domain general nature of the central system is key to human reasoning; our ability to connect apparently unrelated concepts enables the creativity and flexibility of human thought, as does our ability to integrate material across sensory divides. The central system is the holy grail of cognitive science: understanding higher cognitive function is crucial to grasping how humans reach their highest intellectual achievements.

But according to Fodor, the founding father of the LOT program and the related Computational Theory of Mind (CTM), the holy grail is out of reach: the central system is likely to be non-computational (Fodor 1983, 2000, 2008).  Cognitive scientists working on higher cognitive function should abandon their efforts. Research should be limited to the modules, which for Fodor rest at the sensory periphery (2000).
   

Cognitive scientists who work in the symbol processing tradition outside of philosophy would reject this pessimism, but ironically, within philosophy itself, this pessimistic streak has been very influential, most likely because it comes from the most well-known proponent of LOT and CTM.  Indeed, pessimism about centrality has become assimilated into the mainstream conception of LOT. (Herein, I refer to a LOT that appeals to pessimism about centrality as the “standard LOT”).  I imagine this makes the standard LOT unattractive to those philosophers with a more optimistic approach to what cognitive science can achieve. Compared to connectionism, for instance, the standard LOT is simply no fun, lacking an account of that which it was originally most interested in explaining – the computational format of higher thought itself.  Abysmally, it doesn’t even strive for such an account.

Today, I overturn this pessimism, developing a genuinely computational LOT.  But in doing so, I go over to the dark side, borrowing LOT’s traditional enemies, cognitive and computational neuroscience.  My ambitions are twofold: (i), Negatively, I illustrate that Fodor’s two arguments for this pessimistic conclusion are unsound. Rather than embracing pessimism about the central system, philosophers working in the LOT/CTM tradition must concentrate their efforts on detailing its computational nature. (ii), In the spirit of this suggestion I begin this task, employing insights from my response to one of Fodor’s arguments to outline a computational theory of the central system. I provide only an outline because the research on the central system is still young. Still, the research is both exciting and impressive. In discussing it, I hope to encourage its further exploration by philosophers of mind. A distinctive element of this approach is that it frames a LOT which embraces work in cognitive and computational neuroscience to sharpen its understanding of the central system – in fact I urge that LOT must pay close attention to neuroscience if it is to be a bone fide naturalistic theory.  This departure is a clear improvement over the standard LOT. Or so I shall contend.


Here is a more detailed map of how I shall proceed.  Section 1 provides a brief statement of Fodor’s two problems (called the “Globality” and “Relevance Problems”) and explains that the arguments, if sound, spell the end of LOT and CTM. Section 2 then provides a quick response to each problem, based on a common example and identifies an additional flaw with the Globality Argument.  Section 3 responds to the Globality Argument based on Fodor’s discussion in his most recent book, LOT 2. (The globality argument presented here appears to differ from its earlier formulation so it is important to respond to it). Kirk Ludwig and myself have previously urged that the one appearing in Fodor’s Mind Doesn’t Work that Way (2004) is self-refuting (Ludwig and Schneider, 2008). Then, section 4 argues that although the Relevance Problem is a serious research issue, its presence does not justify concluding that the central system is likely non-computational.  After highlighting some neuroscientific research on the central system that indicates that the mind is computational, I sketch the beginnings of a solution to the Relevance Problem that is based upon the Global Workspace (GW) Theory, a theory that is well-received in psychology, cognitive neuroscience, cognitive robotics, and philosophy. I then begin to outline a computational theory of the central system that is based on the GW theory. Section 5 further explores the GW approach to centrality in the context of discussing the advantages that it has over the traditional characterization of the central system. In section 6 I argue that LOT and CTM’s naturalism actually require such an approach to centrality and that further, the popular doctrine of multiple realizability should not discourage disinterest in neuroscience on the part of the proponent of LOT/CTM. Finally, section 7 responds to an important objection.  

We have a lot to do today -- so let us begin.
1. Two Puzzles 

Pessimism about centrality is based on the following arguments:

(a) The Globality Argument.  “Global properties” are properties of a LOT sentence that are supposed to be determined by the nature of the larger set of sentences that the given sentence is a member of. Cognition is sensitive to global properties: the belief that the espresso machine broke may do nothing to one’s plan to visit London next year, but come morning, it causes pure havoc. The role the belief plays in computation is context sensitive, depending upon whether the plan is somehow related to making espresso. And the problem is that CTM holds that cognition, being computation, is sensitive only to the “syntax” of the particular mental representation and syntactic properties are context insensitive properties of a mental representation. That is, what a mental representation’s syntactic properties are does not depend on what the other mental representations are that are also in the plan.  But whether a given mental representation has the global properties that it has will depend upon the nature of the other attitudes in the relevant group. If this is correct, then global properties do not supervene on syntactic properties. And CTM, as a general theory of how the mind works, is untenable (Fodor, 1983 and 2000; Ludwig and Schneider, 2008 and 2009a; Horgan and Tienson, 1996; Egan, 1995; Sperber 2005).

(b). The Relevance Problem. Like many critics of symbolicism, Fodor suspects that if one wanted a symbol-processing device that determines what is relevant, the device would need to walk through virtually every item in its database in order to determine whether a given item is relevant.  This would be a huge computational task, and it could not be accomplished quickly enough for a system to act in real time.  However, humans clearly make quick decisions about what is relevant all the time. Hence, domain-general thought (i.e., the processing that the central system does) is likely not computational, at least when computation is understood as being symbol manipulation (Fodor 1983, Fodor 2000, 2009; Horgan and Tienson,1996; Carruthers 2006, Schneider 2008, 2009a).


It is seldom noticed that if these two arguments are correct then they spell the end of the LOT program.  For LOT holds that the central system is the system in which deliberation and planning occur; it is thereby reasonable to regard it as the primary domain that LOT characterizes. But LOT is a computational theory -- its main contention is that cognition is a species of symbol manipulation. How then can it correctly characterize the central system if it is not, in fact, computational to begin with?   Mutatis mutandis for CTM. If the central system is non-computational then the mind is at best a sort of hybrid system which has sensory systems that are modular, and perhaps still computational, while higher thought itself is non-computational. “CTM” would be a misnomer.

Perhaps there an escape route for LOT and CTM, however.  Perhaps the central system itself is “massively modular” – having numerous domain specific modules within the central system itself (Carruthers 2005, 2006, 2008; Pinker 1997, Sperber 2005). The phenomena of globality and the problem of relevance do not justify a retreat to massive modularity, however, even assuming the problems they pose are in fact well-founded. For in the following section I shall urge that globality and relevance problems can apply to  uncontroversially computational systems, including even encapsulated domain specific ones.  If (a) and (b) are sound arguments, they would, in fact, have versions which apply to modules within a central system as well.
 


So no matter what landscape you attribute to the central system, if (a) and (b) are sound they rule out the plausibility of both LOT and CTM. Clearly this is an important issue -- LOT is a major theory of the nature of thought, being extremely influential in information processing psychology and, although it is no longer the only game in town, being a leading account of the format of thought in philosophy of mind. The symbolicist approach is even appealed to in connectionist theorizing, for many take connectionist networks to implement symbolic ones or appeal to hybrid models in which the mind is partly symbolic (for discussion see section 8). If LOT is non-computational I suspect that few of the current proponents within cognitive science would be interested in it any longer.    So let us ask: are (a) and (b) indeed correct?

2.  Flaws in Both Arguments

We can quickly see that both arguments have multiple flaws. For one thing, neither is valid. Consider: what if one could show that both problems appear in the context of uncontroversially computational processes?  Intuitively, if this could be accomplished, then the presence of a globality or relevance problem would not suggest that the system in question is likely to be non-computational. So the conclusions of the respective arguments would not follow from the premises.   Now, bearing this observation in mind, let us consider a simple chess playing program. It lets the human make the first move of the game.  So suppose that the human moves a pawn one square forward. To respond, the program must determine, given the information about what the previous move was, which move to now execute.  


But notice:  (i), a Globality Problem Emerges. Suppose that there are two game strategies/plans in the program’s database, and the program is to select the simplest one, given the first move. And let one plan involve getting the bishop out early in the game, while the other plan involves getting the rook out early in the game. (Where “early” means, say, within four moves).  We can now formulate a Globality Problem, for the impact that the addition of the information about what the opponent’s first move was on the simplicity of each of the two plans fails to supervene on the type identity of the string of symbols encoding the information about the opponent’s first move.  Instead, the impact of the addition of the string of symbols to the simplicity of each plan depends on the way that the string interacts with the other sentences (i.e., syntactic strings) in the plan.  Thus, (our new Globality Argument concludes), the processing of the chess program is not syntactic, and thus, not computational.  It thereby appears that a Globality Problem emerges even in the context of highly domain specific and encapsulated computing (Schneider 2007). But if a Globality Problem can emerge in an uncontroversially computational process, then it cannot be the case that the Globality Problem suggests that the system in question is likely non-computational.


(ii), A Relevance Problem emerges. Skillful chess playing involves, among other things, the ability to select a move based on the projected outcome of the move as far into the future of the game as possible. Chess programmers routinely face the challenge of intractability --- massive combinatorial explosion threaten to make determining an optimal move extremely difficult, given the constraints of real time.  Indeed, in order to quickly determine the best move, clever heuristics must be used. This is precisely the issue of locating algorithms that best allow for the quick selection of a future move from the greatest possible projection of potential future configurations of the board (Marsland and Schaeffer, 1990). And this is just the Relevance Problem, as Fodor and other philosophers have articulated it.


The situation is thus: both problems emerge at the level of relatively simple, modular, and uncontroversially computational processes. And if both problems can occur in the context of uncontroversially computational processes, the presence of a Globality or Relevance Problem does not suggest that the system in question is likely non-computational. And recall that this was the conclusion which is needed to undermine LOT and CTM.


Now let us briefly return to the Globality Argument, in particular. We’ve already noted that the argument is not valid. Further, it has a flawed premise: the argument claims that because a mental representation has global properties, and such properties are context dependent, mental processing does not supervene on syntactic properties. But this is not the case. Suppose that a given LOT sentence is global, differing in the effect it has, depending upon the nature of the other sentences in the plan.   Upon reflection, this is actually compatible with the requirement that syntax be context insensitive; that is, the requirement that tokens of the same symbol type will make the same syntactic contribution to every belief set that they figure in.  The same mental sentence can do so, for all a sentence contributes to a computation is its type identity, and this may have a different impact on different plans.  The impact depends upon the type identity of the added sentence, the type identity of the other sentences in the group, and the nature of the program. For instance, consider a situation in which one adds a new premise to an existing argument in first-order logic.  Put into a different argument, the same premise may have a different impact; for instance, it may now bring about a contradiction.  But the difference in impact, while not being a matter of the type identity of the premise alone, is still syntactic. For it depends on the type identity of the premise, together with the type identity of the other sentences in the argument, and the rules. Fodor has thereby failed to establish that global properties lead to a failure of mental properties to supervene on syntax. 

(We can further observe that massive modularity would not constitute an exit strategy if one did indeed find (a) and (b) compelling. For we’ve just observed that both problems apply even to modular, encapsulated systems. Indeed, as Fodor himself has observed, globality problems emerge even for a small number of beliefs (2008, 122; also quoted at infra, 5).  And concerning relevance determination, notice that domain specific encapsulated systems, such as human facial recognition, have an astronomically large number of mental representations to sift through in real time. So if one is convinced that globality and relevance plague computational explanations of the central system, one cannot appeal to central modules as an escape strategy.  However, as I argue herein, both problems are flawed to begin with).


 Elsewhere, Kirk Ludwig and I have provided an extensive response to the version of the globality argument appearing in Fodor’s The Mind Doesn’t Work that Way, (2004), arguing that it is self-refuting (Ludwig and Schneider 2009). The version of the argument considered in this book is much like the rough Globality Argument stated above, although it has the added dimension of relying on a stipulative definition of simplicity which ultimately led to the argument’s demise, for the argument, given this definition, became self-refuting. We also examined alternative formulations of the argument along the lines of that which is stated above which were not self-defeating yet which also faced deep problems. I believe that our discussion, when coupled with the considerations raised herein, provides strong reason to reject the Globality Argument as stated above. 


However, Fodor has recently reconsidered the Globality Problem in Chapter 4 of his LOT 2; here, his discussion does not rely on a stipulative definition of simplicity – he leaves simplicity intuitive. And the argument, although only stated very roughly, seems to be somewhat different than (a). So in the spirit of leaving no stone unturned, let us briefly consider his remarks. 

3. The Globality Argument of LOT 2

Fodor writes:

The Globality Problem is that I can’t evaluate the overall simplicity of a belief system by summing the intrinsic simplicities of each of the beliefs that belongs to it. In fact, there is no such thing as the intrinsic simplicity of a belief….Nothing local about representation – in particular, nothing about the formal relations between the representation and its constituent parts -- determines how much I would complicate or (simplify) my current cognitive commitments if I were to endorse it. 

Notice that unlike the problem of relevance, this sort of worry about locality holds even for the very small systems of belief….Suppose that my sole belief is that P, but that I am now considering also endorsing either the belief that Q or the belief that R. What I therefore want to evaluate, if I’m to maximize simplicity overall, is whether P&Q is simpler than P&R. But I can’t do that by considering P, Q and R severally; the complexity of P&Q isn’t a function of the simplicity of P and the simplicity of Q. So the operations whereby I compute the simplicity of P&Q can’t be local (Fodor 2008, p.122). (Italics mine)

Fodor’s general point is fairly clear.  He once said to me that the Globality Problem is like a common fallacy in reasoning in which one (say) mistakes the strength of an army for the mere addition of the strength of each of its members. Like army strength, simplicity is not additive: the simplicity of a plan is not a matter of the simplicity of each mental sentence. Nor is it the case that one’s assessment of which of two plans is simpler, given the choice of the addition of a new LOT sentence, is determined only by the constituents of the two plans and the added sentences alone.  Nonetheless, the rough argument in the second passage is flawed. It requires the implicit premise: if CTM is true, then one’s evaluation of the relative simplicity of P&Q and P&R is entirely determined by the simplicity of the constituents, P, Q and R and the conjunction operator alone. And this premise radically underestimates the resources of the LOT/CTM position. For it is plausible that a judgment that the plan (P&Q) is simpler than (P&R) will involve other LOT sentences in one’s database as well as P, Q and R; for instance, those concerning one’s means for carrying out the plans. In addition, individuals may employ heuristics for deciding which completing plans are simpler. (Such are, according to LOT, lines of code in the cognitive mind’s “program”). That LOT holds that the cognitive mind processes symbols in accordance with a larger algorithm is uncontroversial. Notice that these additional elements are all local, syntactic features of mental processing, but they go beyond P, Q, R and the conjunction operator.  

For example, I (quite pathetically) find the proximity of coffee a deciding factor in adjudicating the simplicity of a travel plan. You, I hope, do not. But if the cognitive mind is symbolic then this tendency to add beliefs about the proximity of caffeine to practically any plan I entertain can be explained in terms of the LOT sentences I happen to have, and the algorithm that governs my cognitive system. Just as an estimate of the strength of an army requires additional principles beyond just facts about individual members – for instance, it requires organizational principles -- so too the simplicity of a plan requires an appeal to more than just the type identity of its members and the conjunction operator. But LOT obviously has more than this at its disposal.

Fodor will likely retort that the problem is how we select these other beliefs (i.e., the location of a Starbucks) as being relevant to the simplicity of the given plan. Here, it is important to bear in mind that the issue of what beliefs a system selects as being relevant is a separate problem; in fact it is the aforementioned Relevance Problem.  Indeed, although Fodor conflates them in his (2004) he had distinguished them in his earlier The Modularity of Mind (1983). Here, he had observed that central system is characterized by two puzzling features:

Being Quinean: certain epistemic properties are defined over a larger set of attitudes (1983, 107).
Being isotropic: any member of an attitude set is potentially relevant to any other (1983, 105).
The Globality Problem is a more detailed version of the problem that Quinean properties are said to pose for CTM.   The concern is that there are global properties of belief that seem to be defined over a larger set of attitudes, and as such seem to depend upon the nature of the other beliefs in the set.   In contrast, isotropy involves what I’ve been calling the “Relevance Problem.”  Notice that the Globality Problem is an in principle objection to the success of CTM. If there are, in the relevant sense, global properties, cognition is supposed to fail to supervene on symbolic computations.  In contrast, the Relevance Problem is not an in principle objection to CTM.  The problem is not that properties relevant to cognition might not supervene on the syntax of mental representations; it is instead that the serial based computing that CTM appears to rely upon makes relevance determination too time consuming. The Relevance Problem is thereby an empirical puzzle rather than an in principle or a priori objection.   It is not the sort of problem, in contrast with the Globality Problem, that would urge us to give up without further effort.  Confusion of the two is dangerous, for it may lead either to seeing the Globality Problem as just an empirical problem, which it is not, or to seeing the Relevance Problem as an in principle difficulty which makes embarking upon further empirical work futile.
   Further, these observations indicate that the objector’s response, which reframed the globality problem as one of relevance, is unwise, for they are separate problems. Indeed, conflating them may make the problems seem more difficult than they are, obscuring the possibility of a divide and conquer strategy that tries to solve each of the problems separately. (Indeed, this is the kind of strategy taken herein).  


Further, even setting aside the objector’s conflation, the objector’s concern that a problem of relevance arises does not, in fact, indicate that the cognitive mind is likely non-computational. For I have already argued that Fodor’s Relevance Problem is not valid. I shall now turn to a more in depth response to it as well; importantly, this response will be summoned in the second half of the paper to outline the beginnings of a computational account of the central system. 

5. The Global Workspace Approach to the Central System
We’ve observed that a relevance problem can arise in computational systems; the pessimist is thereby incorrect that it indicates that the mind is non-computational.  Still, the pessimist may offer additional considerations supporting the view that relevance determination is likely non-computational. For instance, she may point out that both Fodor and Carruthers claim the central system features “intractable” computations (Fodor 1983, 2000; Carruthers, 2005).
  The use of the expression “intractable” might lead one to believe that these authors are worried that the algorithms that humans use to compute what is relevant are computationally intractable, in the sense detailed by complexity theory.  But notice that this would not lead to a Relevance Problem that shows that computationalism is false – instead, this would suggest that relevance is algorithmic and thus computational. Of course (b) is not saying this; it is saying relevance determination is likely non-computational.  Further neither Fodor nor Carruthers have explained why any algorithm that humans use to determine what is relevant would be intractable in the technical sense.  And even if it is the case that a given algorithm is intractable, computer scientists routinely deal with intractable algorithms all the time, employing heuristics. Those taking a computational approach would insist that the fact that we quickly locate relevant options is evidence that nature has found a way for cognizers to bypass unfavorable complexity results. In the eyes of the computationalist, the challenge that the Relevance Problem presents to cognitive science is to discover what the heuristics we employ are, on the assumption that the brain is computational.


If intractability is not behind the Relevance Problem, what other considerations are? I canvass further considerations in my (2007).  What I ultimately suspect is that the pessimist is concerned that the failures of AI during the 70s and 80s indicate that human relevance determination is likely to not be computational. So let us ask: is this concern truly a plausible justification for giving up the idea that the central system is computational? 


I believe the critic’s apprehension actually derives from conflating certain issues, making the Relevance Problem appear to be a far more serious obstacle to computationalism than it actually is.  For the Relevance Problem that CTM faces can be distinguished from the one that AI faces in some crucial ways. Consider what we might call the “AI challenge”:

AI challenge: build systems that can engage in domain general, commonsense reasoning.  

The Relevance Problem, as it relates to AI, is a challenge to engineer such a system. To solve the AI challenge, an actual system has to be built. In contrast, to merely solve the CTM challenge one needs to illustrate that domain general thought is likely to be computational. 


Cognitive science could discover the principles that humans use to decide what is relevant long before machines are built that do these things. We should look to these accounts, rather than to the Classicist AI programs of the 70’s and 80’s, for the most up to date information about the computational basis of relevance.  For after all, Classicist AI of the past borrowed little from concrete research on the human brain, and indeed, far less information about the brain was available.
 A further reason why the AI and CTM problems differ is that in AI one might build a system that determines what is relevant that is nothing like a human brain.  Technically, this would constitute a solution to the Relevance Problem for AI, but it would not solve the challenge for CTM. It is thus crucial to keep the AI and CTM issues separate. Indeed, the history of failures of Classical AI to build a system that decides what is relevant are daunting.  These failures may wrongly encourage one to conclude that the brain is not computational.  The problem that CTM faces will seem less overwhelming when it is separated from the AI problem.


So then: what sort of considerations are needed for the relevance objection to the central system to succeed?  Here, the pessimist needs to argue that it is more likely than not that cognitive science will fail to explain the underlying process that humans employ when they determine what is relevant. Merely gesturing at the history of AI or computational intractability will not suffice. And it is doubtful that this can be illustrated. For advocates of the Global Workspace (GW) Theory have offered a plausible outline of a solution to the Relevance Problem as it arises for CTM and LOT (Shanahan and Baars 2005).
 The Global Workspace Theory is one of the most influential scientific theories of the workings of consciousness, entering into the undergraduate curriculum in cognitive psychology and being endorsed by numerous philosophers and scientists. Daniel Dennett, for instance, observes that “Theorists are converging from quite different quarters on a version of the global neuronal workspace model…”(Dennett 2000). And Peter Carruthers remarks that it has “robust empirical evidence” in its favor, and employs it in his massive modularity framework (2006, p. 220). 

The key idea behind the GW theory is that during a conscious effortful task, special workspace neurons become coactivated, creating “brain scale representations” in a “global workspace” that mobilize neurons from multiple brain processes and are subject to regulation by attention neuromodulators and to selection by reward signals. (As I shall soon explain, the workspace itself is not in a single location but is instead scattered throughout the cortex, being a group of “hub nodes” together with long-range neural pathways linking the nodes). The global representations in the workspace selectively gate a subset of processor neurons in a top-down fashion. A representation selected by the GW remains active, insofar as it receives positive reward signals. If it is instead negatively evaluated, it can be updated or replaced via trail and error processing by another representation in the GW (Baars 2007; Shanahan and Baars 2005, Dehaene and Naccache, 2001; Changeux and Michell 2004; Shanahan, 2008). The GW theory gains much of its support through experiments employing the method of contrastive analysis, an experimental paradigm which tests closely matched non-conscious and conscious conditions (Baars 2002, 2007) as well as computer models (Shanahan 2008; Dahaenne et al., 2003; Dehaenne and Changeux, 2005).

I shall provide more detail on the GW theory shortly. For now, let me outline its approach to the Relevance Problem. To appreciate the GW approach, let us first consider the predicament that the standard LOT faces. Suppose that a classical system needs to make a relevance determination. The standard concern is that it must engage in serial computations that examine each member of a long list of alternatives, one by one (see diagram one). Assuming that the database is large, and knowing what we do about the speed of neural processing, it is difficult to grasp how a relevance determination can be made in real time. 

[image: image1.emf]
Figure 1  The Standard LOT Model of Information Flow in the Central system


Upon reflection, something is deeply wrong with the standard model.  The view that all mental processing involving relevance determination is serial is incredibly outdated. As myself and Stephen Pinker have urged, proponents of LOT are taking the computer metaphor too literally if they insist that the brain has a Van Neumann architecture, sequentially processing each command. Although cognition, being upstream, involves integration across sensory divides, and certain conscious processing seems to be sequential, the brain itself is massively parallel, a feature of mental processing that cognitive scientists working in the symbol processing approach are generally well aware of (Pinker, 2005; Schneider 2007).

In contrast to the outdated model of information flow that the standard LOT appeals to, the GW view of relevance determination holds that a global workspace facilitates information exchange among multiple specialized unconscious processes.  When there is a state of global activation in the “workspace” information is broadcast back to the rest of the system (Baars, 1988, 1997, 2007; Schneider 2007).   At any given moment, there are multiple parallel processes going on in the brain which receive the “broadcast.”  Access to the global workspace is granted by an attentional mechanism and is then processed in a serial manner. (And this seems intuitive, as many of our conscious, deliberative, thoughts seem to be serial).  So, when the brain asks what is relevant to a given fact, multiple unconscious processes search and compete for access to the global workspace. The winning competitor has its information broadcast into the GW.  From the first-person perspective, the contents of the workspace seem to unfold serially, but each step is the end result of massive parallel processing. Information may then be broadcast back to the specialist processes for further searching. As Murray Shanahan explains:

To my mind, one of the attractions of GW Theory is that there is no such central processor [CPU]. Rather, we find that high-level cognitive processes are the emergent product of a blend of serial and parallel processing. The serial procession of states in the global workspace can be thought of as the trace of a high-level cognitive process. But this serial procession of states… reflects the combined contributions of massively parallel competing and co-operating processes (Shanahan, email).


Now, Baars and Shanahan’s account is clearly intended to be an outline of an answer to the Relevance Problem, rather than a complete account. But bearing in mind the significant empirical support for GW, I suspect that their suggestion reflects, in very broad strokes, what the brain is doing. And couple this with the earlier observation that the Relevance Problem (as it arises for CTM) does not even involve a sound argument to begin with.   In the face of this, it is far from clear how to justify the pessimist’s extremely strong claim that work on the central system will likely fail to progress to the point of locating an account that explains how humans determine relevance.  

So let us press on with a positive, computational, approach to centrality.  

5.  An Alternative Approach to Centrality

In advancing this solution to the Relevance Problem I have been implicitly taking a different methodological approach to the central system than the mainstream LOT, one which frames the central system by reference to research in cognitive science rather than by features which set it apart from cognitive science altogether. In this section, I further explore this approach in the context of outlining two advantages that a GW inspired approach has over the traditional characterization.  In the next section, I will argue that LOT’s naturalism actually demands such an approach.


First, let us note that the contrast between the two approaches is sharp. Contrary to Fodor’s sense of the terrain, in which explanation in cognitive science stops at the modules, cognitive science suggests that the brain regions corresponding to what Fodor calls “the central system” are computational.  For consider what brain regions correspond to the central system: LOT’s central system is by definition the system which integrates material from different modules. By this rough definition of a central system, the central system extends beyond the prefrontal cortex to encompass the multimodal association areas that integrate material from multiple sensory modalities. It also encompasses the highly abstract and combinatorial processing of the hippocampus. Now, given this demarcation of the central system it is worth appreciating that there is a fair amount of work under development that explores its regions. Concerning the association areas, in particular, there are fairly agile computational theories of multimodal processes under development (Spence and Driver, 2004; Calvert, Spence, and Stein, 2004). Indeed, such are, according to Charles Spence and Jon Driver, in their introduction to a recent collection on multisensory processing, “increasingly being related to higher level mental processes (such as selective attention and/or awareness) rather than only being studied at the level of lower-level sensory interactions.”
 There is also impressive work on the processing of certain parts of the hippocampus, even to the point of isolating combinatorial and discrete representations of concepts like [fear] and [nest] in hippocampal area CA1 in rats.
 


And consider the amazing work on neural connectivity by Olaf Sporns and his associates. By using diffusion brain imaging techniques that allow for the noninvasive mapping of pathways of neural fibers, they constructed neural connection maps spanning the entire cortical surface. Computational analyses of the resulting large-scale brain connectivity networks revealed a “structural core” within the cortex; regions of cortex that are both highly central and connected. Brain regions within this core constitute connector “hubs” that link together major structural (i.e., neuroanatomical) modules, including a module in the prefrontal cortex (PFC) (Sporns et. al., 2004). (Sporns and his associates, like many others, have a less restrictive notion of a “module” than Fodor, in which a module need not be encapsulated. They are thereby describing what the proponent of LOT calls the “central system”). These hubs will be important to the development of GW theory, as we shall see.  Further consider that neuroscience textbooks routinely discuss the six layer structure of neocortical processing, differentiating the computational work that each of the neurons in these layers perform. And what about the important body of research on the minicolumn as a crucial unit of organization throughout the cortex? (Mountcastle 1997; Buxhoevedin and Casanova, 2002).

Now, cognitive scientists generally regard these bodies of research as constituting important computational work on what LOT considers to be the central system. Is the standard LOT suggesting that all this work is incorrect? Fodor often laments that we haven’t a clue how the central system works. I am happy to concede that when it comes to higher cognitive function our understanding lags far behind the modules. But this seems to be due to the unavailability of animal models and sufficiently high resolution brain imaging, as well as the fact that understanding such high-level processing requires the integration of computational accounts of processing at the relatively lower levels.  Why is the relative scarcity of information supposed to show that the central system is non-computational?  As far as I know, Fodor hasn’t explained – that is, he hasn’t engaged with neuroscience on its own terms.


In contrast, the revised LOT appeals to the GW theory, which itself draws from the latest scientific findings on higher cognitive function. Further, it features the following improvements over the standard position: 


(1) Rejection of an outdated sense in which the brain is computational. We have noted that the standard LOT has said very little about the central system. To the extent that anything has been said at all, it is simply to draw an analogy with a CPU, or to say that it is characterized by the properties, being isotropic and being Quinean (Fodor 1986; 2004; 2008). And since these properties are the very features that inspired the arguments against computationalism about cognition, the central system was said to be, on the one hand, not even genuinely computational. Yet on the other hand, it was supposed to be like the CPU of a computer. This ambivalent approach to the central system is unilluminating. 


Ambivalence aside, to the extent that the standard LOT takes the central system to be computational at all, as noted, the central system is supposed to be computational by analogy with a CPU of a standard computer in which every event is sequentially executed by the central system. In contrast, the present account draws from current cognitive science, rejecting the CPU-based model for an account of the computational nature of the central system in terms of a GW based architecture. 

Let us now further differentiate the new conception of centrality from that of the standard LOT.  In the context of doing so, we shall add further detail to the approach. A second point of contrast with the standard LOT is that the present account offers the following:

(2). An answer to charges of homuncularism that stem from a CPU-like conception of the central system. Explanation in cognitive science generally employs the method of functional decomposition, a method that explains a cognitive capacity by decomposing it into constituent parts, specifying the causal relationships between the parts, and then decomposing each part into further constituents, and so on (Cummins 1975).  A common problem with accounts of cognitive function is that they can be homuncular, positing a functional decomposition which features a centralized process which is a sort of central executive or cognitive epicenter that turns out, upon reflection, to merely be the very cognitive phenomenon to be explained by the LOT theory. In the case of explanations of consciousness, for instance, the homunculus is the conscious agent itself (Dennett and Kinsbourne, 1995, 185).  Such accounts are obviously uninformative.  Now, the standard LOT is a paradigmatic homuncular theory – positing a mysterious central executive which carries out cognitive tasks, yet which itself is not explained. Indeed, LOT’s central system is the subject of the following attack in Consciousness Explained:
By giving this central facility so much to do, and so much non-modular power with which to do it, Fodor turns his modules into very implausible agents, agents whose existence only makes sense in the company of a Boss agent of ominous authority...  Since one of Fodor’s main points in describing modules has been to contrast their finite, comperehensible, mindless mechanicity with the unlimited and inexplicable powers of the nonmodular center, theorists who would otherwise be receptive to at least most of his characterization of modules have tended to dismiss his modules as fantasies of a crypto-Cartesian  (1991, p. 261).

The standard LOT certainly invites such charges. Like Dennett’s Cartesian Theater, there is a mysterious point in the brain – in this case the CPU-- where the contents from various sensory domains (i.e., the modules) converge. How the integration occurs – how reasoning itself operates -- is terra incognita. The central system has simply been the inexplicable epicenter, characterized by the mysterious features, being isotropic and being Quinean.


The revised LOT can be put to work to answer the charge of homuncularism, however.  First, notice that it is not the non-modular nature of the central system, in and of itself, that makes LOT’s central system homuncular; it is that there is no underlying explanation of cognition itself. Yet a central system can in principle be computationally structured, consisting in algorithms discovered by a penultimate cognitive science; it can even be subject to further functional decomposition.
 Second, consider that unlike a CPU, the central system need not be a spatially contiguous area in the brain where “it all comes together.”  Instead, it is a pan-cortical but functionally isolatable subsystem, which the different modules feed into. This observation is important, for if the central system is indeed biologically realized by a GW, the GW is not spatially contiguous, although the GW may be more prevalent in certain cortical areas.  More specifically, while the GW is a functionally isolated subsystem, it is a cortex wide communications infrastructure that allows information in different regions of the brain to be broadcast pan-cortically by long-range pathways of white matter (Shanahan, 2008).  



Here, Stanislas Dahaene, Jean Pierre Changeux and Lionel Naccache have been investigating the neurobiological implementation of the GW, providing a basic understanding of how the central system can be realized by underlying neural processes, rather than disappointingly terminating in a homunculus.  As they explain, the research builds upon Fodor’s distinction between the vertical “modular faculties” and a distinct “isotropic central and horizontal system” capable of sharing information across modules (Deheane and Changeux, 2004; Dehaene and L. Naccache 2001; Shanahan, 2008). In particular, they have been investigating long range neurons that play a role in multimodal or central thought (such neurons are pyramidal neurons of cortical layers II and III, among others).  Such neurons are said to, “break the modularity of the cortex by allowing many different processors to exchange information in a global and flexible manner.” Being distributed across the cortex the long range neurons physically integrate multiple processors by being able to receive signals from and send signals to, homologous neurons in different cortical areas through long range excitatory axons. The horizontal projections interconnect at distant areas in the same hemisphere and via the corpus collosum, across hemispheres (Changeux and Michel, 2004).

Indeed, on this conception of the central system the central system is no less homuncular, and no more sequential, than Dennett’s own position on consciousness. For at the very core of Dennett’s own model of consciousness is an explicit appeal to GW theory as well (Dennett 2001; Schneider, 2006). This is an intriguing convergence: that both a proponent and critic of LOT can agree on the GW view is quite possible. The GW model itself is neutral concerning whether the format of thought is symbolic or connectionist. More specifically, while those working on the GW approach are often connectionist in orientation, that Baars and Shanahan have a paper with the key task of arguing for a resolution to the Relevance Problem within the classical computational approach to mind obviously indicates that they intend their approach to apply to the symbolic view as well.
  (As these authors know, the format of thought issue is very subtle, for some say certain connectionist networks implement symbolic representations. A point I underscore in Section 7).


These then, are two important dimensions in which the new approach reshapes LOT’s perspective on the central system. There is a more general methodological lesson here as well: LOT can and should be combined with the most recent neuroscientific innovations to update and sharpen its conception of the central system. For the first half of the paper has illustrated that the globality and relevance concerns fail to undermine computationalism.  Further, as (1) and (2) have indicated, in doing so, LOT rightly moves away from an account of the central system that was developed back in 1973, at a time when even less was known about higher cognitive function. By moving in this direction, LOT draws from the latest developments in cognitive science, diffuses homuncularism, and offers a superior, if initial, sense in which the central system compute.

6.  Changing LOT’s Attitude Towards Neuroscience

Indeed, it is worth pausing to marvel over the incredible lack of interest in the workings of the brain displayed by the LOT tradition. While those working on the symbol processing tradition in other subfields of cognitive science–Gary Marcus and John Anderson, for instance–these philosophers, with certain exceptions (Carruthers, for one), have largely ignored neuroscience.  Where might this disinterest, and even antagonism, toward neuroscience come from? I suspect that this is due to the influential position, inspired by Hilary Putnam, that mental properties are multiply realizable, and for this reason, their essence is not neural.   It is likely also due to the closely related position that thought possesses a sort of “explanatory autonomy” over the lower-level details of its neural implementation. Indeed, the reader may be uncomfortable with my appeal to neuroscience for these very reasons.   


I will not challenge the Putnam inspired positions herein; I agree with the gist of them in any case. Let us simply assume that symbolic thought is indeed multiply realizable by both carbon and (say) silicon based systems. And further assume that symbolic explanations of the causation of thought and behavior do constitute an autonomous level of explanation. Even so, paying attention to the implementational-level details of symbolic processing is crucial to determining issues of primary concern for LOT. Namely, as I shall now observe, it is crucial to determining whether the following commitments of the LOT approach are correct: (i), whether intentionality is naturalizable – a commitment that the new and old approach to LOT share. And, assuming you are on board with a cognitive science-oriented approach to centrality: (ii), whether the GW theory correctly characterizes the central system and if so, what the details of such an account are. Let us discuss each of these points in turn. 


(i), LOT’s naturalistic program contends that intentionality is a matter of a causal or informational connection between symbolic representations in the brain and entities in the world.  These symbolic representations are supposed to be grounded in neural structures which are themselves ultimately physical in nature. The question of whether symbolic representations are genuinely grounded in neural structures is of great import to LOT’s naturalism.  Elsewhere, I have urged that LOT requires a plausible understanding of a symbol in order to answer this question; for in order to determine whether there are symbolic manipulations in the brain one must know what symbols are (2009a, b).  Further, I have developed an account of symbol natures which aims to fit the bill (2009c). Assuming that LOT in fact does arrive at a plausible conception of the nature of symbols, for LOT’s naturalistic agenda to hold, it must be the case that symbols are ultimately part of the domain that science investigates. It will not do to simply claim that thinking is symbolic.  The relationship between symbolic structures and lower-level neural structures must be well understood: neural structures must be shown to realize symbolic manipulations.  


Here, it is important to determine if any neurocomputational models of higher cognitive function truly implement symbolic processing. For if the penultimate neuroscientific theory of the workings of the cognitive mind does not connect with symbolic processing then something’s got to give: either the brain does not engage in symbolic processing, or LOT’s naturalism fails, for science will not fully explain the workings of the mind. Clearly, LOT should be interested in determining whether either of these situations obtains.  The upshot: LOT’s naturalism requires the explanatory success of neuroscience. An antagonistic attitude towards neuroscience actually works against LOT’s own naturalistic program.


(ii). In addition, engagement with work in neuroscience is required to investigate further the GW approach.  There are several intriguing bodies of research which are of particular interest in refining the GW approach to the central system. For instance, the aforementioned ongoing brain connectivity research by Sporns and others will likely add important detail to the GW theory.  Scattered throughout the cortex, cortical wiring seems to possess features of a “small world network”, which (in the present context) means that there are numerous specialized anatomically segregated regions that connect to each other via highly connected nodes called “hubs.” Although cortical networks segregate into tightly coupled neighborhoods, due to short pathways linking hubs, information can quickly travel to different nodes in the network. Hubs and their pathways can thereby facilitate rapid connectivity to other specialized cortical regions and, when suitable conditions are met, be broadcast into the GW. Fascinatingly, due to the small world structure of cortical representation, any single representation is only about 6-7 processing steps from any other.  (Sporns O, Honey CJ, Kötter R (2007); Sporns & Zwi, 2004; Hagman, Cammoun, Gigandet, Meuli and Honey, et. al. 2008; Watts & Strogatz, 1998; Shanahan, 2008).  I anticipate future refinements to the GW approach in dialogue with the research on hubs.
 

Other important recent work on the GW theory includes the implementation of a GW architecture in a sophisticated artificial system based on our current understanding of human cognition (Franklin, 2003) as well as Dahaenne, Michel, Naccache and Changeux’ aforementioned work, which is intended to provide detail as to the biological underpinnings of the global workspace – a project which may bolster LOT’s naturalism. As noted, they concentrate on special “workspace” neurons with long distance axons which exchange signals in a fluid fashion, allowing for the manipulation of information across the modules. This allows for the mobilization of various brain areas, bringing their contents to attention, working memory and consciousness (Dahaenne and Changeux, 2004, Dehaene and Naccache, 2001, Changeux and Michel, 2004).  These long-range connections minimize the average path length in large-scale cortical networks, enabling integration between the aforementioned hubs. 

 So why ignore the brain? After all, it is the most efficient computer we’ve encountered. The symbol manipulation view need not stand in opposition to neuroscience. Philosophers in the symbolic camp are making claims about the nature of mental processing – they should roll up their sleeves and engage with cognitive and computational neuroscience. In the spirit of this task, I have tried to better understand the workings of the central system by employing GW theory rather than following mainstream LOT in relegating computationalism to the modules only. Given the immensity of the cognitive mind, this is only a humble beginning – a small piece of the cognitive puzzle – but it is a direction well worth investigating.  And it is an improvement over the standard LOT to be sure.
7. Objection

It is now time to consider an important objection to my account of centrality. The critic might suspect that there is an underlying tension in my approach to the central system, for I appeal to a LOT framework, on the one hand, and a framework that draws heavily from neuroscience, on the other. In more detail: the GW theory draws heavily from cognitive and computational neuroscience. And computational neuroscience, in particular, is connectionist through and through. Many working within the connectionist tradition have little interest in the symbol processing tradition. So if the new LOT is in fact willing to give neuroscience its due, why should it even purport to be the format of thought in the central system? For computational neuroscience does not itself seem to appeal to LOT. Why not see the central system as a sort of neural network, rather than a symbol processing engine? 


It is easy to get caught up in the antagonistic atmosphere that often surrounds debates over the format of thought within philosophical circles.  LOT is not opposed to contemporary computational and cognitive neuroscience, or at least it should not be: instead, the symbolicist is merely suggesting that the penultimate computational neuroscience will be symbolic, at least in part (Schneider 2009b). When it comes to the neural basis of cognition, for computational neuroscience to succeed in uncovering its workings, it will need to employ symbolic representations in its models.    To see this let us briefly consider the relationship between the symbolic conception and the neural network approach.



Advocates of LOT question whether purely connectionist models can fully explain the combinatorial nature of thought.  They also point out that it is currently unclear how very simple models of isolated neural circuits are supposed to “come together” to give rise to a larger picture of how the mind works (Anderson, 2007; Schneider 2009b). Further, models of higher cognition seem to be precisely the terrain in which one would expect to see validation of the symbol processing approach, if validation is to come. As connectionists Randal O’Reilly and Yuko Munakata admit in a recent computational neuroscience textbook, the symbolic approach to higher-level cognition has a “long history of successful models.” For, “in symbolic models, the relative ease of chaining together sequences of operations and performing arbitrary symbol binding makes it much more straightforward to simulate higher-level cognition than in a neural network” (O’Reilly and Munakata, 2000, p. 379).  In contrast, “neural network models of higher-level cognition are in their relative infancy” (p. 379).  And although representation in the prefrontal cortex (PFC) is still poorly understood relative to many other brain regions, as they point out, representation in the PFC appears to be combinatorial and discrete. If this turns out to be correct, it would support an appeal to symbolic models to explain higher-level cognition (perhaps implemented by connectionist networks, perhaps not). The combinatorial and discrete representations of the PFC are distinct from the more distributed modality-specific representation of the posterior cortex; prima facie, this latter representation seems more straightforwardly amenable to traditional connectionist explanation.
  And all this comes from the latest computational neuroscience textbook, not just from symbolicists such as Fodor and Marcus.  So I would urge that both sides be modest. It is still very early in the game. LOT is still quite relevant, despite connectionist success stories. It may be wrong. But it may be right.


Add to this the fact that the precise relationship between LOT and connectionism is extremely subtle.  The proponent of LOT has an important rejoinder to the connectionist attempt to do without mental symbols: to the extent that the connectionist can explain the combinatorial nature of thought then connectionist systems would, at best, merely provide models in which symbols are implemented in the cognitive mind. Such systems do not really represent genuine alternatives to the LOT picture for the networks would ultimately be the lower-level implementations of symbolic processes. Such a view is often called “implementational connectionism.”
 


If connectionism and symbolicism represent genuine alternatives, a view called “Radical Connectionism” must be correct.  But existing connectionist models of higher cognitive function are few, and there are persuasive arguments that putative radical connectionist models in fact make covert use of symbolic representations (Marcus, 2001).   So again, there is reason to look to the language of thought approach, even if one is sympathetic to connectionism. 


The state of play is thus: the concerns about how connectionism can handle certain properties of the cognitive mind are quite serious.
 If connectionist models ultimately fail to explain higher-level cognition then there is reason to turn to the symbolic approach.  This may very well be the way that events unfold.  On the other hand, should connectionism succeed in cognitive domains, then, given an implementationalist framework, symbolicism is in business as well. (Indeed, it strengthens symbolicism by supplying the neurocomputational basis of symbolic processing. As we’ve noted, such details bolster naturalism).  But things will likely not be this black or white. The cognitive mind may be a sort of ‘hybrid’ system, consisting in certain neural circuits that compute according to connectionist principles, not satisfying symbolic operations at all (for instance, these circuits may lack representations that combine in language-like ways), while having other circuits that satisfy such operations. In fact, a number of connectionists actually adopt hybrid positions in which symbol processing plays an important role.
 Many of these models employ connectionist networks to model sensory processes and then rely on symbol processing models for the case of cognition, but perhaps even the cognitive mind will be a mix of different formats. 

In essence: the LOT can appeal to computational neuroscience without inviting the criticism that computational neuroscience itself sees LOT as irrelevant. But unlike the radical connectionist, LOT sees neuroscience as being at least partly symbolic. When it comes to the neural basis of cognition, for computational neuroscience to succeed in uncovering its workings, it will need to employ symbolic representations in its models.   
8. Conclusion
The foregoing is only a sketch; as I’ve emphasized throughout, higher thought is not terribly well understood.  Yet we do see the barest outlines of the biological underpinnings of what the LOT theorist would call “the central system.”  And if you ask me, all this is damn exciting. Too bad it has been largely ignored by the mainstream LOT, the focus being instead on poorly conceived arguments concluding that the central system will likely defy computational explanation. 


But I have done something about this. I have provided a comprehensive response to pessimism about centrality, setting aside the Relevance and Globality Problems and establishing LOT as a genuinely computational theory. I began by distinguishing between the Relevance and Globality Problems. I then observed that global properties are instantiated by uncontroversially computational systems, thereby showing that the presence of such features does not, in and of itself, suggest that the central system is non-computational.  Using the same example of a simple chess program, I also observed that Relevance Problems are routine challenges that even highly domain specific computations face. Simply put, the brain has found, and programmers seek to find, judicious algorithms.  Further, I noted that the Globality Problem has a flawed premise and responded to a slightly different version of the argument from Fodor’s recent LOT 2.

I then turned to an in depth discussion of the problem of relevance, offering an outline of a solution to the Relevance Problem and a provisional specification of the computational nature of the central system, calling to attention the various dimensions in which the new LOT differs from the standard conception.  I then urged that LOT take a more neuroscientifically-based approach to the central system; indeed, LOT’s naturalism requires it.  Neither multiple realizability nor the fact that computational neuroscience is generally connectionist speaks against it.

You can stick with mystery if you like. But I prefer my metaphysical mysteries to be more substantive. There’s no shortage of these.  So why not move beyond pessimism about the central system? Why not a computational LOT? 
Works Cited
Anderson, John (2007). How Can the Human Mind Occur in the Physical Universe? Oxford: Oxford University Press.

Baars, Bernard J. (1988), A Cognitive Theory of Consciousness (Cambridge, MA: Cambridge University Press). 

-----(1997), In the Theater of Consciousness (New York, NY: Oxford University Press). 

-----(2002) The conscious access hypothesis: Origins and recent evidence. Trends in Cognitive Sciences, 8 (1), 47-52.

-----(2007)  The Global Workspace Theory of Consciousness, Max Velmans and Susan Schneider (eds.), Oxford: Blackwell.

Baars and Franklin, (2003). How Conscious Experience and Working Memory Interact. Trends in Cognitive Science 7: 4, 166-72.
Buxhoeveden D., and Casanova, M. (2002). “The minicolumn hypothesis in neuroscience,” Brain, Vol. 125, No. 5, 935-951, May.
Calvert, G., Charles Spence, Barry E. Stein, eds. (2004). Handbook of Multisensory Processes, Cambridge: MIT Press.
Carruthers, P. “Distinctively human thinking: modular precursors and components.” In P. Carruthers, S. Laurence and S. Stich (eds.), The Innate Mind: Structure and Content. Oxford University Press, 2005.
-----2006: The Architecture of the Mind: massive modularity and the flexibility of thought. Oxford University Press.

-----(2008). On Fodor-fixation, flexibility, and human uniqueness. Mind and Language, 23.
J.P. Changeux and C.M. Michel, (2004). “Mechanisms of Neural Integration at the Brain-Scale Level: the Neuronal Workspace and Microstate Models,” in Microcircuits, the Interface Between Neurons and Global Brain Function, S. Rillner and AM Graybill, eds., Cambridge: MIT Press.

Churchland, P., (1996). Engine of Reason, Seat of the Soul. Boston: MIT Press.

Cummins, R. 2000: ‘How Does it Work?’ Versus ‘What are the Laws?’ Two Conceptions of Psychological Explanation. In F. Keil and R. Wilson (eds), Explanation and Cognition. Cambridge: MIT Press, 114–144. 

Dehaene, S., Sergent, C., & Changeux, J.P. (2003). A Neuronal Network Model Linking Subjective Reports and Objective Physiological Data During Conscious Perception. Proc. National Academy of Sciences 100 (14), 8520–8525.

Deheane, S. and Changeux, J.P. (2004) Neural Mechanisms for Access to Consciousness, in Michael Gazzaniga, et.al., Cognitive Neurosciences, (3rd edition), Boston: MIT Press.
-----Dehaene, S., & Changeux, J. P. (2005). Ongoing Spontaneous Activity Controls Access to Consciousness: a Neuronal Model for Inattentional Blindness. PLoS Biology 3 (5), e141.

Dehaene, S. and Naccache, L. (2001).  “Towards a cognitive neuroscience of consciousness: basic evidence and a workspace framework”, Cognition 2, 79 (2001). 
Dennett, D.C., (2001).“Are We Explaining Consciousness Yet?”, Cognition, 79, 221-237.

Elman, Jeffrey (1998). “Generalization, simple recurrent networks, and the emergence of structure.” In M.A. Gernsbacher & S. Derry (Eds.), Proceedings of the 20th Annual Conference of the Cognitive Science Society. Mahway, NJ: Lawrence Erlbaum Associates. 1998.
Egan, F. (1995). "Computation and Content," The Philosophical Review 104 (1995), pp.181-203.
Fodor, J. (1983), The Modularity of Mind: An Essay in Faculty Psychology. Boston: MIT Press.

-----Fodor, J. (1998). Concepts: Where Cognitive Science Went Wrong. Oxford: Oxford University Press. 

-----Fodor, J., (2000). The Mind Doesn’t Work That Way: the Scope and Limits of Computational Psychology, London: MIT Press, 2000.  

-----Fodor, J., (2008). LOT 2: the Language of Thought Revisited. Oxford: Oxford University Press.

Fodor, Jerry A. and B. McLaughlin (1990). "Connectionism and the Problem of Systematicity: Why Smolensky's Solution Doesn't Work," Cognition 35: 183-204. 

Fodor, Jerry A. and Zenon W. Pylyshyn (1995). "Connectionism and Cognitive Architecture: A Critical Analysis". In Connectionism: Debates on Psychological Explanation, Volume Two, ed. by Cynthia Macdonald and Graham Macdonald (Oxford, Basil Blackwell).
Hagmann P, Cammoun L, Gigandet X, Meuli R, Honey CJ, et al. (2008). Mapping the Structural Core of Human Cerebral Cortex. PLoS Biology Vol. 6, No. 7.
Haugeland, J. 1989. AI: the Very Idea, Boston: MIT Press.

Horgan, T. and Tienson, John (1996). Connectionism and the Philosophy of Psychology, Boston: MIT Press.

Hawkins, Jeffrey, (2005). On Intelligence. New York: MacMillan.
Lin L., Osan R, Tsien JZ (2005). “Organizing principles of real-time memory encoding: neural clique assemblies and universal neural codes.” Trends in Neurosciences. vol. 29, no. 1. Jan.

Lin L., Osan R., Shoham S., et. al. (2005). Identification of network-level coding units for real-time representation of episodic experiences in the hippocampus, PNAS, April 26, vol. 102, no. 17.
Loewer, B. and Rey, G. (eds.), (1993). Meaning in mind. Fodor and his critics. Oxford, UK ; Cambridge, Mass., USA: Blackwell.

Ludwig, K. and Schneider, S. (2008). Fodor’s Critique of the Classical Computational Theory of Mind” (with Kirk Ludwig), Mind and Language, 2008, 23, 2008: 123-143. 

Marcus, Gary (2001), The Algebraic Mind. Boston, MIT Press.

T. Anthony Marsland and Jonathan Schaeffer, eds. (1990). Computers, Chess, and Cognition. New York: Springer-Verlag.
Macdonald, C. and G. (1995), Connectionism: Debates on Psychological Explanation, Volume Two. Oxford, Basil Blackwell. 

Mountcastle V.B. (1997). The columnar organization of the neocortex. Brain 120: 701–722. 

O’Reilly, Randall and Yuko Munakata, (2000). Computational Explorations in Computational Neuroscience. Boston: MIT Press.

Pinker, S., (1997). How the Mind Works. New York: W.W. Norton.
----(2005). So How Does the Mind Work? Mind and Language.  Vol. 20 No. 1 February, pp. 1–24.
Pinker and Prince, (1988). “On Language and Connectionism: Analysis of a Parallel Distributed Processing Model of Language Acquisition,” Cognition, 23, 73-193.

Prinz, J, (2002): Furnishing the Mind: Concepts and Their Perceptual Basis, Cambridge, MA: MIT Press. 

Pylyshyn, Z. (1986): Computation and Cognition, London: MIT Press.

Schneider, Susan (2007). “Yes, It Does: a Diatribe on Jerry Fodor’s The Mind Doesn’t Work That Way,” Psyche, 13/1.

-------(2005). “Direct Reference, Psychological Explanation, and Frege Cases,” Mind and Language,  Volume 20 Issue 4, September, pp. 223-447.

-------(2006). “Daniel Dennett’s Theory of Consciousness.” The Blackwell Companion to Consciousness, Max Velmans and Susan Schneider (eds.), Oxford: Blackwell Publishing.

------(2009a). “The Language of Thought”, The Routledge Companion to Philosophy of Psychology, Paco Calvo and John Symons, eds. NY: Routledge.

-------(2009b). “LOT, CTM and the Elephant in the Room”, Synthese, Winter, 2009.
------ (2009c) “The Nature of Primitive Symbols in the Language of Thought ”, Mind and Language, Winter, 2009.
Shanahan, M. and Baars, B. (2005). “Applying Global Workspace Theory to the Frame Problem,” Cognition, Volume 98, Issue 2, Dec., pp. 157-176.
Spence, C. and Driver, J. (2004). Crossmodal Space and Crossmodal Attention, Cambridge: MIT Press.
Sperber, D. (2005). Modularity and relevance: How can a massively modular mind be flexible and context-sensitive?  In The Innate Mind: Structure and Content. Peter Carruthers, Stephen Laurence, and Stephen Stich (eds.).
 Sporns O, Honey CJ, Kötter R (2007). Identification and Classification of Hubs in Brain Networks. PLoS ONE 2(10)

Shanahan, M.P. (2008). A Spiking Neuron Model of Cortical Broadcast and Competition, Consciousness and Cognition, vol. 17, pages 288-303.  

Shanahan M.P. & Connor, D. Modeling the Neural Basis of Cognitive Integration and Consciousness, Proceedings ALife XI, to appear.

Shanahan, M.P. (2008). Dynamical Complexity in Small-World Networks of Spiking Neurons, Physical Review E, vol. 78, 041924. 

Smolensky, Paul, “On the Proper Treatment of Connectionism”, Behavioral and Brain Sciences, 11, 1988.    

Smolensky, Paul, (1995), “Reply: Constituent Structure and Explanation in an Integrated Connectionist/Symbolic Cognitive Architecture”. In Connectionism: Debates on Psychological Explanation, Volume Two, ed. by Cynthia Macdonald and Graham Macdonald (Oxford, Basil Blackwell).

Sporns O, Chialvo D, Kaiser M, Hilgetag CC (2004) Organization, development and function of complex brain networks. Trends Cogn Sci 8: 418–425.

Stein, B., Stanford, T., Wallance, M.,Vaughan, J.W., and Jiang, W. (2004) “Crossmodal Spatial Interaction in Subcortical and Cortical Circuits,” in Spence and Driver.

van Gelder, Tim (1990). “Why Distributed Representation is Inherently Non-Symbolic.” In G. Dorffner (ed.) Konnektionismus in Artificial Intelligence und Kognitionsforschung. Berlin: Springer-Verlag, 1990; 58-66.

Wermter, Stephan and Sun, Ron (2000), “An Overview of Hybrid Neural Systems”, in Hybrid Neural Systems, Heidelberg: Springer. 

Watts, D.J. & Strogatz, S.H. (1998). Collective Dynamic of ‘Small-world’ Networks. Nature 393, 440–442.

�. I am grateful to the National Endowment for the Humanities for financial support during the time in which this paper was written. And thanks very much to Michael Heumer and John Heil for their helpful comments and to Jerry Fodor for many intriguing conversations.  He will disagree with practically every word of this paper. 


�.  Mainstream LOT contrasts the central systems with the more domain specific sort of processing that the “modules” engage in, where modules are understood as being (inter alia): (1) Informationally encapsulated – the algorithms that characterize computations in the modules only have access to proprietary information (namely, the information in the module’s domain); (2)  fast – modules are able to perform a particular function very quickly; (3)  domain specific – modules are only concerned with a very narrow kind of input; (4) mandatory – the algorithms that the modules compute are automatically applied. (Fodor, 1983, pp. 47-99).  (Fodor intends (1) to be an essential feature of modules but stops short of saying whether features (2)-(4) are essential.  He simply says that a module has “most or all” of these features (p. 47)).


	It is important to note that the central systems are not modular, on Fodor’s view.  This is because, by definition, the central systems are informationally unencapsulated.  As Fodor explains: “As Kant pointed out, something in your head has to integrate all this stuff, and it's non-modular by definition” (email correspondence). Herein, to keep things clear, I will work with Fodor’s rough definitions of a module and central system. Many cognitive scientists have a looser definition of a module. Nothing hangs on this; we could reframe the discussion in terms of a weaker conception of a module.


�. This statement of the problem is based upon Fodor’s discussion of the globality problem in his 2000, in particular. For further discussion of this text and a more formal version see Ludwig and Schneider, 2008.


�. But I shall urge that neither is sound.


�. This is discussed in more detail in Ludwig and Schneider, 2009.


�. Carruthers himself is not a pessimist about the central system, however. He instead argues that the intractability issue suggests that the central system must be modular (Carruthers 2006).


�. Schneider, 2007. However, I suspect that the future development of AI will borrow heavily from, and proceed roughly in parallel with, empirical discoveries about human and non-human brains. There is currently a massive amount of interest in getting machines to compute algorithms from actual neural processes.


�. The GW theory is also called the “Global Neuronal Workspace Theory” (researchers in neuroscience often use this expression instead).


�.  This figure is from Baars and Shanahan, 2005, p. 12.


�. Spence and Driver, 2004, p. vii. See also Stein, Stanford, Wallance, Vaughan and Jiang, in Spence and Driver 2004, for discussion of particular types of algorithms that multisensory neurons compute for transforming modality specific inputs into a unified multisensory output.


�.  See, e.g., Lin L, Osan R, Tsien JZ (2006).


�. One need not be a central modularist to say this. Functional decomposition of the central system is possible even if its subprocesses themselves do not qualify as Fodorian modules. There just needs to be identifiable sub-components standing in causal relations with each other.


�. Of course Dennett famously rejects the symbolic conception, but that is a separate issue; the point is that the GW Theory itself is compatible with both approaches.  


�. Murray Shanahan has in fact recently developed a model of cognition in which certain minicolumns (a type of hub node called “worskspace nodes”) feature a subset of neurons that facilitates the flow of information into and out of the GW (2008).


�. For a discussion of the distinct processing in the PFC and posterior cortex see O’Reilly and Munakata, (2000), pp. 214-219.


�. Fodor and Pylyshyn, 1995. Pinker and Prince, 1988. Marcus, 2001.


�. Here I have in mind concerns detailed by, inter alia,  Marcus, 2001, Fodor and Pylyshyn, 1995,  Fodor and McLaughlin, 1990.


�.  Sun, 2000.





PAGE  
22

