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1. Introduction

This paper concerns a problem in the epistemolddygic. This problem is an analogue
of the Benacerraf-Field problem for mathematicalt&tism. It is also an analogue of
Mackie’s queerness argument against moral realiseast on one way of understanding
that argument. The problem is what | call the “Rlgllity Challenge” for logic.

The purpose of this paper is not to solve this lgmb- although | do gesture
toward a solution. Rather, my aim is to get cleantat exactly the problem is. It is my
view that the nature of the reliability challengesmot been properly understood. My
main goals here are to present the reliability leingje in its strongest possible form and
to show why two seemingly attractive responsesiaable to answer it. This will prove
to be relevant not only to the epistemology of todput also to the epistemologies of
mathematics, modality, morality, and otlagpriori domains.

Let me begin by stating a few claims about logiert&n propositions are logical
truths. Such truths include the proposition thargwalrus is a walrus and the
the roads will be slippery. Other propositions lagical falsehoods. Such falsehoods
include the proposition that some walrus is notaérwg and the proposition that it is

raining and if it is raining then the roads will &igppery, but the roads will not be

slippery.



For my purposes here, | need not assume any partaccount of the nature of
logic. In my discussion, however, | will make useadew background assumptions.
First, “logic,” as | use the term here, does nataawn an artificial formal language but
propositions that can be expressed in natural lgeand believed by ordinary thinkérs.
Second, | assume that propositions (and not sezggace the primary bearers of logical
truth and logical falsity. Third, | assume that logical truths are necessétile and
logical falsehoods are necessarily false on anyoreble (alethic) kind of necessity.
Finally, I assume that classical logic is at leggiroximately correct.

We ordinarily think that we know many logical treth~or instance, we take it
that we know the two logical truths stated abowefirat blush, this knowledge is
unmysterious. What could be easier than knowingetery walrus is a walrus? Yet, we
ought to be more puzzled than we are. Our loginalltedge is a significant cognitive
achievement in at least two respects: First, weai@ble in by-and-large believing
logical truths and disbelieving logical falsehoofecond, our logical beliefs have a
positive epistemic status. We are justified — ahpps bettergpistemically responsible
in holding many of the logical beliefs that we ddat we are reliable and that we are
responsible are facts that need to be explainedutd be very odd to think that either is
a brute fact, akin to a law of nature or to a nrarelom accident. But it is not at all clear
how these facts are to be explained.

The epistemology of logic thus has two main expiainetasks — to explain how it
is that our logical beliefs are reliable and tolakphow it is that we are epistemically
responsible in believing as we do. In this papéscus on the first task, that of

explaining our reliability?



For simplicity, let the term “logical propositionstand for the logical truths and
logical falsehoods. We can understand the claimvwieaare reliable about logic as the
following thesis: The logical propositions we bgkgupon reflection and discussion) are
by-and-large true and the logical propositions webelieve (upon reflection and
discussion) are by-and-large fafs€he reliability challenge for logic is the chaltgnof
explaining this fact,

Reliability challenges are not limited to the caséogic. Given any domain about
which we think we are reliable, there is a neeexplain our reliability’ For certain
domains — for instance, facts concerning ordinggesobjects in our environment — we
are able to answer the challenge. For other domtiashallenge remains pressing.
Significant reliability challenges arise for mathegias, morality, modality, conceptual
truths, intuitions about thought experiments, arahynother domains.

The intuitive problem can be put as follows: Weédaweme understanding of how
perception can yield veridical beliefs about theeexal world. We possess a sketch of
how the mechanisms underlying perception work araketstand how they may yield
true beliefs. But this explanation doesn’t extemthie cases of logic, mathematics,
modality, and othea priori domains’ Nor is there available any well-developed
alternative account. We simply do not understand e can be reliable about these
domains, given that our beliefs were not arrivediatsome kind of perception.

Reliability challenges are perhaps most familiartfee cases of mathematics and
morality. According to the Benacerraf-Field problemathematical Platonism faces
difficulty in explaining the reliability of our maematical beliefs, given its claim that

mathematical entities are abstrdiccording to one version of Mackie's queerness



argument, moral realism faces difficulty in accongtfor our reliability about moral
truths, since if objective values were to exisgytlvould be peculiar entities outside of
our ken?

These difficulties are typically presented as gatezt by the ontologies of the two
domains. But this is a mistake. The root of theltte is not the ontology but the apparent
objectivityof mathematics and morality.If mathematics, for instance, were to turn out
not to have an ontology, but the relevant trutheewevertheless objective, our reliability
would remain puzzling. If mathematics were to taw to have an ontology, but the
relevant truths were not objective — for instartbey were somehow constituted by our
practices — our reliability might be easily expkdn The same holds true for other
domains. For the case of logic, what gives thabdity challenge its bite is the apparent
objectivity of logic.

There may be several philosophically interestintioms of objectivity'* For the
purpose of developing the reliability challenge lfwgic, the claim that logic is objective
can best be understood as the conjunction of the=ees. The first thesis is a claim about
the content of our sentences and mental repressrgat

MeaningfulnessCertain sentences and mental representationsgxfwgical
truths and falsehoods. They are therefore both mgfm and truth-apt?

This excludes nonsense, make-believe, and meressipns of emotion as counting as
objective. It provides an extremely weak requiretranthe objectivity of logic.

The second thesis is a claim about independence:

IndependenceThe truth of logical truths and the falsity ofjloal falsehoods do

not depend on us. In particular, they do not depandur thoughts, language, or
social practices.



For my purposes here, it suffices to operate wiplir@ly intuitive understanding of this
thesis. In my view, however, the best way to urtdexsthe independence thesis is as
follows: The logical facts do not obtain (in whalein part) in virtue of facts about us.
Here, then virtue ofrelation is an explanatory relation. Our thouglasguage, and
practices are not part of what constitutively exggavhy the logical facts are the way
that they aré?

The third and final thesis is the denial of a pledinous view of logic:

No Plenitude Of the many possible different logical practicesly a few are
correct.

This thesis ensures that reliability is not a aihaccomplishment — not just any logical
practice counts as correct. Indeed, most logicattpres do not?

To motivate the need for the no-plenitude thesisiay help to consider the cases
of mathematics and morality. One answer that has peoposed to the Benacerraf-Field
problem is roughly as follows: The domain of matlaéinal reality is so large and
multifarious that no matter which consistent mathtoal theories we were to accept,
they would truly represent some portion of mathézahteality™ This view satisfies the
first two objectivity theses for mathematics. Yiets intuitively a non-objective viewf
Similarly, consider an analogous view about moyaluppose that there are a vast
number of rightness properties, all on a par, abdhy consistent theory of right and
wrong will truly characterize one of them. Suredych a view of morality should not
count as an objective view.

That this conception of objectivity is the apprapei one for the purpose of
developing the reliability challenge may be motadaas follows: Suppose we are reliable

about some priori domain. There would seem to be only a few candidaplanations



of our reliability: (i) Our beliefs depend on theevant facts; (ii) The facts depend on our
beliefs; (iii) Both our beliefs and the facts degem some third factor; and (iv)

Reliability about the domain is trivial in that weuld be reliable no matter which
practice we were to adoptThea priority of the domain would seem to rule out the first
candidate. The independence condition would seamlé¢mut the second. Tlaepriority
and independence conditions together would seemidgmut plausible versions of the
third. The no-plenitude condition would seem tceeraut the final candidate. This is what
generates the puzzle.

As we will see, this is an overly simplistic wayttonk about the challenge. But it
provides a useful heuristic.

The difficulty of answering the reliability challga for logic potentially has
significant ramifications. If we were to come tdibee that there is no satisfying
explanation of our reliability compatible with tljectivity of logic and with our
general background views about the world, this wqult pressure on our belief that
logic is objective, on our belief that we are releg or on our general background
views!® But giving up any of these claims would be dewirsgeto our ordinary ways of
thinking. Thus, there is an important explanatdrglienge to answer.

This paper will proceed as follows: In the nexttsext, | further clarify the
reliability challenge by motivating a shift in fae@rom the reliability of our beliefs to the
reliability of our cognitive mechanisms. In sectitiee, | consider an argument due to
Lewis that suggests that reliability challengesraege pseudo-problems. This yields a
significant refinement of the challenge. Sectiouarfis devoted to considering and

rejecting several lines of thought that suggedtaheanswer to the reliability challenge is



unneeded. In section five, | evaluate two poteméaponses to the reliability challenge —
one based on rational insight and one based omatfuee of concepts and concept-
possession. | also discuss the prospects of antewwhry account. Finally, in section six,
I discuss how the case of logic may differ fromttbmathematics, modality, morality,

and othem priori domains.

2. The Reliability Challenge for Logic
Let us try to get the reliability challenge for iogn better focus. As a first pass, the
challenge can be understood as that of answeranfptlowing question:

The Reliability Challenge (1What explains our reliability about logic? That i

what explains the fact that the logical propossieve believe (upon reflection

and discussion) are by-and-large true and the abgiopositions we disbelieve

(upon reflection and discussion) are by-and-laedgef?

There is a straightforward answer to this questva:are reliable in our logical
beliefs because we employ reliable deductive rofesference. Let me explain.

In order to understand how we are reliable in ogrdal beliefs, it is useful to
first examine how we come to have such beliefs.sittmm some moderately complex
logical truth, for instancef both A and B then either B or, Bubstituting particular
sentences foA, B, andC. We believe this proposition, at least upon reitec How did
we come to believe it? In some cases, thinkerseoaye to believe this truth on the basis
of testimony — perhaps of a logic teacher or a gBui the canonical way in which
thinkers come to believe this truth is via a ch&ineasoning, perhaps one such as the
following:

Suppose both A and B.

So B.
So either B or C.



So if both A and B then either B or C.

In general, we believe logical truths and disbaitagical falsehoods on the basis of
deductive reasoning. Our logical beliefs are thipwts of deductive reasoning in cases
where there are no initial premises.

What is going on when someone reasons in this Way& simple picture,
reasoning is the process of adding and subtrattinge’s stock of beliefs. But reasoning
is in fact much more complex than this simple pietsuggests. Reasoning may involve
suppositions, such as in the deduction displayedeldt may involve updating the
collection of propositions a thinker rejects, ce ttegree to which a proposition is
accepted. Moreover, a thinker may engage in adimeasoning even if the thinker
already believes claims made along the way. So mlagtchange in an inferential step is
not what is believed, but the basis on which agbédi held.

No matter how complex reasoning may be, it is ptdeghat whenever we
rationally update our mental states, we do sohéaemployment of rule®.There are
two principal grounds for this claim. First, appeglto rules is the most promising
strategy for explaining the difference between ge@mveasoning and mere change in
belief. Second, we are familiar with two differesatrts of mistakes thinkers may make in
their reasoning — errors of competence and erifgperdormance. Appealing to rules
helps to explicate this distinction; thinkers maypboy the wrong rules, or they may
misapply the rules that they employ.

Deductive reasoning is reasoning that involves diddeirules of inference. These
are rules that are intimately connected to thecllgioncepts. It is an interesting question

which deductive rules of inference ordinary thirckkemploy. The simple deduction above



fits with the view that the rules we employ reseentble rules that appear in Natural
Deduction formulations of logic. Indeed, such fotations were developed, in part, to
connect logic more closely with psychologicallyligtic patterns of inference.On this
view, the deductive rules we employ include ruleshsas:

Fromboth p and ginferp.

Fromboth p and ginferq.

Fromp, infereither p or g

Fromq, infereither p or g

Fromq under the suppositign, inferif p then q

There are reasons to think that the deductive fleference we employ are
much more complex than this list suggéétsevertheless, it is appealing to think that we
employ deductive rules that are closely relateth¢éostandard Natural Deduction rules,
and in what follows | will assume that we &o.

What, then, explains the reliability of our logidmliefs? Consider agaihboth A
and B then either B or GNe believe this truth because we went throughesoimg like
the chain of reasoning displayed above, and tmsitrans involved in this reasoning
yield truths. The transitions yield truths becatisedeductive rules that govern them are
reliable. In general, we are reliable in our logiealiefs because we are reliable in our
deductive reasoning. Our reliability about logi@ibyproduct of a more basic deductive
competencé?

This explanation answers the question that weestartit with, Reliability
Challenge (1). But it does not fully answer theéafglity challenge for logic. It merely
pushes the explanatory demand one step back. Aaratjon is now required of the

reliability of our deductive reasoning. The chafferbecomes that of answering the

following question:



The Reliability Challenge (2)What explains the reliability of our cognitive
mechanism for deductive inferené?

This is a more fundamental — and much more geregaplanatory challenge. It
concerns not only the deductive reasoning thatlyigical beliefs, but deductive
reasoning from arbitrarg priori anda posterioripremises, too.

Reliability challenges for other domains are similehe reliability of our
mathematical beliefs, for example, can be explamedppeal to the reliability of the
mechanisms underlying mathematical reasoning. @leility of our moral beliefs can
be explained by appeal to the reliability of thechrnisms underlying moral reasoning.
In general, what primarily requires explanationas the reliability of our beliefs, but the

reliability of the cognitive mechanisms that gemnethem.

3. Lewis’s Response
To further clarify the nature of the reliability @llenge for logic, it is helpful to consider
the radical view that the challenge is a mere psqudblem. Such a view is suggested
by Lewis’s discussion of mathematical and modaiWkiedge inOn the Plurality of
Worlds?® In that work, Lewis argues that there is only aliemge in explaining our
reliability about contingent truths. For contingémiths, an account is needed of how we
track the relevant truths. For necessary truthspirtrast, no such account is needed.
Simply believing the relevant truths is an infdlilvay to get it right. As Lewis writes:
[1]f it is a necessary truth that so-and-so, theheving that so-and-so & infallible
method of being right. If what | believe is a nesagy truth, then there is no

possibility of being wrong. That is so whatever slbject matter of the necessary
truth and no matter how it came to be believedw{te1986, 114-115)
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Any residual feeling that there is something lefekplain is presumably the result of
drawing an illegitimate analogy between the neagsasad the contingert.

Applying this line of thought to the case of lodilee idea is that since logical
truths are necessary truths, there is no needpiaiexour reliability about logic. Simply
believing the logical truths is an infallible way get it right.

There is something attractive about Lewis’s sudgesihere does seem to be a
significant difference between the epistemologthefnecessary and the epistemology of
the contingent. But it is difficult to swallow tletaim that there is no reliability challenge
for necessary domains. Consider the case of aghimko reliably believes some very
complex logical or mathematical truths but who doetsotherwise evidence any
mathematical acumen. Surely, some explanationadetof how this thinker is reliable.
Similarly, consider familiaa posteriorinecessary truths, such as the claim that water is
molecular. Our coming to believe such claims waslzstantial achievement, and so,
surely, an account is needed of how it is that attlygem right.

It is widely accepted that Lewis is mistaken, amat there is a reliability
challenge for logic, mathematics, and other necgskamains’> However, no one has
yet identified the central problem with Lewis’s dission. Identifying this problem will
help us to clarify the nature of the reliabilityatlenge.

A preliminary point to make in response to Lewighiat reliability challenges do
not apply, in the first instance, to beliefs. As mave seen, the reliability of our beliefs
can be explained in terms of the reliability of threderlying cognitive mechanisms that

generate them. The challenge, rather, is to exgit@meliability of these mechanisms.
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What is it to explain the reliability of a cogniivmechanism? There is an
important distinction that ought to be drawn herg that seems to have been largely
overlooked. Namely, there are two distinct explanatlemands concerning the
reliability of a cognitive mechanism. This contrasperhaps easiest to illustrate for the
case of visual perception.

The first demand is to explain how our visual medsm works such that it is
reliable. A sketch of the answer to this quest®hkriown. There is a complex psycho-
physical story that explains the workings of olgual system. It explains how certain
inputs — stimulations of our optic nerve — leadh® production of certain outputs —
representations of the world. Another complex ptaisstory explains how photons
interact with objects and then come to stimulateamiic nerve. When these stories are
put together, they entail that beliefs formed ambasis of visual perception are reliable
indicators of the state of the external world,east in environments like ours. This
explains why our visual mechanism is reliable.

This explanation, however, does not explain alig¢hg to explain. There is also
the question of how it is that we haaeeliable visual mechanism. Here, too, a sketch of
the answer is known: We have a reliable visual raeim because, very roughly, it
conferred a heritable survival or reproductive adage on our ancestors to correctly
represent their environment using vision.

In general, there are two distinct questions caringrthe reliability of any
cognitive mechanism. For the case of deductiveénfee, they can be put as follows:

The Operational QuestiotHow does our cognitive mechanism for deductive
inference work such that it is reliable?

12



The Etiological QuestiarHow is it that we have a cognitive mechanism for
deductive inference that is reliabfé?

These two questions ought not to be identified withquestion of how the relevant
cognitive mechanism works and the question of h@icame to have it. Explaining how
a mechanism works or how we came to have it ihaeitecessary nor sufficient to
explain its reliability in either of the two senses

To fully answer the reliability challenge for logigatisfying answers to both the
operational and etiological questions must be pleyi At a minimum, what’s required
are sketches of plausible answers. An inabilitgketch a plausible answer to one of the
two questions would put pressure on the claimabadeductive mechanism is reliable,
the claim that logic is objective, or on our gehéackground views of the world. And if
we had reason to think that a satisfying answerimasssible, our epistemic situation
would be worse still.

Let’'s examine these two questions in turn. Condidgtrthe operational question.
To answer the analogous question for the casesainjia complex causal story must be
provided, one that explains how we track the reteempirical facts. By analogy, one
might think that a causal tracking story must b@vyated for the case of deductive
inference, too. But this would be a mistake. A danjind of explanation suffices. Our
deductive mechanism works via the employment otidede rules of inference. The
mechanism is reliable because the deductive rudesmploy are necessarily truth-
preserving. That’s all that needs to be said; nsakinteraction with the environment or
with some mysterious realm of logical facts needhiveked*

Now consider the etiological question. This queastgnot subject to so simple a

response. There was certainly no guarantee thatoul come to have reliable

13



deductive rules. To answer this question, a namatraccount is required. This is the
crux of the reliability challenge for logic.

The cases of mathematics, modality, and moralgysanilar. For each of these
domains there is a straightforward way to answemiierational question: Our cognitive
mechanisms are reliable because they involve thptogmment of necessarily truth-
preserving rules. The pressing challenge is thahefvering the etiological question.

Indeed, this challenge generalizes further sttiblggical challenges can be
raised for the cognitive mechanisms involved in eiwgl reasoning, perhaps most
notably, the cognitive mechanisms governing ouuatisdte practices and the cognitive
mechanisms governing our applications of concéfaseach of these cognitive tasks,
there is the question of how it is that we possekable mechanisms.

We are now in a better position to evaluate Lewd$ssussion. Lewis is correct in
his claim that the reliability challenge for mathestias, modality, and related domains is
subject to a straightforward response, so long@ashallenge is construed to be that of
answering the operational questidrLewis is mistaken in his claim that a non-trivial
account is unneeded. There remains the challengessiering the etiological question
for each of these domains. In particular, for thsecof logic, it must be explained how it

is that we employ reliable deductive rules of iefese.
4. Is an Explanation Really Needed?

Now that we have a better fix on the nature ofrtibility challenge for logic, it is time

to examine ways in which this explanatory demanghtibe resisted. There are several
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lines of thought that suggest that an explanatfaruoreliability is unneeded or is easy to
provide. The purpose of this section is to show tivase lines of thought are mistaken.

One might think that an answer to the reliabiliyablenge is unneeded. After all,
thinkers can gain knowledge of their surroundinigswsual perception despite being
wholly ignorant of how vision works or how they cano have a reliable visual faculty.
Indeed, ancient peoples had no real understandivigion but nevertheless were able to
rely upon it to gain knowledge about the world. $hit might be concluded that the cost
of failing to answer a reliability challenge is exthely low.

In general, failing to possess an explanation efrdtiability of a cognitive
mechanism is not terribly worrisome. What wouldds@risome is if we had compelling
reason to suspect that there is no satisfying eafilan to be had. To illustrate this,
consider Field's example of someone who claimsttheit beliefs about the daily events
in a remote village in Nepal are by-and-large tfuEield argues that if we had good
reason to doubt that there is a mechanism by whistcould be the case, we should be
very suspicious of the claim. There is a naturabad condition: If we had good reason
to doubt that there is a satisfying explanatioh@# it is the thinker came to have such a
reliable mechanism, we should also be suspiciotiseotlaim. In general, reason to
doubt that there is a satisfying answer to the atpmral or etiological question for an
(apparently) objective domain puts pressure orowarall view of the world.

At leastprima facie there is compelling reason to doubt that theeegatisfying
answer to the etiological question for the casdegt, mathematics, morality, modality,
and othem priori domains. Each of these domains is plausibly objectVe seem to be

reliable about each of these domains. But it iadilt to envision satisfying accounts of
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how it is that we have reliable cognitive mecharsdor reasoning about these domains.
Explanations of how it is that we have reliable mtige mechanisms for reasoning about
these domains — or at the very least, sketchesabf explanations — are thus sorely
needed.

There is a second line of thought that suggestsatihaxplanation of our
reliability about logic may be unneeded. Not eviact requires explanation. There are,
after all, brute facts. Why couldn’t we simply cfathat it is a brute fact that we have a
reliable cognitive mechanism for deductive infehd®Vouldn’t this be an acceptable
answer to the etiological question for logic?

Brute facts come in two general kinds — fundamedatas and mere accidents.
The former class plausibly includes laws of physiecd metaphysics (if such there be).
The latter class plausibly includes the initial ditions of the universe as well as random
phenomena such as the exact timing of events aaetive decay.

Our possession of a reliable deductive mechanismtia plausible candidate for
being a fundamental law. It would be strange tonclhat it is a fundamental law that
certain of our mental processes are truth-condudieedon’t think that there are
fundamental laws in psychology or that such lawsreguire that our reasoning be
reliable.

Our possession of a reliable deductive mechanisatsesnot a plausible candidate
for being merely an accident. The reason is thapoasession of a reliable deductive
mechanism is a striking fatt.t “calls out” for explanationCeteris paribusit is a cost

of a theory if it treats striking phenomena (withie domain of the theory) as merely
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accidental or otherwise unexplained. So it is aifigant cost of a view if our possession
of a reliable cognitive mechanism is left unexpéain

There is a further reason why it would be unsaitigfyo claim that our possession
of a reliable deductive mechanism is merely andseti If it was accidental that we
came to have a reliable deductive mechanism, itpgasumably highly unlikely for us to
have ended up with a reliable mechanism; theréaamaore ways to be unreliable than to
be reliable. Accepting that our reliability cameoabby accident would therefore put
pressure on our overall view of the world.

A third line of thought suggests that the relidpithallenge for logic can, at least
in principle, be easily answered. Presumably, tieseme causal story that explains why
we employ the particular deductive rules of infeethat we do. It is a necessary feature
of these rules that they are truth-preserving ti&®thought goes, the causal story will
explain why it is that we employ reliable deductiuées. It will answer the etiological
question for logic?

The trouble with this line of thought is that expddéion is not closed under
necessary consequence — or even logical entailfeeninstance, suppose it were true
that every day in March, the number of people wduk the New York subway was a
prime number. Suppose we could provide an elabergianation of why various people
did (or did not) take the subway on particular disy®larch. Even though this
explanation would entail that a prime number ofgdedook the subway each day in
March, it would not explain this fact. The factthiaere was always a prime number of

people would remain mysteriots.
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Analogously, an explanation of why it is that wepoy particular deductive
rules would noper seexplain why it is that we employ reliable deduetiules. The
explanation of our employment of the particulaesnvould presumably have nothing to
do with their reliability. So the fact that we eroplreliable rules would remain
mysterious.

There is a final line of thought worth discussimge idea is that deductive
reasoning is epistemically special in that thergngply no room for the doubt that our
deductive mechanism is unreliable. Thus, the raiiplchallenge could not undermine
our logical beliefs. So there is no need to angherreliability challenge for the
particular case of logic.

There are several grounds for the claim that degeictasoning is special in this
way. The first is that there is reason to think tha cannot rationally have less than full
confidence in our fundamental rules of reasoning.aduld rationally have less than full
confidence in some fundamental rule only if ourdamental rules recommended that we
not fully trust it (given the appropriate input ie#). In such a situation, our epistemic
system would make two incompatible recommendatittrvgould (implicitly)
recommend employing the rule and it would (exdigitecommend not fully trusting it.
It is incoherent for a thinker’s epistemic systenisisue such incompatible
recommendations. Therefore, this line of thouglgsyd is impossible for a thinker to
mistrust one of their fundamental rules. Insofaoasdeductive rules of inference are
among our fundamental rules of reasoning, themn® ioom for doubting their

reliability.>®
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The second ground for thinking that deductive raagpis epistemically special
stems from the thought that any argument agaiestelmability of our deductive rules
would have to rely (at some stage) on a deductifegeénce. Such an argument would
therefore be self-undermining. It would be incapatfl being rationally persuasive.

The third and final ground is simply this: It idfdiult to take seriously the claim
that a philosophical argument could challenge éhalbility of a simple deductive
inference, say the inference from a conjunctioarte of its conjuncts. The reliability of
such an inference is much more certain than aripgophical argument could Beé.

Perhaps deductive reasonisgpecial in this way. Perhaps the reliability of ou
deductive mechanisms cannot seriously be in quedtiBven supposing that this is so, it
does not show that an answer to the reliabilitylehge for logic is unneeded. Even if
there is no room to doubt our reliability, that are reliable is a striking fact. It calls out
for explanation. Any reason to suspect that them# an explanation generates a tension
in our overall view of the world. There is presstoalleviate this tension by doing at
least one of the following things: (i) giving upetkelaim that we are reliable; (ii) giving
up the claim that logic is objective; or (iii) ghg up some of our general background
views. Even if it is rationally impossible to refeéhe claim that we are reliable, there
remains the possibility of rejecting the objectvitaim or some of our background
views. And even if there is not all-things-consgbkreason to give up any of these views,
in the absence of a response to the reliabilityehge, an uncomfortable tension in our

overall view of the world would remain.

5. Candidate Explanations
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The reliability challenge for logic is pressing.Wanight it be answered? So far as | can
tell, there are only three proposals that arealtytiplausible — one involving a faculty of
rational insight, one involving the nature of coptseand concept-possession, and one

involving evolution. Let us examine each of theegppsals in turri’

Rational Insight
One view is that our reliability about deductivéeirence can be explained by appeal to a
kind of rational insight. The idea is that we haveognitive faculty broadly analogous to
perception by which we “see” that certain deducinferences are good, or that certain
propositions ought to be accepted, or somethingasif!

There are two familiar criticisms of rational instepased view8! First, there is
no independent evidence that we have a facultgtadral insight. While it is plausible
that we have mental states such as intuitionsnbeltectual seemings,” these are best
understood as felt inclinations to believe rathantthe products of a distinctive
cognitive faculty?? Second, the mechanism behind rational insigheig mysterious. If
rational insight is understood on the model ofasisiour logical beliefs or deductive
inferences would have to lbausedby whatever it is that we have rational insighibin
No plausible causal story of this sort has evenlukeloped. And no one has come up
with a coherent alternative model.

But there is a still more serious problem with apeal to rational insight, at least
in the current context. Namely, appeal to a facaftyational insight is oho help
whatsoevein answering the etiological question for dedugiinference. As | argued

above, there is a straightforward explanation af lbar deductive mechanism works
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such that it is reliable. What requires explanatrather, is how it is that we have a
reliable mechanism. Appealing to a faculty of raéibinsight does nothing to meet this
challenge. If anything, it increases its difficylsince an explanation is then owed of how
it is that we have a reliable faculty of rationasight. No such explanation seems
forthcoming.

Appealing to a faculty of rational insight thus seeimpotent to answer the

reliability challenge for any domain.

Concept-Constitution

A second proposal is that our deductive reliabitiyn be explained purely by virtue of
the nature of concepts and concept-posse&3ibhnis suggestion involves two central
ideas.

The first idea is that the deductive rules we emblelp to constitute the
meanings of the logical concepts we possess ifotlmsving sense: to fully master these
concepts, a thinker must employ the rdfeBor instance, to possess the concept of
conjunction, thinkers must employ the rule: frooth p and ginferq. This view is thus
committed to a version of Conceptual Role Semarfiticthe logical concepts.

The second idea is that the semantic values ofdbgbncepts are assigned in
such a way as to ensure that their constitutivesrate necessarily truth-preserving. In
other words, the meaning of a logical concept $$gaed so as to make its constitutive

rules reliable.
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Taking these two ideas together, we have a stfaigidard explanation of how it
is that we employ reliable deductive rules: Theudtigle rules we employ are concept-
constituting, and thus are guaranteed to be reliabl

More generally, the strategy of explanation is@®ivs: Certain rules we employ
are constitutive of genuine concepts that we pes3dwe semantic values of genuine
concepts are assigned in such a way as to makecthrstitutive rules reliable. This
explains how it is that we employ reliable rules.

This view deserves serious consideration. But thseaesignificant problem with
it, one that shows that it cannot fully answerrdlebility challenge.

We can approach this problem by noting two gerfaxds about concepts,
assuming that some version of Conceptual Role Sersas true. The first fact is that
not every conceptual role — that is, not every pgekof rules involving a term in the
mental lexicon — is constitutive of a genuine cquice

For an extreme case, consider Prior's exampleonfkt*® The conceptual role
governing this term is as follows:

Fromp, inferp tonk q
Fromp tonk q inferq.

It is very plausible that this conceptual role donesconstitute a genuine concept. We do
not understand what the word “tonk” means. (“Too&h only sensibly be mentioned and
not used.) We do not understand what it would Heatee tonk-ish thoughts.

For “tonk”, there are several candidate explanatioiwhy it does not stand for a
genuine concept — for instance, it trivializes aoypceptual practice to which it is added.
But there are also other, less extreme examplds®eafame phenomenon that are more

difficult to explain. Consider the conceptual rofeany logical concept modified by
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adding somead hocrestriction?” For instance, consider the standard conceptuaffool
conjunction with the added restriction that oné&®&limination rules (say, fromand q
infer ) only applies to sentences with a prime numbeirggular terms. This modified
bundle of rules does not correspond to a genuineem — we have no idea how to
understand the corresponding term. Indeed, mosteqnal roles fail to correspond to
genuine conceptt.

The second general fact about concepts is thavesy genuine concept has
reliable constitutive rules. The most striking exdes of this are pejorative concepts and
other “thick” normative concepts that involve fajg@suppositions. Consider, for
instance, Dummett's example of the xenophobic cpirfeeche*® “Boche” was a
derogatory term used during World War | by Frenalligrs to refer to Germans. (I don’t
use a contemporary racist term for the obviousorea$ Plausibly, the constitutive rules
for bocheare something like the followint:

Fromso-and-so is Germainfer so-and-so is a boche
Fromso-and-so is a bochenfer so-and-so is brutish and uncivilized

Racist and xenophobic concepts Ilk@cheplausibly count as genuine concepts;
surely, thinkers have had thoughts involving thBot.no matter which semantic value is
assigned tdoche its constitutive rules do not preserve truth.@yploying these rules,
thinkers can infer that arbitrary Germans are bruéind uncivilized. The rules are thus
grossly unreliable.

There are many other plausible examples of geraoneepts with unreliable
constitutive rules. For instance, there are mathiealaconcepts with inconsistent
constitutive rules, such as the naive concepttotise naive concept of area (as applied

to arbitrary subsets of the plane), and the naiweept of probability (which involves
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commitments to countable additivity as well asi® ¢laim that there are uniform
probability distributions on denumerable sets).réhare examples of physical concepts,
such as the intuitive concept of temperature aad\iawtonian concept of mass. There
are examples of semantic concepts, such as Fregecept of an extension. Finally,
there may even be examples from logic. For exansple intuitionists claim that the
classical concept of negation has incoherent dotise rules. And if truth is a logical
concept, the liar paradox demonstrates that theer@incept of truth is a logical concept
with inconsistent constitutive rules.

The second general fact about concepts alreadysstiat there is something
wrong with the proposed answer to the reliabilitaltenge: The semantic principle it
relies upon is false. The semantic values of genoancepts are not always assigned in
such a way as to make their constitutive rulesibddi. To be extensionally adequate, the
semantic principle must somehow be restricted. thiglrestriction had better not bd
hocand unmotivated. It is not clear what plausiblg ba said her#"

There is a still more serious issue. Each of treedgeneral facts entails that not
every conceptual role corresponds to a genuineegineith reliable constitutive rules.
Indeed, most conceptual roles do not.

This should not be a surprise; for the case otlagfollows from our assumption
that logic is objective. In particular, it folloWsom the no-plenitude claim about logic.
Only a small number of logical practices are cdirand so very many conceptual roles
for logical constants fail to correspond to genwinacepts with reliable constitutive

rules.
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This result has a significant ramification. Namehg proposed solution to the
reliability challenge provides (at bestyery partial explanation of our reliability
Suppose that it turns out that certain conceptuabkr— call them the “good roles” — are
guaranteed by the principles of semantics to cpama to genuine concepts with reliable
constitutive rules. The concept-constitution exptéon can explain how it is that our
deductive rules are reliable given that they helpdnstitute good conceptual roles. But
an explanation is still owed of how it is that waevb good conceptual roles. This is a
significant challenge in its own right. To accomrat&lthe two general facts about
concepts presented above, as well as the no-plienihesis, the restriction to good roles
must be a very significant restriction. So the gl explanation of our reliability
cannot provide the entire story.

The moral, then, is this: There are significanticliities in getting a concept-
constitution account of reliability to work. Moreew even if these difficulties can be

resolved, the reliability challenge for logic wibt fully be answered.

Evolution
Where does this leave us? The only apparent rentpgtiategy is to appeal to some kind
of evolutionary account. In what follows, I'll foston evolution by natural selection. But
my discussion will apply more generally. In partauit will apply to other mechanisms
that involve selection including, for example, e@ntforms of cultural evolution.

On the most straightforward evolutionary explanatd how we came to employ

reliable deductive rules, our ancestors were safiefcr employing reliable deductive
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rules — a heritable trait. This explains how ithat we, their descendants, came to
employ reliable deductive rul@s.

| believe that an explanation of this general kivill ultimately turn out to be
correct. At the very least, it is the most prongsavenue available. But it is important to
note that such an approach faces significant ditiies. There are several reasons to think
that evolutionary accounts cannot even in princgdelain how we came to employ
reliable deductive rules.

Here are some of the most pressing concerns: @h wevolutionary accounts
can explain why it is that we have useful cognitivechanisms, they cannot explain why
it is that we have highly reliable cognitive mecisams; (i) Since engaging in deductive
reasoning does not yield new information abouttbdd, there could not have been any
evolutionary advantage in so doing; (iii) Evenvbiitionary accounts can explain how it
is that we employ deductive rules that are actualith-preserving concerning a narrow
range of simple propositions — food, danger, shakgroduction, and so on — they seem
unable to explain the full extent of our relialyiliFor example, our deductive rules
preserve truth when applied to propositions ofteaby complexity. They preserve truth
when applied to propositions with arbitrary subjeettters. And they necessarily
preserve truth. It is difficult to see how therailcbbe any selection pressure for the
employment of rules with these features.

| believe that there are answers to each of theseetns. In answer to the first
objection, possessing highly reliable general-psep@asoning mechanisms is useful for
survival-enhancing tasks such as problem solvimgpanning for future contingencies.

In answer to the second objection, the evolutiorawantage of engaging in deductive
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reasoning is presumably not that it provides ndarmation about the world, but that it
enables thinkers to convert information into a masable form. In answer to the third
objection, the explanation of why we employ dedrectules that are necessarily truth-
preserving when applied to propositions of arbjtiomplexity and with arbitrary
subject matters is presumably that this is a bygecbdf the trait for which our ancestors
were really selected — employing an efficient ctigaimechanism that is truth-
preserving for a limited range of propositions. Bpelling out the details requires a very
long story>?

In the remainder of this paper, | would like toaliss one other objection, since
this will lead to a final refinement of the reliéityi challenge. The objection is that
evolutionary accounts can only explain why a paféictrait predominates in a
population and not why particular individuals hale traits that they do. It is a striking
fact that particular individuals have reliable magisms, and so evolutionary accounts
seem incapable of explaining everything that néed® explained.

To illustrate this worry, it is helpful to considatoy example. Suppose that there
is a bag containing many different colored marbBmmneone (perhaps imperfectly)
selects the blue marbles, so that most of the dohes are retained and most of the rest
are thrown out. To make the example more fanacifel can imagine that the marbles
periodically reproduce, with each baby marble hgvire same color as its parent.

If asked why most of the current population of n@sbs blue, one can easily
provide an explanation involving selection: Themrravoriginally marbles of many
different colors, the blue ones were selected,thed passed on their color to their

descendants. In contrast, the explanation of whyesparticular marble is blue does not
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involve selection: The marble is blue becausedtdalue parent and blueness is
hereditary.

This example concerns artificial selection andmattral selection. Yet, the point
generalizes. Natural selection can explain why misgas with a phenotypic trait came to
predominate in a population. It cannot explain wahyarticular organism has the trait in
questiort* The explanation of this latter fact depends orotonsiderations, namely
heredity and random mutation.

This feature of selection has an important consecpiér the case of interest
here — where the phenotypic trait is that of emipiga reliable deductive rule. Consider
some particular thinker — Bob — who employs a bddialeductive rule. Assuming an
evolutionary account, the explanation of why Bolptys the rule in question does not
involve selection, but rather heredity and mutatiors irrelevant to this explanation that
the rule is reliable. That Bob employs a reliahie is merely an accident. If it was not
for the occurrence of some highly chancy eventg, Bould not have employed a
reliable rule.

This is what motivates the objection to evolutignaasponses to the reliability
challenge. It seems plausible that to fully resptmtihe reliability challenge, we must
both (i) provide a satisfying explanation of why thopulation primarily includes
thinkers who employ reliable deductive rules amdpfiovide a satisfying explanation of
why particular thinkers employ reliable rules. Evean evolutionary account can satisfy
the first constraint, it cannot satisfy the secohad it would be highly unsatisfying to be
forced to claim that it was merely a random acdidleat each individual thinker employs

reliable deductive rules. Or so goes the objection.
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While this objection is initially compelling, it isltimately misguided. The
striking fact in need of explanation is the popiolatevel fact: Our population primarily
includes thinkers who employ reliable deductiveesulThat a particular individual
employs reliable deductive rules is not nearlytakisg or in need of explanation.

To see this, it may help to think about a differecgnario. Suppose that there was
a vast population of heterogeneous thinkers, eagiiaying a different set of inferential
rules. Suppose that very few of these thinkers eysul reliable deductive rules.
Suppose, in particular, that the number of suatk#rs was roughly what one would
expect if the inferential rules were distributeddmyme kind of random process. If the
reliable individuals had no other striking propestin common, we would not think that
their reliability was particularly in need of expktion. Nor would we find it troubling if
it turned out to be merely an accident that th@séqular individuals were reliable.

The correct response to the objection, then, cotwede that evolutionary
explanations can only explain population-level $a&ut that is all they need to explain.
All that is needed is for there to be an answehédfollowing question:

The Reliability Challenge (3How is it that our population predominately
includes thinkers with reliable cognitive mecharssior deductive inference?

This is the right way to understand the reliabitiballenge for logic. This is the crux of
the reliability challenge, whether or not an evi@oary explanation can ultimately be

made to work.

6. Conclusion
Let’s take stock. As we have seen, the reliabdhgllenge for a domain can be

understood as the challenge of explaining (i) how ihat the relevant cognitive
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mechanisms work such that they are reliable; aptddw it is that we have reliable
cognitive mechanisms. If we had good reason to thtath there were plausible
explanations, this would put pressure on the cthabwe are reliable about the domain,
the claim that the domain is objective, or on oemeral background views about the
world. For the cases of logic, mathematics, mogladihd other priori domains, there is
a straightforward answer to the first part of thalienge. Our cognitive mechanisms are
reliable because they depend on the employmergadssarily truth-preserving rules.
However, as we have seen, there is no straightfdramswer to the second part of the
challenge. Indeed, two seemingly attractive respersappealing to rational insight and
appealing to the nature of concept possession tofaeet the challenge.

For the case of logic, there is a promising avdaoymirsue — namely, an
evolutionary approach to explaining our reliabilifyhis approach faces some significant
difficulties, but they are difficulties that | thircan be overcome.

What about othea priori domains, for instance mathematics, modality, and
morality? Here, the prospects of an evolutionagyrapach are less promising.

For the case of mathematics, there may be an emoduy explanation of how we
came to possess particular mathematical concdptsirstance, the concepthapeand
number There may also be an evolutionary explanatiomosi we came to have
consistent mathematical theories; there was presiyrsame evolutionary pressure to
avoid inconsistency. (Indeed, there was presunstntye pressure to avoid theories that
are not conservative extensions of our non-matheaidheories and practices.) But

assuming that mathematics is objective, consistémcgonservativeness) does not
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suffice for truth>® So it is extremely difficult to see how evolutioauld explain how we
ended up with true mathematical theories.

One way to close this gap would be to adopt a pldimious view of
mathematics® For instance, one could claim that mathematicalityeis so large and
multifarious that any consistent mathematical tiiearly describes some portion of it.
Adopting this view has a serious cost; it requgisng up on the objectivity of
mathematics. Indeed, while a plenitudinous viewtsitively plausible for certain
branches of mathematics — for instance, abstrgebeh — it is not very plausible for
others — for instance, arithmetic and set theorg.NAve strong intuitions of objectivity
concerning the natural numbers and (to a lessengxhe sets. Arithmetic seems special;
we don’t think that it is just another arbitrary timamatical theory on a par with very
many others.

For the case of alethic modality, a broadly evoldiry story may again have a
partial role to play. On a now popular view, ouraigility in reasoning about necessity
and possibility is a side effect of our reliabilityreasoning with counterfactuals.
Supposing that this is correct, evolution may helpxplain the reliability of some of our
modal reasoning. It may help to explain how we saarrectly about counterfactuals
concerning certain ways the world might have beaamely, the nearby, “live”
possibilities. It is clearly advantageous, for amte, for a thinker to be able to reason
about what he could do if a predator were approachiet, additional theoretical
resources are needed to explain the full extentiofeliability. One worry here is that in
attributing necessity to a proposition, a thinkairas that the proposition would have

been true even if the world were radically differdnis difficult to see how there could
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have been any evolutionary pressure to reasorbhgkdout radically different possible
worlds>® A second, related, worry concerns possibilitys iifficult to see how there
could have been any evolutionary pressure to ciyrielentify which of the many
descriptions of outlandish scenarios describe genoietaphysical possibilities.

In response to these concerns, there are twolipiieomising options that may
be pursued. The first option is to adopt a non-abje view of necessity and possibility.
For example, one could adopt a plenitudinous viemadality or a view on which our
practices somehow constitute the modal facts. €hersl option is to claim that our
reliability about attributions of necessity and gibdity is a byproduct of some other
cognitive abilities that were evolutionarily advagéous, such as our ability to reason
about live possibilities. Yet, each of these ogiaproblematic. It is difficult to state a
non-objective view of necessity and possibilityheitit relying on a modal operator — for
instance, in specifying which modal theories cdiyedescribe portions of the
plenitudinous modal reality or in specifying whiphactices can generate modal facts. It
is also difficult to see how our reliability abaaidically different possible worlds could
be a byproduct of our reliability about live poskiies.

Finally, consider the case of morality. This is;l@ps, the most troublesome
case. It is difficult to see how an evolutionargrgtcan answer the reliability challenge
for morality. The trouble is that the connectiotvieen evolutionary fithess and correctly
reasoning about morality seems very tenuous. Assyiam objective view of morality, it
is difficult to see why there would be any evola@oy pressure to have true moral beliefs
or to reason correctly about moral isstieA. natural suggestion to make is that acting in

moral ways is conducive to survival and flourishifigut it is not clear that this is so; we
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are familiar with numerous ways in which acting ailyrcan hinder the pursuit of our
projects.

The prospects for an evolutionary answer to thalvgity challenges for
mathematics, modality, and morality thus seem midéds suggests that we should draw
three general morals. First, there may not be fiegnanswer to the reliability challenge
acrossa priori domains. The explanation of our reliability abtmgic, for example, may
be very different from the explanation of our rblldy about mathematic%- Second, the
epistemology of logic may be in better shape th&nejpistemology of other priori

domains. And third, the reliability challenge foese domains remains very pressing.

Notes

1 Of course, there are logical truths that are mmlex to be easily expressed in natural
language or believed by ordinary thinkers.

2 Propositions here must be understood to be fingrgd. That is, there can be distinct
logically equivalent propositions. It would serveg purposes equally well to rely on a
framework in which the primary bearers of logicalth and logical falsity are sentences,
so long as sentences are (in part) semanticallyidhdated.

% See Schechter and Enoch (2006) and Enoch andt8ehé2008) for discussion of the
challenge of explaining our epistemic responsiilit

* This characterization of our reliability about iogchoes the characterization of our
reliability about mathematics found in Field (1988Bhanks to Paul Boghossian for
helpful discussion. Additional hedges may be nedded correct statement of our
reliability. If so, the reader should take thenb&implicit. The characterization of our
reliability might also be strengthened by addirgpétial converse: We believe most
simple logical truths and disbelieve most simpbtgdal falsehoods (upon reflection and
discussion), on some intuitive notion of simplicity

> This way of stating the reliability challenge fogic is somewnhat artificial. A more
natural formulation will emerge below.

Hale (1994) presents a reliability challenge @mit. But he does not view the
challenge as worrisome. Indeed, he argues thabiseence of a reliability challenge for
logic shows that the analogous challenge for magtiesis not serious. Field (2005)
argues that there is no viable reliability challerigr logic.
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® The reliability challenge for a domain can be ijioof as a part of the general
“Integration Challenge” of reconciling the metapicgsand epistemology of the domain,
as presented in Peacocke (1999).

" Those skeptical that there is a well-behavedrdittin between tha priori and thea
posteriori such as Williamson (2008), can understand thergéchallenge in terms of
the class of armchair propositions — those propostthat can be known from the
armchair.

8 See the introduction and title essay of Field @)98ee Benacerraf (1973) for an
influential precursor.

® See Mackie (1977), page 38. Mackie's argumenttengresented as though it relies
purely on metaphysical considerations. But he esigha that an important strand of his
argument is epistemic. Mackie’s discussion is gtatderms of the difficulties of
explaining moral knowledge. So it is unclear whetmethinks the issue primarily
concerns the descriptive property of reliabilityaonormative property such as
justification.

Enoch (2010) presents a version of the reliabdlitgllenge for the normative realm.
Street (2006) can be understood as presentinggphitigy challenge for morality.

9 This is perhaps part of what Kreisel meant byfaisous dictum that the central
problem in the philosophy of mathematics is notdkistence of mathematical objects
but the objectivity of mathematical discourse. Ke#s discussion of objectivity is
scattered throughout his writings. For an exangde, Kreisel (1958), page 138.

' See Wright (1992).

2 This is a variant of the first component of “miihtealism” in Rosen (1994), page
280.

13To use the terminology of Fine (2001), our thosgktnguage, and social practices do
not partly ground the logical facts. See Jenki®®8&), chapter one, for the proposal that
realism should in general be understood in coristduerms.

4 The no-plenitude thesis rules out the claim thargnon-explosive logical practice is
correct. (A logic is explosive if every proposititogically follows from any proposition.)
The no-plenitude thesis also rules out the lodictibnalism of Akiba (2000), according
to which any logical practice is correct so longtas conservative over the atomic facts
and the non-logical entailment relations among &tdacts.

The no-plenitude thesis does not obviously ruletioe logical pluralism of Beall and
Restall (2006). On their view, there is a singleaddogical connectives and a single set
of true object-level sentences (that is, sentetiwdsdo not contain metalogical
vocabulary). Where they are pluralists is at théaphevel: They claim that there are
many different logical consequence relations. fectf Beall and Restall are pluralists
about metalogic — attributions of logical truth dadical entailment — but not about logic
proper.
1> This view is known as “Plenitudinous Platonism™fl-blown Platonism”. See
Balaguer (1998). See Linsky and Zalta (1995) feelated view.

16 Field (1998) similarly claims that Plenitudinoust®nism should count as a non-
objective view.
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" There is a fifth option: The practices in use suelenitudinous that some community
was bound to get it right. This is not a promisavgnue to explore for two reasons. First,
it is false that there is a vast plenitude of lagjjgractices in use. Second, even if there
were many such practices, the proposed explanatibast accounts for the fact that
someonés reliable. It does not account for the strorfget thatwe are reliable.

18 The relevant background views concern the likalthof certain outlandish scenarios,
thea priority of the domain, and the nature of explanation drtipular, they include our
views about when explanation is necessary and edhaits as a satisfying explanation.
9 There may be logical truths that are not beliesedhe basis of reasoning. One
candidate is the Law of the Excluded Middle, sititeestandard Natural Deduction proof
of it is less intuitive than the principle itself.

Y This is a common view. See, for example, Field®PGoldman (1986), Pollock and
Cruz (1999), and Wedgwood (2002). It shouldn’t betgnded that there are no
obscurities in a rule-based picture of reasonireg. Kripke (1982) and Boghossian
(1989; 2008) for some of the difficulties. But | arat aware of any alternative picture
that can do the same work in explaining the nadfireasoning.

1 See Gentzen (1934/1935), page 74.

2 Harman (1988; 1995), among others, has made draong case that we do not and
ought not to employ deductive rules as simple asttes listed. Harman makes the
further claim that we do not reason with deductives at all. He does not provide
support for this stronger claim. Moreover, it ituitively implausible. When we report or
rehearse our trains of thought, it seems evidexttvile make use of deductive rules.

2 There is disagreement in the psychological liteatibout the correct view of
deductive reasoning. The view assumed here isstlos¢hat of Rips (1994) and Braine
and O’Brien (1998). Johnson-Laird and Byrne (19894ue that deductive reasoning is
based on reasoning with “mental models”. My dismrssvould only have to be
minimally changed if this view were adopted. Othsychologists claim that we do not
employ topic-neutral rules of inference, but ontyrdhin-specific reasoning mechanisms.
See Cheng and Holyoak (1985) and Cosmides (1989ydoninent examples. There are
reasons to be leery of such a view. Moreover, adguch a view would not lessen the
challenge of explaining our reliability about logiwe would have to explain the
reliability of each of the relevant mechanisms. Alnere would be the additional
challenge of explaining how we arrive at genergldal truths using only domain
specific mechanisms.

24 See Williamson (2008) for an analogous view onclvldur ability to reason correctly
about metaphysical necessity and possibility ig@dduct of our more basic ability to
reason with counterfactuals. See Hill (2006) fsirailar proposal.

%5 There is also the related challenge of explaitiowy it is that we have a cognitive
mechanism for deductive reasoning with sufficieréiential power to enable us to infer
a wide range of logical truths.

%6 See Lewis (1986), pages 108—115. It is somewlfiatudt to interpret this passage. My
reconstruction is close to that of Field (1989)ge@@33. Lewis’s primary interest, of
course, concerns the epistemology of extreme nredésm.

35



2" See Katz (1995), pages 505-506, for a related.viéw line of thought is also related
to what Linnebo (2006) has called the “Boring Exyaléon”.

28 Field (1989), pages 233-239, presents severattiinjes to Lewis’s argument.

29 An answer to an etiological question seems to het\@ibbard (2003), pages 253-258,
calls a “deep vindication”.

As stated, the etiological question is ambigudtusan be understood as asking a
guestion about ontogeny — how it is that the relécaeatures develop a reliable
mechanism — or about phylogeny — how it is thattieehanism (or the developmental
plan for it) is prevalent in the relevant populatidhe latter is the philosophically more
pressing question.

The etiological question may be slightly misnam&al.answer to an etiological
guestion need not provide the causal history ofélevant cognitive mechanism. For
instance, one potential answer to the etiologicaistjon about logic is that cognitive
mechanisms were initially randomly distributed e fpopulation and then some deity
decided to smite those individuals lacking reliadideluctive mechanisms. (I owe this
example to Jonathan Ichikawa.) Indeed, in the ohsenon-objective domain, an answer
to the etiological question need not provide a abbstory at all. For instance, a
different potential answer to the etiological qiesis that the facts of the domain are
constituted by our opinions, and so we would haaespssed a reliable cognitive
mechanism no matter what. In the case of an obgdibmain, however, it is difficult to
envision an answer that does not involve some &frehusal story.

% This is not to say that there are no interestimgigcal questions concerning the
operation of our cognitive mechanism for deducinference.

31 | ewis is mistaken in his claim that the relevaistidction is between necessary and
contingent domains. There is no quick answer tafierational question for the familiar
necessarg posterioritruths. More interestingly, there is a quick ansfoe certain
contingent truths. For instance, there is a sttéaglvard explanation of how | am reliable
in my belief that if p obtains then p actually ab&a In general, there is a straightforward
answer to the operational question in cases wherestevant cognitive method is
guaranteed to output a truth given true inputss Ty happen even if the content of the
output varies from world to world due to the presenf an indexical. Thanks to Tim
Williamson for helpful discussion of this issue.

32 See Field (1989), pages 26-27.

1t is difficult to provide a general account ofilsihgness. See Horwich (1982) and
Schlesinger (1991) for attempts. | take it thatrtiest promising proposals are: (i) A
phenomenon is striking if it can be described usirsgmple rule; and (ii) A phenomenon
is striking if there is a salient theory that wopledict or explain it.

% Thanks to Ralph Wedgwood for pressing this linéhofight.

% Here’s a second kind of example: Any contingent ¥eill logically entail every logical
truth. But the explanation of a contingent fact wdt be an explanation of arbitrary
logical truths.

% This is a modified version of the argument for iotfast inductive rules in Lewis
(1971). Also see Field (2000) and Elga (2010).

%" For versions of the second and third groundsNeegel (1997), chapter four.
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3 There are, however, reasons for doubt. For instame should in principle be open to
arguments for alternative logics.

39 As Rowland Stout pointed out to me, there is atfoproposal to consider — namely,
learning. One way to develop this suggestion ddon that we acquired our deductive
competence via trial and error learning. We tegicklly complex propositions against
the world (via perception) and use such tests &duate the truth-conduciveness of
proposed deductive rules. The problem with thiswigthat, while it may provide the
correct account of some of our deductive reasoriingjmplausible for the core parts of
deduction. Moreover, even if the proposal were,titugould simply raise another
explanatory demand. We would have to answer thehitly challenge for our cognitive
mechanism for trial and error learning. This medsmncould not itself be acquired by
trial and error learning. In general, if the rellap challenge for a domain is answered by
appeal to more basic cognitive mechanisms, we ioapl\sraise reliability challenges for
those mechanisms.

0 Godel (1947) may have endorsed a rational indigised view of mathematics.
BonJour (1998) endorses a rational insight-basew wifa priori knowledge in general.
! See, for instance, Boghossian (2003), pages 2204280 see Wright (2004) for
objections particular to the case of logic.

2 See Bealer (1996) for the claim that we have limtaial seemings. See Sosa (1996) for
arguments that these mental states are best vnoigiss dispositions to believe.

43 My development of this proposal makes use of thekwf Bealer (1996; 1999) and
Peacocke (1992; 1993), although the view desciileee should not be ascribed to either
of them.

4 Bealer claims that what is constitutive of possessoncepts is that we have certain
intuitions, not that we employ certain rules. Tthierence does not matter for my
purposes. Bealer also suggests that what is cotmatitof possessing concepts is that we
have certain reliable intuitions. If that is higwi, appealing to concept constitution does
no work in answering the reliability challenge. Axplanation is needed of why we have
reliable intuitions.

> See Block (1997) for a discussion of ConceptudéB@mantics. See Fodor and
Lepore (1991) and Williamson (2003) for objections.

% See Prior (1960).

47 Other examples of this kind include “vel” as désed in Peacocke (2004), page 18,
and “plonk” as described in Belnap (1962).

“8 This is one place that a notion of harmony — teaithat there should be some sort of
match between introduction and elimination rulesight be deployed. See Tennant
(1987) and Dummett (1991). However, it has provficdlt to provide a plausible
general account of harmony that extends beyondabe of logical concepts.

*¥ The example dfocheis originally due to Dummett (1973), pages 397 454.
Boghossian (2003) makes use of this example toedigat concept-constituting rules
need not be truth-preserving.

°0 See Horwich (2005), pages 153—154, Williamson 820pages 257—268, and
Williamson (2009) for objections to the claim tllaése are the constitutive rules of a
genuine concept.
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> This is a second place where a notion of harmoigpinbe deployed.

>2 This evolutionary account could be complicatechamy ways. For instance, it could
be combined with a story on which trial and erearhing is important. Or it could be
combined with some version of the concept-consbituview discussed above. For my
purposes here, it suffices to consider only theptast possible story.

>3 See Schechter (MS) for an attempt to address diffeilties.

>4 See Sober (1984), section 5.2. As Neander (198)gout in response, repeated
bouts of selection can help to explain why it kely that a trait would emerge in a
population. However, this does not affect the pairthe text, since selection cannot
explain why a particular individual has the traitguestion.

> See Field (1989).

°% See Balaguer (1998) and Linsky and Zalta (1995).

>" See Williamson (2008) and Hill (2006).

%8 See Nozick (2001), page 122, and Stroud (2000)dtsions of this worry.

%9 Street (2006) has argued on related grounds fienaobjective constructivist view of
morality.

%0 See Enoch (2010) for an explanation of our reliighabout the normative with this
general shape.

®L There may not even be a uniform explanation ofrelimbility about logic. As Alex
Paseau reminded me, parts of second-order logselgiloesemble mathematics.

%2 Versions of this material were presented at an Ni¥ddertation seminar, the Arché
core seminar at the University of St. Andrews, #gggbphy of mathematics seminar and
a discussion group at Oxford University, and aamplium at Bristol University. | would
like to thank the audiences at these events far tieé¢pful questions and comments. |
would also like to thank Paul Boghossian, JessicavB, Ray Buchanan, Winston
Chiong, David Christensen, David Enoch, Greg Epst@ana Evan, Hartry Field, Kit
Fine, Don Garrett, Pete Graham, Liz Harman, Jomalttakawa, Dan Isaacson, @ystein
Linnebo, Anna-Sara Malmgren, Alex Paseau, Christopfeacocke, Jim Pryor, Erica
Roedder, Karl Schafer, Jonathan Schaffer, Brad SK®elan Smithies, Sharon Street,
Rowland Stout, Michael Strevens, Scott SturgeofpiR&/edgwood, Roger White, Tim
Williamson, Crispin Wright, and Masahiro Yamada feipful discussion.
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