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Abstract 
 

This chapter includes a discussion of leadership decisions and stress. Many leaders are daily 

exposed to stress when they must make decisions, and there are often social reasons for this. 

Social standards suggest that a leader must be proactive and make decisions and not flee the 

situation. Conflict often creates stress in decision-making situations. It is important for leaders 

to understand that it is not stress in itself that leads to bad decisions, rather, bad decisions may 

be the result of time pressure in the sense that leaders have not been able to gather enough 

relevant information. Thus, it is worthwhile for leaders to be able to prioritize properly in 

order to cope with stressful situations. In some situations, a leader chooses to delegate the 

decisions to his/her team and then it is important to guard against «groupthink», a 

phenomenon where members of a team put consensus before anything else as a result of the 

peer pressure. A number of methods are presented that enable leaders to avoid this 

phenomenon. Often leaders are involved in decision-making situations where they are forced 

to navigate between objectives that are in strong conflict with each other. We are talking 

about «decision dilemmas». These are characterized by the existence of a conflict between the 

top leadership's desire to control the activities and their wish to give autonomy and 

independence to the various units. It is important for leaders to be able to strike a balance in 

different dilemma situations and understand how to best manage conflicts when they arise 

. 

 Working with structured group processes  

 The basic idea of structured group processes is that a panel of experts can make more realistic 

predictions than a group of laymen.  It is common that these processes are referred to as the 

Delphi technique. The number of respondents is usually between 30 − 40 participants. 

However, it is suggested by Wright and Goodwin (2008) that 5−20 participants should be 

used. It is important that the participants are guaranteed anonymity.  All participants receive 

comprehensive feedback from the whole group so that each member has the opportunity to 

adjust their own assessments.  Often a special research group that plans exercises, tests 

questions, and analyzes the results is created.  It is common that a group of experts initially 

responds to a well-designed questionnaire.  Here, they give their views on when a number of 

events of strategic importance will appear in the future, if at all.  After this first round is 

finished, the results are summarized for each event, in quartiles for the whole group.  Then it 



can prove, for example, that one quarter of the group felt that the event X would fall before 

2015, that half the group was of the view that it would fall between 2015 and 2025, and that 

the remaining quarter responded later than 2025 or never (Coyle, 2004).  

 When the experts are informed about the response pattern of the group, they have the 

opportunity to adjust their assessments.  If, for example, an expert is in the outer edge of the 

distribution he or she is able to either change position or give arguments to stand by the 

assessment. The procedure can last up to three rounds in the normal case.  For this reason, the 

use of the technology to a large extent resembles a controlled debate.  A variant of the 

technique is to ask participants to estimate on a five-point scale how important it would be if 

the event X occurred before 2025. In addition, the participants can be asked to estimate the 

probability of the occurrence of Event X on a five-point scale. Later on, they can also be 

asked to confidence rate their own responses (Coyle, 2004).  

 One problem with this method is that it can be difficult for many experts to make predictions 

25 years into the future when you do not know how the world will evolve.  It can therefore be 

successful to describe a possible future world development in the beginning of the survey.  

Will people in general be governed by prosperity and optimism or by poverty and pessimism?  

(Coyle, 2004).  Another problem with this method is that it is usually expensive and time 

consuming.  

Research shows that Delphi groups generally perform better than traditional teams do (Rowe 

& Wright, 1999, 2001). This suggests that individuals make more accurate predictions in the 

Delphi groups than in the unstructured groups and that the Delphi technique therefore should 

be used. However, one should remember that individuals recruited to the Delphi groups often 

consist of selected experts that differ from natural groups in the workplace. These experts are 

quite concerned about how they perform and many times know their colleagues' strengths and 

weaknesses. Still, one should bear in mind that natural groups are often more risk-seeking or 

more risk aversive compared with individuals performing the same task in isolation from 

others.  A distinction between risky shifts (when groups are more risk-seeking than 

individuals) and conservative shifts (when groups are more risk aversive than individuals) can 

thus be made.  The phenomenon is usually referred to as group polarization.  The attitudes 

that the group members bring with them determine whether or not the phenomenon will occur 

and how. These attitudes tend to be reinforced in the group discussion.  



  Working with scenarios  

 When working with scenario planning the focus is on how the future might unfold.  It is 

therefore necessary to include some sort of time horizon, for example, ten years into the 

future.  Leaders must make it clear to themselves which is the underlying reasoning governing 

the assessments made about the future. These assessments are often about what we know with 

certainty and what we perceive as uncertain.  In addition, they often address the trends that 

can be perceived ahead.  The uncertainty factors may involve the pace of technological 

developments, how quickly the market is willing to accept a new product and how the media 

will deal with events that somehow can be related to the product.  The certainty factors are 

more closely related to the predictions that can be made ahead of people's buying habits on 

the foundation of basic needs. Recent trends stipulate such things as in what direction the 

technological development moves.  The relationship between these three factors (uncertainty 

factors, certainty factors and trends) is central to the design of scenarios.  However, it must 

also be considered how the various key actors will behave in order to defend their interests in 

the market (Heller, 1998; Wright, 2001).  

 A common way of working with scenarios is to make them as extreme as possible.  The basic 

idea is that the business idea that has been developed should undergo some form of sensitivity 

test that resembles a wind tunnel.  The business idea can thus be compared with the design of 

a new aircraft.  The scenarios can be equated with the wind conditions which may be more or 

less extreme.  The business idea should like an airplane be able to fly more or less well in all 

conditions.  An alternative way of working with scenarios is to test an entire arsenal of 

strategies against a number of scenarios.  These strategies can be available, planned or 

alternative in nature.  Sometimes whole cities can be used as alternatives in case a strategic 

decision is about where in the world you want to build a new central warehouse.  In such a 

case the urban properties are tested against various possible future scenarios before a decision 

is made on where the new warehouse is to be built (Heller, 1998; Wright, 2001).  

 Leaders can also work to develop scenarios based on an analysis of driving forces.  With this 

method one tries to get an idea of how various influential events gradually differ with respect 

to two key dimensions: 1.  How predictable they are, and 2.  What effects they will have. You 

can start by writing down on post-it notes which events are likely to affect the problem that 

you are interested in. In addition, a time horizon must be specified.  These notes are then 

attached to a whiteboard where two coordinates are plotted.  The two axes illustrate how 



predictable the events are (much /little) and what impact they will have (big /small).  The next 

step involves trying to group together events in clusters.  You should think about the 

underlying drivers/motivators that might link the events together in each cluster. When you 

have identified a number of drivers/motivators, it is appropriate to clarify which of these that 

really matter for your organization.  These are then analyzed with respect to what possible 

outcomes they may result in. In this way you create a variation range for the possible outcome 

of each driver/motivator.  Leaders can then experiment with combining the extreme outcomes 

from a driver/motivator with the extreme outcomes from another. Based on these results, 

skeletons of 3−4 scenarios can be created in the next phase. These can be given names that 

summarize the essence of them.  Leaders’ next task is trying to place copies of their post-it 

notes with the proposed events on a new whiteboard where the skeletons of the scenarios are 

mounted.  In addition, you can try to create a story around each scenario by placing all of "the 

events" along a notional timeline.  Here, it is important to look for causality between events.  

In this context it may be worthwhile to analyze past events.  These are often a good clue to 

what might be causal connections between the events that you are experimenting with. Then 

it's time to revert to the old whiteboard.  Are there any remaining post-it notes with events that 

have not been associated with any scenario?  If this is the case, you can try to create new 

scenarios that also include these events.  The last thing to do is to evaluate the developed 

business proposals and strategies against the prospects represented by the various scenarios 

(Heller, 1998; Wright, 2001).  

 By reasoning with the help of scenarios leaders are given the opportunity to create a platform 

for communication about the future of an organization.  Leaders can thus communicate to the 

organization's members how they look at the outside world.  When a scenario has been 

created and the reasoning behind it has been presented, the organization is mentally prepared 

for the future.  When the early events related to a scenario begin to appear, the leader has an 

opportunity to understand better how the future will turn out.  Such events are, therefore, 

important information that affects the leader's behavior.  To be able to recognize early signals 

in this manner and put them in stories related to the future is regarded as important by many 

leaders.  Some argue that this approach is even more important than that which advocates the 

creation of robust strategic options.  

 The major advantage of developing scenarios is that a leader’s often poor ability to create 

valid future predictions is overcome. With the help of this method leaders can develop a range 



of possible future scenarios that capture the fundamental uncertainties.  The method therefore 

stimulates the heterogenenity of top executive teams and thus discourages a rigid consensus 

culture.  

 Developing an outside perspective  

 Positive illusions can be seen as a necessary evil in relation to decision-making.  They occur 

in the cutting area between cognition and affect (Bazerman, 2006). These illusions are vital 

but can simultaneously be disastrous. There is research showing that most leaders see 

themselves, the outside world and the future in a more positive light than what reality 

acknowledges (Taylor & Brown, 1989).  An optimistic attitude can have both positive and 

negative outcomes.  According to Taylor & Brown (1988, 1994) optimism can enhance a 

leader's self-reliance and contribute to endurance when difficult tasks are to be solved and 

unsafe situations are to be handled.  However, it is worrisome when the positive attitude 

impacts negatively on decision quality.  There are many examples where positive illusions 

have led to wrong investments, cracked budgets, failed mergers and unsuccessful projects.  

According to Lovallo & Kahneman (2003) many decision makers are defective in their 

planning.  Many decisions are made on the basis of illusory optimism.  In such a context, the 

decision makers do not engage in a rational assessment of potential benefits and drawbacks, 

but overestimate the potential benefits while the drawbacks are underestimated.  This can 

have catastrophic consequences (Kahneman & Lovallo, 1993; Lovallo & Kahneman, 2003; 

Bazerman, 2006; Moore, Kurtz Berg, Fox, & Bazerman, 1999).  

Managers often experience a high degree of control and security that may be indicative of 

over-confidence and illusions of control. This can be explained in several ways (Kuvaas, 

2002). First, widespread participation and involvement in a discussion of strategic issues can 

in itself give a false impression that the issues are thoroughly analyzed (Das & Teng, 1999). 

This can easily lead to wishful thinking (Lyles & Thomas, 1988). Second, presenting 

arguments can in itself make leaders become more confident in the tenability of those 

arguments (Heath & Gonzalez, 1995). This means that leaders to a higher extent trust their 

own arguments the minute they have been presented to others. 

 Most leaders have an optimistic attitude to the business they are working in. A major reason 

for this is that leaders often perceive themselves as better than the average.  This tendency is 

reinforced by the fact that most managers like to take credit for positive results.  The negative 



results, however, are often associated with external environmental factors.  It has also been 

observed that leaders often link the positive results with the factors that have been brought 

under control, such as corporate strategy.  The negative results are often associated with 

uncontrollable factors such as the weather or the inflation.  Often, there are a lot of 

organizational mechanisms that encourage optimism.  Because of the limitation of resources, 

different departments are sometimes pressed to compete with each other in terms of producing 

attractive plans and forecasts (Kahneman & Lovallo, 1993; Lovallo & Kahneman, 2003).  

 There is also a tendency among leaders to overestimate the control they have over the 

situation. For example, there may sometimes be leaders that argue that there are no risks 

associated with the prepared plans.  Many leaders think that risks are synonymous with 

challenges that can be addressed with the help of skilled action.  Another common perception 

is that the results obtained can only be linked to one's own actions in the organization.  The 

self-image that exists is that leadership is synonymous with control of the events. It has 

nothing to do with gambling.  By being so focused on their own plans and conditions leaders 

often neglect the possibilities for competitors to act.  Events like price wars and overcapacity 

can therefore be neglected. In designing their forecasts, leaders therefore tend to ignore the 

likelihood that chance or uncontrollable factors will play into the process.  (Kahneman & 

Lovallo, 1993; Lovallo & Kahneman, 2003).  

 The factors that produce over-optimism are thus rooted in the limitations of the human 

imagination.  No matter how detailed a description of a possible scenario is, there are 

weaknesses.  The explanation for this is simple.  Any complex project can be viewed as a 

myriad of different problems.  Examples range from technological errors to currency 

fluctuations and bad weather.  The point is that it is outside the human imagination to be able 

to perceive all these potential issues.  The result is that as leaders develop different scenarios 

they underestimate the risk that something goes wrong.  When developing "the most likely 

scenario", it is thought that this is in fact the most probable one.  The assumption can be 

wrong.  There are often unforeseen events that have been neglected.  Often, the probability of 

such an event occuring is very little, if one considers the situation in isolation.  But if you 

combine the probabilities of several such incidents, the risk of any of these occuring, is 

sometimes greater than you think (Kahneman & Lovallo, 1993; Lovallo & Kahneman, 2003).  

 To guard against over-optimism, leaders must be able to take an outside perspective as a 

complement to the inside perspective.  This means that you must be able to identify a 



reference class of similar past projects, studying how they fell out, and place your own project 

in the distribution of results. In order to protect against over-optimism you should then 

estimate the reliability of your own prediction and make a correction of the intuitive estimate. 

As a leader, you do not have to be an expert in estimating competitors' plans and capabilities.  

The effects of these are already in the results of previous projects that are part of the reference 

class.  When taking an outside perspective, leaders are less focused on details that can be 

linked to their own project.  Taking such a perspective also means that they refrain themselves 

from making predictions about events that could affect their project's future.  A limitation 

with the outside perspective is that it can be difficult to use in order to predict extreme 

outcomes.  There may simply not be a project with a similar prehistory among earlier projects.  

But for most projects, the method is viable (Kahneman & Lovallo, 1993; Lovallo & 

Kahneman, 2003).  

 Many may think that optimism is in itself a bad thing for the organization or that it is every 

leader's job to try to eradicate it when it turns out.  This is not the case.  Each organization 

needs optimism as a key driver and as a source of enthusiasm.  Realism has, unfortunately, the 

property that it does not motivate people.  The organization needs optimism to motivate 

employees and get them focused.  However, the organization must also be able to generate 

realistic forecasts.  This is particularly important when large amounts of money are at stake.  

Leaders must therefore seek to strike a balance between optimism and realism.  To employ an 

overly optimistic financial manager can be as bad as taking on a too realistic sales manager. 

Leaders must also be able to strike a balance between the objectives and the predictions.  

Aggressive goals can often motivate the employees and thereby increase the chances of 

success.  It requires, however, that forecasts are constructed using an outside perspective to 

determine what is initially worth investing in  (Kahneman & Lovallo, 1993; Lovallo & 

Kahneman, 2003). Aggressive goals also need sufficient resources. 

A related issue concerns the escalation of commitment (Staw, 1976; Staw & Ross, 1978).  It is 

the tendency to repeat an apparently bad decision or allocate more resources to a failing 

course of action. Let’s say a leader of a private equity firm makes a decision to invest $ 2 

million in a start-up venture. He personally argues for the investment against some skeptics in 

the firm. One year later, the CEO from the start-up appears in the leader’s office saying that 

the company is running out of cash and without additional funds the firm will definitely go 

under. The leader will then lose the $2 million.  However, the good news is that if the leader 



invests another $1 million the CEO says he is confident that the problems will be worked out. 

The project will then still be a great success. In a situation like this the leader is likely to make 

the additional investment. Thus, he is willing to escalate his commitment (Bazerman, 2006).  

Consequently, an escalation of commitment often occurs in organizations where significant 

investment has been made in a project, but the decision makers do not want to go back on that 

decision and cancel the funding. Sometimes, this phenomenon is referred to as the sunk-cost 

trap. It is a bias to make present decisions in order to justify past choices. Even when the past 

choices no longer seem valid, leaders are too often unwilling to give them up. Some leaders 

would do anything but admit that they made a mistake and realize the loss. Organizations 

often make enormous efforts to improve the performance of an employee who should not 

have been hired in the first place. To let the person quit would be equal to acknowledging that 

past decisions and the associated investments in time or money would be irrecoverable. It has 

been suggested by Svenson (1992) that decision makers invest a lot of mental effort in 

consolidating their choices after they have been made. There are several measures 

management can take into account in order to remedy the escalation of commitment 

(Ahlstrom & Bruton, 2008). These measures include:  

1. To separate decision choosers from decision evaluators.  

2. To publicly establish a preset threshold.  

3. To seek to avoid creating a failure-fearing culture that leads employees to perpetuate their 

mistakes.  

4. To recognize that the source of escalation of commitment has deep psychological roots in 

our desire to protect our egos or prove to others that we are correct.  

5. To look at the quality of decisions when people are rewarded. 

To make sound leadership decisions under stress  

 In recent decades, flexibility has become a central concept in most organizations. Flexibility 

is what a leader is working with, when a leader is working, and what type of employment he 

or she has.  By using flexibility you can allow a leader or an organization to create unfettered 

capacity to handle new situations.  Futurists predict that managers will change jobs more and 

more times over a career than is the practice today.  Nobody is expected to have − or even 



want − a lifetime employment with one employer.  Many CEOs do not work more than three 

or four years for major international companies.  During this period they are expected to do 

everything.  The working day often involves 12−14 hours.  To change jobs after a couple of 

years is stressful and may have health consequences. This is especially the case if you have 

not chosen to quit the job yourself.  In the 70s there was talk of monotony and alienation.  

Today it may be appropriate to talk about the danger of having too much meaningful work.  

Some leaders who work unconstrained in relation to space and time might think that their 

work is more interesting than the life outside.  It is important to remember that when the 

leader's work expands it is often at the expense of something else, such as family life or 

political activities.  There is a danger in today's society that a conflict arises between the 

heated world of work and the slow world outside, where children and the elderly live in a 

completely different tempo.   

 Stress is a power issue in the sense that leaders must take power over their own lives.  When 

leaders are able to balance their need for recovery both in their professional and personal 

lives, they also feel the power to control their situation.  The power of one's life is also about 

the balance between responsibility and authority.  If leaders feel that they have responsibilities 

that they cannot manage or have time for, the work environment must be permissive.  

 How much a leader is affected varies from individual to individual. The following factors can 

lead to negative stress:  

 

Box starts here 

1.  High demands.      11.  Lack of time.  

2.  A lack of empowerment.     12.  Lack of feedback and recognition.  

3.  Poor support.      13.  Precarious employment.  

4.  Too low requirements.     14.  Lack of influence.  

5.  Unclear objectives     15.  Irregular working hours.  

6.  A lack of clear leadership.    16.  Lack of recovery.  



7.  Unclear roles      15.  Poor control over the own work situation.  

8.  Unclear instructions.     16.  Bullying, discrimination, and harassment.  

9.  Too much to do.  

10.  Too little to do.  

Box ends here 

 There is research that indicates a clear link between leaders’ stress tolerance and their ability 

to operate effectively (Bass, 1990; Howard & Bray, 1988).  With the help of high stress 

tolerance, leaders are capable to adapt to the hectic environments, long hours and constant 

demands of the organization. Physical vitality and emotional strength make it easier for 

leaders to deal with stressful interpersonal situations, whether they involve superiors, 

colleagues or customers.  Leaders often feel stressed by the pressure to make important 

decisions without having enough information. Role conflicts and incompatible needs may also 

be inherent in the decision situation.  A leader must be able to retain his or her composure and 

ability to focus in order to solve problems effectively. It is usually not a good strategy to 

pretend that the problems do not exist or try to delegate them to someone else (Yukl, 2006) .  

 In a model launched by Karasek (1979) the control leaders possess in a decision situation is 

related to the psychological demands.  The conclusion is that high psychological demands 

combined with a low degree of control in the decision situation leads to a high stress level that 

is harmful.  When low psychological demands are combined with a high degree of control it 

leads to a low stress level.  In case low psychological demands are accompanied by a low 

degree of control it leads to inaction.  Finally, high psychological demands combined with a 

high degree of control leads to a stressful situation where the leader has the potential to 

develop.  In the latter situation leaders are provided with an opportunity to deal with stressful 

situations by trying on different coping techniques.  These are often based on self-control, a 

search for social support, an acceptance of responsibility, or a positive reappraisal.  

 Leaders sometimes feel that they are keen to avoid making decisions in case the stakes are 

high. But it is unfortunately part of the leadership role to make decisions.  There can be many 

motives for a leader to make decisions.  One important reason may be to demonstrate the 

ability to act, and another to solve the problem itself (Goffman, 1959).  Not doing anything at 



all can often be perceived as the hardest choice because it can be interpreted as if the decision 

maker is trying to escape the problem.  There is research showing that most leaders are 

experiencing stress in a choice situation where all options can be associated with potential 

losses (Janis & Mann, 1977).  In other words, a conflict exists in the decision situation. As a 

rule, the more important a decision is, the more conflict and stress it contains.  

 There are some organizations that hire consultants to train their leaders in coping techniques 

which enable them to improve their ability to handle stress.  Examples include relaxation 

techniques, communication techniques and conflict management techniques. Leaders are also 

trained to re-evaluate situations that they perceive lead to stress.  Consultants can also analyze 

the leader's organization and suggest improvements in this area.  

 When bad decisions are made, it is usual for leaders to put the blame on stress. However, this 

is often a too simple explanation.  There is research showing that stress does not necessarily 

lead to poorer management decisions (Klein, 1996).  Some leaders must be able to work under 

constant stress in their professional capacity, such as fire officers, chief surgeons and chief 

pilots, etc. There have also been studies of masters of chess. These show that even under 

extreme time pressure, the ability to maintain a style of play on a master level does not 

change.  The quality of the chess masters’ decisions is not affected.  It is therefore difficult to 

conclude that stress must lead to worse decisions (Klein, 1998).  

 Nevertheless, it is not difficult to understand that stressors have an effect on leaders’ 

decisions.  It has been shown that stress has an impact on how we make decisions.  For 

instance, time pressure easily leads to a limited focus and to cognitive biases (Svenson & 

Maule, 1993). It also makes leaders have less access to external information sources 

(Chistensen & Kohls, 2003). Still, stress does not lead to poor decisions based on the 

information we have on hand.  It can be safely said that stress reduces our ability to gather 

information and that it impairs our ability to analyze using the working memory.  In addition, 

stress makes it harder for us to concentrate on a current task.  If a leader's decision 

deteriorates, it is usually not because he or she has been blinded by stress.  The reason is  

rather that the leader has not had time to gather all the relevant information.  Experienced 

leaders know this and can adapt to time pressure by focusing on the most important variables 

in a decision situation and ignore the others (Klein, 1998).  

 To avoid problems with unstructured group decision making  



Groupthink refers to a mode of thought whereby individuals intentionally and prematurely 

conform to what they perceive to be the consensus of the group and preference of the leader. 

It often results in incorrect group decisions that stems from the fact that team members put 

consensus above everything else. Groups who indulge Groupthink prefer consensus over 

decision quality.  What is characteristic of this phenomenon is the lack of mental efficiency, 

reality testing and moral attitude which has its origin in peer pressure and strong cohesion.  

The pressure to reach consensus can get a team to ignore the information coming from 

outside.  It also means that the members feel too sure of themselves, almost like they were 

invulnerable.  External observers may have difficulties to measure symptoms of Groupthink.  

Rather, the fact is that most of the symptoms represent private feelings or perceptions that 

team members possess.  There are three symptoms that have been shown to be central.  

Firstly, the group perceives itself to be larger than it actually is, due to the feelings of 

invulnerability and moral superiority.   Secondly, team members may reveal a high degree of 

narrow-mindedness. This is often rooted in collective rationalizations and stereotypical 

perspectives taken on members outside the group.  Bad decisions are likely to be rationalized.  

Thirdly, team members often develop an intolerant view towards dissenting views within the 

group. Outliers often encounter enormous social pressure.  This leads to different group 

members holding back their reservations. They simply do not reveal their true feelings (Janis, 

1972; Thompson, 2008).  

 Weaknesses arising from Groupthink can lead to several problems in decision making.  These 

include not taking sufficiently into account the various alternatives, not considering well 

enough the various objectives, and not evaluating the decisions made.  Other problems relate 

to the high degree of selectivity in the information gathering, lack of criticism of each other's 

ideas, lack of transparency in the early decision phase, poor communication with experts 

outside the group, and poor planning of emergency measures (Janis, 1972; Peterson, Owens, 

Tetlock, Fan, & Martorana, 1998; Thompson, 2008).  Factors that could cause Groupthink 

are:  

1.  A strong cohesion of the group.  

2.  A homogeneous group composition.  

3.  An isolation of the group from other influences.  



4.  A lack of clear rules governing decision-making.  

5.  Stress.  

6.  A leadership that favors their own ideas.  

 There are a number of measures you can take to avoid Group think.  Firstly, the team size 

must be adapted.  Research shows that a team's size is positively correlated with the Group 

think phenomenon (McCauley, 1998).  People have a tendency to hold back their opinions 

when the group size increases. Many feel an anguish to "appear" before an audience. As a rule 

of thumb, you can try to avoid creating teams with more than ten members.  

 Secondly, it is good if you can build procedures that enable the team to avoid losing face as a 

result of a bad decision.  It applies in different ways to play down the team responsible for the 

decision if the results of it would be unfavorable (Turner, Probasco, Pratkanis, & Leve, 1992).  

 Thirdly, the team may use a so-called risk technique in order to minimize the problems with 

group think.  The technology implies that a structured discussion is carried out so that team 

members may be instructed to talk about the dangers or risks they perceive.  The goal is to 

create an atmosphere where team members can express doubts and criticism without fear of 

aggression or anger from the group.  Often it is helpful if the leader is directed to remain 

neutral.  An alternative way to work with this technique is to let a fasilitator play the role of 

"devil's advocate". This person can usefully be retrieved from outside the group since it often 

can be difficult for team members themselves to criticize their leaders' ideas.  The research 

also shows that genuine criticism from a devil's advocate works better than the designed 

criticism that such an advocate emits (Nemeth, Connell, Rogers, & Brown, 2001; Schulz-

Hardt, Jochim, & Frey, 2002). In a variation of this technology team members may imagine 

that they are representing other parties with an interest in the decision (Turner & Pratkanis, 

1998).  A larger group can be divided into sub-groups and discuss their differences and then 

report back.  In some contexts it may be useful to work with various policy-making groups for 

different decision tasks.  

 Fourthly, you can work with a technique where the task of the team is to identify a second 

alternative to the chosen one.  This technique improves the team's problem solving capacity 

and enhances its idea generation skill. It also has a positive impact on the team's ability to 



make high-quality decisions.  A variant of this technique is to hold a "second-choice meeting" 

in which the team is given a chance to choose another direction.  

 Fifthly, it is important to avoid time pressure.  Often it is easier for leaders to be guided by 

moral principles in decisions whose consequences will occur in the distant future.  In a 

decision that has immediate consequences, leaders often compromise with their values.  It is 

also true that the pressure from the environment generally is less if the consequences will 

occur far in the future.  For this reason, time pressure may create leadership stress, which in 

turn may affect negatively the effectiveness of team decision making (Morgan & Bowers, 

1995; Liberman & Tropen, 1998).  

 

 To cope with dilemmas in organizations  

 One of the hardest things a leader has to deal with is the navigation between goals which are 

in strong conflict with each other.  What can be done is to first identify the overarching goals 

and then try to set a successful course.  A common dilemma in organizations is that both top 

managers and middle managers want to decide and be seen as much as possible.  In case the 

top leaders dominate too much, this has the negative consequence of blocking for others to 

speak.  Of course, the top leadership must be dominant in its role in order to be able to 

implement change. However, it requires a full cadre of dedicated middle managers and team 

leaders to ensure that the measures taken are to be successful (Stewart, 2009).   

Another dilemma is that the department managers on the one hand are expected to act 

independently while they on the other must have the ability to interact with each other as a 

team. Department managers may for example be mandated by the CEO to make decisions that 

transcend their budgets, respectively. But when they do so on a large scale, it is not unusual 

that these managers will be called up to the CEO and be told that they must act more as team 

players in a team (Stewart, 2009).  

 

Many leaders feel that a dilemma also exists between a short-term and a long-term 

perspective on business. In larger organizations, the quarterly reports play a critical role for 

the stock price development. Several CEOs of these organizations do not hold their positions 

for more than about three to four years. During this period they are expected to generate a 



maximum return. A leader of one of the world's largest IT companies expressed it like this 

after a strategy meeting: “We have talked about the history and the future of the organization 

during the meeting, but outside this room a couple of security analysts are waiting, and the 

only thing they care about is next quarter” (Stewart, 2009).  

There is also a dilemma between creativity and discipline in organizations. All department 

managers are expected to be entrepreneurial free-thinkers, but they must also comply with the 

budgeting and follow the management. This dilemma is particularly apparent in the 

management of R&D activities. Here, group members often compete with each other in order 

to produce the most creative ideas. This may create a situation where the department head 

must be in regular contact with management to get access to more resources. By this reason, 

all employees of an organization are not in reality allowed to be creative, because that would 

collapse the entire system. The innovative achievements of an organization may therefore be 

created in very small isolated units characterized by different standards compared with the 

rest of the organization, where discipline and efficiency govern.  

There is also a dilemma which is reflected in the conflict between trust and change. 

Spontaneously, many may not perceive that there is a conflict between these phenomena, but 

there actually is, at least partially. The problem is that major organizational changes are often 

detrimental to the existing trust relationships. Old work groups are destroyed while new 

managers are installed with a new approach. Suddenly all are looking for who is number one. 

Even positive change can sometimes impair trust. At the same time all change requires trust 

(Stewart, 2009).  

There is also a dilemma which is related to the conflict between productivity and human 

welfare. A leader must ensure that all employees will contribute 110% to the business, but the 

fact is that most employees, to be able to perform, are in need of a rich private life and a 

healthy work environment. At some companies dedicated engineers may work overtime each 

evening, if not stopped. This behavior may even occur if they are not paid extra money for 

their contribution. Thus, the force of intrinsic motivation can sometimes be devastating to 

individuals.  

Finally, it is not unusual that there is a dilemma that reflects itself in a conflict between 

leadership and the ability to execute strategies. To be able to function, leaders of today must 

be able to deal with people and also sell visions. This skill differs a lot from the more 



technical ability that is needed in order to put these visions into action through various 

operations. Many leaders know that the best strategy in the world does not work if it is 

performed poorly. At the same time, a poor strategy that is implemented in a good way leads 

to a poor development being created earlier than it otherwise would have been.  

What all these dilemmas have in common is the tension between control and independence. 

Here you have to strike the right balance between the two poles in each area. What leaders 

can do is to make self-assessments, area by area. In some dilemma situations, control is 

perhaps stressed too much, while in others the leadership attitude may be a little too loose. A 

leader must in addition be able to create meaning from contradictory signals and purposes. 

Suppose that the results of the latest customer poll show that some customers require so much 

service that they actually are unprofitable. Then, the leader must reflect on the results and 

create plans based on the insights that he or she has gained (Stewart, 2009).  

Dilemma situations can often result in conflicts between different department managers. In 

this connection, the internal division of responsibilities and resources is a critical issue. It is 

important that the CEO can intervene promptly, so that the conflict between, for instance, two 

department managers does not spread to others. A good way to handle the situation for the 

CEO is to address each department manager individually and give his or her views on the 

matter without issuing any debt. Each party must then be given the chance to give his or her 

version of the story. The trick is for the CEO to listen objectively to these stories even if he or 

she does not share all the views. In the next step, the parties may meet and work together to 

resolve the problem by coming up with new solutions. In this context the CEO must 

emphasize that the aim of the discussion is not to determine who is right or wrong. The 

purpose of the discussion should instead be to help the team to function more harmoniously. 

As supreme leader, you can very well serve as a guide in this type of discussion. Nevertheless, 

you should make clear that it is the responsibility of both parties to reach an agreement.  

Being able to build trust  

To be able to trust normally means a positive expectation that others will not act 

opportunistically (Rousseau, Sitkin, Burt, & Camera, 1998). This means that trust relates to 

intimacy, familiarity and risk. To be able to host positive expectations about another person 

one must have knowledge of the other party. This may be acquired through historical 

experience based on a number of events. Such events can sometimes be limited in number. 



The important thing is that they are relevant (Rotter, 1980). It will therefore take time to 

shape, build, maintain and strengthen trust. For many leaders, it can feel difficult to have 

confidence in someone you have just met and know nothing about. However, after a while 

you have come to know this new person, and the relationship matures. Then you can feel safe 

and develop positive expectations. To feel confident as a leader means to become vulnerable. 

This happens when you give out confidential information or rely on others' promises. Trust is 

not about risk in itself, but about the willingness to take risks (Mayer, Davis, & Schoorman, 

1995). So when we trust someone, we expect that this person will not exploit the trust. There 

are five basic variables that influence whether a person has trust in another. These are 

integrity, competence, consistency, loyalty and openness (Schindler & Thomas, 1993). Also 

the ability to communicate is important.  

Trust is a phenomenon that is closely associated with leadership. When the trust in a leader is 

broken, this can have serious consequences for a group's performance. There are several 

studies showing that both honesty and integrity are among the leadership characteristics that 

are valued the most. A very important part of a leader's job is to work with others to find and 

solve problems. It is therefore very important for leaders to have the trust of the employees. If 

not, leaders have trouble getting access to the knowledge and creative thinking that they need. 

Trust is therefore a leader's key to knowledge and cooperation (Zand, 1997). Employees find 

it difficult to look up to or follow a leader who they perceive as either dishonest or exploiting. 

It is for this reason that honesty is the trait that people put up among the qualities they 

appreciate most in a leader. Honesty is essential for all leadership. If employees are to follow 

a leader voluntarily, whether it be on the shop floor or in the boardroom, they must first 

satisfy themselves that the person in question is worthy of their trust (Kouzes & Posner, 

1993).  

There are mainly three types of trust in organizations. These are based on deterrence, 

knowledge, and identification (Shapiro, Sheppard, & Cheraskin, 1992; Child, 2001). The most 

fragile relationships are based on trust through deterrence. In such relationships, it is common 

that a violation or inconsistency can destroy the relationship. This form of trust is based on a 

fear of reprisals in case the trust is violated. In this type of relationship people do what they 

say they must do because of fear of what might otherwise happen. Most new relationships are 

based on deterrence. For example, an employee often relies on a new manager, even if he or 

she does not know much about him. This stems from the authority of the leader that is 



manifested in the power to punish in case employees do not fulfill their work-related duties 

(Robbins, 2005).  

Another common form of trust in organizations is based on knowledge. To be able to predict 

how employees will behave, a leader must have access to a history of interaction. Such a 

history exists when there is enough information on the others in order for the leader to 

accurately predict their behavior. This knowledge evolves over time. The better you know 

someone, the easier it is to predict what he or she will do. This form of trust is not broken 

easily because of inconsistent behavior. If you feel that you adequately understand the other's 

behavior, you can accept it, forgive the person concerned, and continue the relationship. In 

most organizations, the relationship between managers and employees is based on knowledge. 

Both parties have enough experience with each other. Therefore we know what to expect from 

each other (Robbins, 2005).  

Thirdly, there is trust based on identification in the organization. This is the highest form of 

trust, that is brought about when there is an emotional connection between the parties. It 

allows one party to act as an agent of the other and to act as a substitute for that party in 

interpersonal transactions. Trust exists because the parties understand each other's intentions 

as well as each other's needs. This mutual understanding can be developed to a level where 

one party can act effectively in the other’s place. Control is minimal at this level. Quite 

simply, you do not have to monitor the other party because there is a loyalty that cannot be 

questioned. An example of this form of trust is the married couple who has lived happily 

together for a long time. The man has learned what is important for the wife and therefore 

performs acts that demonstrate this without having to be asked. The woman, on her part, is 

confident that the man pre-empts what is important to her without having to be asked. A high 

degree of identification allows for one party to think like the other, feel as the other, and 

respond as the other. This form of trust only exists between persons who have known each 

other for a very long time and has deep experience in cooperating with each other. It is also 

this kind of trust that leaders need in a team. It happens that team members have such high 

confidence in each other that they know what is important for each other and can operate in 

each other's place if someone is absent. Unfortunately, this form of trust is not as common in 

larger organizations as it used to be. This is mainly because employment for life is less 

common today than what it used to be. Knowledge-based trust dominates in the larger 

organizations that exist today (Robbins 2005).  



For many leaders it is central to know whether or not one holds enough trust. If you lack trust 

you may need to invest both time and energy in order to convince others of your proposals’ 

excellence. This needs not be done if you have the necessary trust. It is therefore important for 

many leaders to work on trust-building strategies. The first thing to do is to live up to the 

social contracts which apply generally in organizations. Leaders simply must live up to their 

expectations. This can be done by setting limits, delegate tasks, keep promises and act 

consistently. For this reason it is important that leaders do not promise things that cannot be 

kept. Leaders should also make a rule to inform stakeholders about why they may be unable 

to take on certain tasks (Lines, Selart, Espedal, & Johansen, 2005).  

From this follows that communication is important for a leader to be able to enjoy trust. 

Communication helps to create an environment of trust around leaders that allow them to lead 

more effectively, engage employees and deliver results. Leaders can use both formal and 

informal ways of communicating. There are several examples of good communication that 

may create trust. For instance, it is capital if a leader can share the information available to the 

employees. Furthermore, it is always good to tell the truth but also to show respect for 

employees. As a leader, you have to create transparency. In case trade-offs are productive 

they should be communicated openly and not be kept by the leaders themselves. Leaders 

should also admit their mistakes, and be able both to give and receive constructive feedback. 

The trick is to listen first. It is important for leaders to be able to communicate their 

expectations to the employees. If a leader has been served a trust, it is important to preserve 

this. Otherwise the trust will be lost. An important part of the trust-building communication is 

to be able to walk around and mingle with people and ask unconditional questions. Thus, it is 

important for leaders to recognize that you can’t control the activity entirely from your desk. 

This is more or less impossible from a communications perspective (Lines, Selart, Espedal, & 

Johansen, 2005).  

In order to create trust, it is important for leaders to engage in activities that enhance the 

building of competence among employees. Leaders must be able to assure themselves that 

their employees have access to the skills required to implement their decisions. Therefore, 

they can involve employees by allowing them to be included in the decisions (Lines, Selart, 

Espedal, & Johansen, 2005).  

Conclusions  



The chapter lists a number of techniques that leaders can use when having to predict the 

future under social pressure. One way to overcome this situation is to use the Delphi 

technique. It is a method in which a panel of experts may be subjected to a controlled debate. 

Its aim is to reach as realistic predictions as possible.  

An alternative method is to work with scenarios. These can for example be as extreme as 

possible. With the help of scenario planning leaders can build different future worlds that 

allow them to associate the early signals with contextual events. A scenario simply creates a 

platform for communication about the future. With the help of various future scenarios, you 

can capture the fundamental uncertainties.  

One problem with any future planning is that the leaders involved lose their realistic sense and 

become overly optimistic about their own projects. In such a case, the leaders are looking for 

clues in the environment that strengthen the project idea and ignore warning signals 

simultaneously. One method to remedy this is to adopt a so-called outside perspective. This 

means that leaders identify a reference class of similar past projects and study how these fell 

out. The next step is to place their own project in the distribution of results. In addition, 

leaders are bound to estimate the reliability of their own prediction, and correct their intuitive 

estimate.  

Many leaders are daily exposed to stress when making decisions, and there are often social 

reasons for this. Social standards prescribe that a leader must be proactive and make decisions 

and not flee the situation. Conflicts in decision-making situations often create stress. The 

more important a decision is the more conflict and stress it contains as a rule. It is important 

for leaders to understand that it isn’t stress in itself that causes bad decisions. Rather, the time 

pressure that leaders face may stop them from gathering enough relevant information. 

Therefore, one way of overcoming stressful situations is to learn how to prioritize right.  

In some situations, the leader chooses to relocate the decisions to his team. Then it is 

important to guard against Groupthink. Incorrect group decisions stem from the fact that the 

members of a team put consensus before anything else, as a result of peer pressure. A number 

of methods are presented that allow leaders to get rid of the phenomenon. These are based on 

various systematic ways to conjure up a self-critical climate in the team.  



Often leaders find themselves in decision situations where they are forced to navigate between 

objectives that are in strong conflict with each other. We are talking about decision dilemmas. 

Top management often has a desire to control the activities, while at the same time wanting to 

give autonomy and independence to the various units. It is important for leaders to strike a 

balance here and understand how to manage conflicts the best when they arise.  

In order for the leadership to get acceptance for its ideas the relationship with employees must 

be characterized by trust and respect. This can be achieved by working with concepts such as 

integrity, competence, consistency, loyalty and openness. Also the ability to communicate is 

important. There are different levels of trust in an organization. The highest level is 

characterized by the fact that you can identify with others, for instance, within team 

cooperation. However, everyday trust in organizations is largely based on public knowledge 

and awareness of others.  

Checklist  

1. Why is it sometimes appropriate to work with the Delphi technique?  

2. What are the benefits of working with scenarios in the design of strategic decisions?  

3. Why can over-optimism sometimes create a problem in strategic decision making? How 

can it help to take an outside perspective in order to remedy over-optimism?  

4.  How can you as a leader better cope with stress when making decisions?  

5.  What is Groupthink, and how can you as leader best avoid it?  

6.  How can you as a leader best deal with different dilemma situations when you make 

decisions, from a general point of view?  

7.  How can you as a leader build trust by making use of social contract, communication skills 

and supportive measures?  
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