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# L'éthique de l'intelligence artificielle


L'éthique de l'intelligence artificielle. Image générée par ChatGPT 4

L’intelligence humaine et artificielle a fait des progrès remarquables au cours des dernières décennies. L’intelligence humaine a conduit à des innovations dans les domaines de la science, de la technologie, de l’art et du gouvernement, façonnant profondément le monde. Parallèlement, l’IA a révolutionné des secteurs tels que la santé, la finance, les transports et le divertissement, offrant des capacités sans précédent en matière d’analyse des données, d’automatisation et de prise de décision.

Cependant, ces avancées soulèvent également des considérations éthiques et des implications sociétales. Les dilemmes éthiques concernant la gouvernance de l’IA, l’atténuation des préjugés et la préservation de la vie privée nécessitent une attention urgente. Alors que les systèmes d’IA deviennent de plus en plus autonomes, il est essentiel de garantir la transparence, la responsabilité et l’équité. De plus, les ramifications socio-économiques de l’adoption généralisée de l’IA méritent une réflexion approfondie. Si l’IA a le potentiel d’améliorer les capacités humaines et d’atténuer les défis sociétaux, elle présente également des risques, tels que le remplacement d’emplois et l’exacerbation des inégalités. Faire face à ces questions éthiques et sociétales complexes nécessitera des efforts de collaboration de la part des décideurs politiques, des technologues et des parties prenantes de différents domaines.

L’éthique de l’intelligence artificielle implique deux aspects : le comportement moral des humains dans la conception, la fabrication, l’utilisation et le traitement de systèmes artificiellement intelligents, et le comportement (l’éthique) des machines, y compris le cas d’une éventuelle singularité due à l’IA superintelligente. (Müller 2023)

L'éthique des robots (« robotétique ») traite de la conception, de la construction, de l'utilisation et du traitement des robots en tant que machines physiques. Tous les robots n’utilisent pas de systèmes d’IA et tous les systèmes d’IA ne sont pas des robots. (Müller 2023)

L’éthique des machines (ou moralité des machines) traite de la conception d’agents moraux artificiels (AMA), de robots ou d’ordinateurs artificiellement intelligents qui se comportent moralement ou comme s’ils étaient moraux (Anderson et Anderson 2011). Les caractéristiques communes de l'agent en philosophie, telles que l'agent rationnel, l'agent moral et l'agent artificiel, sont liées au concept d'AMA (Boyles 2017).

L'éthique des machines consiste à ajouter ou à garantir des comportements moraux aux machines utilisant l'intelligence artificielle (agents artificiellement intelligents) (J.H. Moor 2006).

Isaac Asimov en 1950 dans *I, Robot* proposait les trois lois de la robotique, puis testait les limites de ces lois (Asimov 2004).

James H. Moor définit quatre types de robots éthiques : l'agent d'impact éthique, l'agent éthique implicite (pour éviter des résultats contraires à l'éthique), l'agent éthique explicite (traiter des scénarios et agir en fonction de décisions éthiques) et l'agent pleinement éthique (capable de prendre des décisions éthiques, en ajout aux traits métaphysiques humains). Une machine peut inclure plusieurs de ces types (James H. Moor 2009).

Le terme « éthique des machines » a été inventé par Mitchell Waldrop dans l'article de la revue IA de 1987 « A Question of Responsibility » :

« Les machines intelligentes incarneront des valeurs, des hypothèses et des objectifs, que leurs programmeurs le veuillent consciemment ou non. Ainsi, à mesure que les ordinateurs et les robots deviennent de plus en plus intelligents, il devient impératif que nous réfléchissions soigneusement et explicitement à ce que signifient ces valeurs intégrées. Nous avons peut-être besoin, en fait, d’une théorie et d’une pratique de l’éthique des machines, dans l’esprit des trois lois de la robotique d’Asimov. » (Waldrop 1987)

Pour accroître l'efficacité et éviter les biais, Nick Bostrom et Eliezer Yudkowsky ont plaidé en faveur des arbres de décision plutôt que des réseaux neuronaux et des algorithmes génétiques, car les arbres de décision sont conformes aux normes sociales modernes de transparence et de prévisibilité (Bostrom et Yudkowsky 2018). Chris Santos-Lang a défendu les réseaux de neurones et les algorithmes génétiques (Santos-Lang 2015). En 2009, lors d’une expérience, des robots IA ont été programmés pour coopérer entre eux à l’aide d’un algorithme génétique. Les robots ont ensuite appris à se mentir pour tenter d’accumuler les ressources d’autres robots (S. Fox 2009), mais ils ont également adopté un comportement altruiste en se signalant mutuellement un danger et allant même jusqu’à donner leur vie pour sauver d’autres robots. Les implications éthiques de cette expérience ont été contestées par les éthiciens des machines.

En 2009, lors d'une conférence, il a été évoqué que certaines machines avaient acquis diverses formes de semi-autonomie ; de plus, certains virus informatiques peuvent éviter d'être supprimés et ont acquis une « intelligence sur les bogues » (S. Fox 2009).

Il existe actuellement un débat houleux sur l’utilisation de robots autonomes dans les combats militaires (Palmer 2009), et sur l’intégration de l’intelligence artificielle générale dans les cadres juridiques et sociaux existants (Sotala et Yampolskiy 2014).

Nayef Al-Rodhan évoque le cas des puces neuromorphiques, une technologie qui pourrait soutenir la compétence morale des robots (Al-Rodhan 2015).

## Les principes éthiques de l'IA

La prise de décision en matière d’IA soulève des questions de responsabilité juridique et de statut de droit d’auteur sur les œuvres créées (Guadamuz 2017). L’IA conviviale implique des machines conçues pour minimiser les risques et faire des choix qui profitent aux humains (Yukdowsky 2008). Le domaine de l'éthique des machines fournit des principes et des procédures pour résoudre les dilemmes éthiques, fondé lors d'un symposium de l'AAIA en 2005 (AAAI 2014).

La réglementation de l’intelligence artificielle est l’élaboration de politiques et de lois du secteur public visant à promouvoir et à réglementer l’intelligence artificielle et, par voie de conséquence, les algorithmes, une question émergente dans les juridictions du monde entier (Law Library of Congress (U.S.) 2019). Entre 2016 et 2020, plus de 30 pays ont adopté des stratégies dédiées à l’IA. La plupart des États membres de l’UE ont lancé des stratégies nationales en matière d’IA, tout comme le Canada, la Chine, l’Inde, le Japon, Maurice, la Fédération de Russie, l’Arabie saoudite, les Émirats arabes unis, les États-Unis et le Vietnam. D’autres sont en train d’élaborer leur propre stratégie en matière d’IA, notamment le Bangladesh, la Malaisie et la Tunisie. Le Partenariat mondial sur l’intelligence artificielle a été lancé en juin 2020, affirmant la nécessité de développer l’IA conformément aux droits de l’homme et aux valeurs démocratiques (UNESCO 2021), afin de garantir la confiance du public dans la technologie. Aux États-Unis, Henry Kissinger, Eric Schmidt et Daniel Huttenlocher ont publié une déclaration commune en novembre 2021 appelant à la création d’une commission gouvernementale pour réglementer l’IA (Sfetcu 2021).

Dans l'examen de 84 lignes directrices éthiques pour l'IA, 11 groupes de principes ont été identifiés : transparence, justice et équité, non-malfaisance, responsabilité, confidentialité, bienfaisance, liberté et autonomie, confiance, durabilité, dignité, solidarité (Jobin, Ienca, et Vayena 2019).

Luciano Floridi et Josh Cowls ont créé un cadre éthique de principes d'IA basé sur quatre principes de bioéthique (bénéfice, non-malfaisance, autonomie et justice) et un principe supplémentaire favorisant l'IA : l'explicabilité (Floridi et Cowls 2019).

Bill Hibbard soutient que les développeurs d’IA ont l’obligation éthique d’être transparents dans leur travail (Hibbard 2016). Ben Goertzel et David Hart ont créé OpenCog en tant que framework open source pour le développement de l'IA (Hart et Goertzel 2016). OpenIA est une société de recherche sur l'IA à but non lucratif créée par Elon Musk, Sam Altman et d'autres pour développer une IA open source bénéfique à l'humanité (Metz 2016).

De nombreux chercheurs recommandent la réglementation gouvernementale comme moyen de garantir la transparence, même si les critiques craignent qu’elle ralentisse le rythme de l’innovation (UN 2017).

Il existe un volume énorme de principes éthiques proposés pour l'IA – déjà plus de 160 en 2020, selon l'inventaire mondial des lignes directrices éthiques de l'*AI Ethics Guidelines* (AlgorithmWatch 2024), ce qui menace de submerger et de semer la confusion.

Le 26 juin 2019, le groupe d'experts de haut niveau sur l'intelligence artificielle (IA HLEG) de la Commission européenne a publié des « Recommandations en matière de politique et d'investissement pour une IA digne de confiance », couvrant quatre sujets principaux : les personnes et la société dans son ensemble, la recherche et le monde universitaire, le secteur privé et le secteur public. La Commission européenne affirme que « les recommandations du HLEG reflètent à la fois les opportunités que les technologies d'IA peuvent stimuler la croissance économique, la prospérité et l'innovation, ainsi que les potentiels risques associés », et déclare que l'UE vise à diriger le développement de politiques régissant l'IA au niveau international. Le 21 avril 2021, la Commission européenne a proposé la loi sur l'intelligence artificielle (EU 2024).

Selon Mihalis Kritikos (Kritikos 2019), le développement de l’IA dans un vide réglementaire et éthique a déclenché une série de débats sur la nécessité de son contrôle juridique et de sa surveillance éthique. Les algorithmes basés sur l’IA qui effectuent des tâches de raisonnement automatisées semblent contrôler des aspects croissants de nos vies en mettant en œuvre une prise de décision institutionnelle basée sur l’analyse des mégadonnées et ont, en fait, fait de cette technologie un organisme de normalisation influent.

L'impact des technologies d'IA existantes sur l'exercice des droits de l'homme, depuis la liberté d'expression, la liberté de réunion et d'association, le droit à la vie privée, le droit au travail et le droit à la non-discrimination jusqu'à une égale protection de la loi, doit être soigneusement examiné et qualifié ainsi que le potentiel de l’IA à exacerber les inégalités et à creuser la fracture numérique. Compte tenu du potentiel de l’IA à agir de manière autonome, sa complexité et son opacité, ainsi que l’incertitude entourant son fonctionnement, rendent essentielle une réponse réglementaire globale pour empêcher que des applications en constante expansion ne causent des dommages sociaux à un éventail très hétérogène d’individus et de groupes sociaux.

Une telle réponse devrait inclure l'obligation pour les développeurs d'algorithmes d'IA de respecter pleinement les droits de l'homme et les libertés civiles de tous les utilisateurs, de maintenir un contrôle humain ininterrompu sur les systèmes d'IA, de s'attaquer aux effets de la connexion et de l'attachement émotionnels entre les humains et les robots et d'élaborer des normes communes par rapport auxquelles une autorité judiciaire utilisant l’IA sera évaluée. Elle devrait également se concentrer sur la répartition des responsabilités, des droits et des devoirs et éviter la réduction du processus de gouvernance juridique à une simple optimisation technique de l’apprentissage automatique et des procédures décisionnelles algorithmiques. Dans ce cadre, de nouveaux droits collectifs sur les données doivent être introduits, qui protégeront la possibilité de refuser d'être profilé, le droit de recours et le droit à l'explication dans les cadres décisionnels basés sur l'intelligence artificielle.

En outre, les législateurs doivent garantir que les organisations mettant en œuvre et utilisant ces systèmes restent légalement responsables de tout préjudice causé et développent des protocoles de consentement éclairé durables et proportionnés (Kritikos 2019).

La résolution du Parlement européen de 2017 sur les règles de droit civil en robotique - comprenant un « code de conduite éthique pour les ingénieurs en robotique », un « code pour les comités d'éthique de la recherche », une « licence de concepteur » et une « licence d'utilisateur » peut servir de modèle de gouvernance pour une architecture détaillée basée sur les processus de l’éthique de la technologie de l’IA (Kritikos 2019).

La Commission européenne a nommé le groupe d'experts de haut niveau (HLEG) sur l'IA en 2018. L'une de ses tâches est de définir des lignes directrices éthiques pour une IA digne de confiance. Pour qu’un système d’IA soit fiable, il doit garantir les trois composants suivants tout au long du cycle de vie du système (Joint Research Centre (European Commission), Samoili, et al. 2020) :

1. *Légalement*, conformément à toutes les lois et réglementations applicables,
2. *Éthique*, garantissant le respect des principes et valeurs éthiques,
3. *Robuste*, techniquement et socialement.

Les quatre principes éthiques ancrés dans les droits fondamentaux qui doivent être respectés pour garantir que les systèmes d’IA sont développés, mis en œuvre et utilisés de manière fiable sont (Joint Research Centre (European Commission), Samoili, et al. 2020) :

* Respect de l'autonomie humaine,
* Prévenir les dommages,
* Justice,
* Explicabilité.

Celles-ci se reflètent dans les exigences légales (le champ d’application de l’IA juridique, qui est la première composante de l’IA de confiance).

Responsabilités des parties prenantes (Joint Research Centre (European Commission), Samoili, et al. 2020) :

1. *Développeurs* : doivent mettre en œuvre et appliquer les exigences des processus de conception et de développement.
2. *Responsables de la mise en œuvre* : doivent s'assurer que les systèmes qu'ils utilisent et les produits et services qu'ils proposent répondent aux exigences.
3. *Utilisateurs finaux et la société en général* : doivent être informés de ces exigences et pouvoir exiger qu'elles soient respectées.

Exigences qui incluent des aspects systémiques, individuels et sociétaux (Joint Research Centre (European Commission), Samoili, et al. 2020) :

1. *Agence humaine et surveillance*, y compris les droits fondamentaux et la surveillance humaine.
2. *Robustesse technique et sécurité*, y compris sécurité et résistance aux attaques, plan de repli et sécurité globale, précision, fiabilité et reproductibilité.
3. *Confidentialité et gouvernance des données*, y compris le respect de la confidentialité, de la qualité et de l'intégrité des données, ainsi que de l'accès aux données.
4. *Transparence*, y compris traçabilité, explicabilité et communication.
5. *Diversité*, non-discrimination et équité, notamment en évitant les préjugés injustes, l'accessibilité, la conception universelle et la participation des parties prenantes.
6. *Bien-être sociétal et environnemental*, y compris la durabilité et le respect de l'environnement, l'impact social, la société et la démocratie.

La mise en œuvre de ces exigences doit avoir lieu tout au long du cycle de vie d'un système d'IA et dépend de l'application spécifique.

En juin 2016, Satya Nadella, PDG de Microsoft Corporation, dans une interview avec le magazine *Slate*, a recommandé les principes et objectifs suivants pour l'intelligence artificielle (Vincent 2016) :

* « L'IA doit être conçue pour assister l'humanité », c'est-à-dire que l'autonomie humaine doit être respectée.
* « L'IA doit être transparente », ce qui signifie que les gens doivent savoir et être capables de comprendre comment elle fonctionne.
* « L'IA doit maximiser son efficacité sans détruire la dignité humaine. »
* « L'IA doit être conçue pour une confidentialité intelligente », ce qui signifie qu'elle gagne la confiance en protégeant leurs informations.
* « L'IA doit avoir une responsabilité algorithmique » pour que les humains puissent réparer les dommages involontaires.
* « L'IA doit se prémunir contre les préjugés » afin de ne pas discriminer les humains.

En 2017, les principes d’Asilomar AI (Asilomar 2017) ont été adoptés par une liste impressionnante de 1.273 chercheurs en IA/robotique et autres (Joint Research Centre (European Commission), Samoili, et al. 2020) :

* Fournir un cadre général sur les objectifs de recherche, le financement et les liens politiques.
* L'éthique et les valeurs prennent en compte la sécurité, la transparence, la transparence judiciaire, la responsabilité, les valeurs humaines, la vie privée, les avantages communs, le contrôle humain, la course aux armements par l'IA, etc.
* Discutez des problèmes à long terme et du risque d'une éventuelle superintelligence, de l'atténuation de la menace posée par les systèmes d'IA, etc.

Les Principes de l’OCDE pour l’IA (OECD 2024a) identifient cinq principes complémentaires (Joint Research Centre (European Commission), Samoili, et al. 2020) :

1. L’IA devrait profiter à tous en favorisant une croissance inclusive, le développement durable et le bien-être.
2. Les systèmes d'intelligence artificielle devraient être conçus de manière à respecter l'État de droit, les droits de l'homme, les valeurs démocratiques et la diversité, et devraient inclure des garanties appropriées.
3. Il devrait y avoir de la transparence et une divulgation responsable autour des systèmes d’IA pour garantir que les gens comprennent les résultats basés sur l’IA et puissent les contester.
4. Les systèmes d’IA doivent fonctionner de manière robuste et sécurisée tout au long de leur cycle de vie, et les risques potentiels doivent être évalués et gérés en permanence.
5. Les organisations et les individus développant, mettant en œuvre ou exploitant des systèmes d’IA devraient être tenus responsables de leur bon fonctionnement conformément aux principes ci-dessus.

Autres ensembles de principes adoptés à ce jour (Floridi 2023) :

* La Déclaration de Montréal (Université de Montréal 2017) élaborée sous les auspices de l'Université de Montréal à la suite du Forum sur le développement socialement responsable de l'IA en novembre 2017 ;
* L'OCDE a élaboré des recommandations du Conseil sur l'IA (OECD 2024b) ;
* Les « cinq principes généraux pour un code d'IA » issus du rapport de la Commission spéciale sur l'intelligence artificielle de la Chambre des Lords du Royaume-Uni (House of Lords 2017, par. 417) publié en avril 2018 ;
* Principes de partenariat sur l'IA (Partnership on AI 2024) publiés en collaboration avec des universitaires, des chercheurs, des organisations de la société civile, des entreprises développant et utilisant la technologie de l'IA et d'autres groupes.
* La Chine a publié ses propres principes d'IA, appelés Principes d'IA de Pékin.
* Les principes de Google AI (Google 2024) se concentrent sur la création d'une intelligence artificielle socialement bénéfique.

De nombreux comités d'éthique de l'IA ont été formés, notamment le Stanford Institute for Human-Centered AI (HAI), l'Alan Turing Institute, l'AI Partnership, IA Now, l'IEEE et d'autres. Les progrès de la recherche permettent de développer des cadres d’évaluation pour l’équité, la transparence et la responsabilité (Joint Research Centre (European Commission), Samoili, et al. 2020).

## Les défis éthiques de l’IA

Si une machine a un esprit et une expérience subjective, alors elle peut aussi avoir une sensibilité (la capacité de ressentir), et si c'est le cas, alors elle pourrait avoir certains droits (Russell et Norvig 2016, 964) sur un spectre commun avec les droits des animaux et les droits humains. (Henderson 2007).

De nombreux universitaires et gouvernements contestent l’idée selon laquelle l’IA peut être tenue pour responsable en soi (Bryson, Diamantis, et Grant 2017). En outre, certains experts et universitaires ne sont pas d’accord avec l’utilisation de robots dans le combat militaire, surtout s’ils disposent de fonctions autonomes (Palmer 2009).

Des tentatives sont en cours pour créer des tests permettant de déterminer si une IA est capable de prendre des décisions éthiques. Le test de Turing est jugé insuffisant. Un test spécifique proposé est le test éthique de Turing, dans lequel plusieurs juges décident si la décision de l'IA est éthique ou contraire à l'éthique (A. F. Winfield et al. 2019).

**Biais dans les systèmes d'IA** : les systèmes d'IA sont vulnérables aux biais et aux erreurs introduits par leurs créateurs humains et les données utilisées pour entraîner ces systèmes (Gabriel 2018). Une solution pour lutter contre les préjugés consiste à créer une documentation pour les données utilisées pour former les systèmes d’IA (Bender et Friedman 2018).

**Droits des robots** : un concept selon lequel les humains devraient avoir des obligations morales envers leurs machines, similaires aux droits de l'homme ou aux droits des animaux (W. Evans 2015). Ainsi, en octobre 2017, l’androïde Sophia a obtenu la citoyenneté saoudienne (Hatmaker 2017). La philosophie du sentientisme accorde des degrés de considération morale à tous les êtres sensibles, y compris l'intelligence artificielle s'il est prouvé qu'elle est sensible.

Contrairement aux humains, les AGI peuvent être copiés en n’importe quel nombre de copies. Les copies copiées sont-elles la même personne ou plusieurs personnes différentes ? Est-ce que j'obtiens un vote ou plus ? Supprimer l'un des enfants est-il un crime ? Est-ce que traiter AGI comme n’importe quel autre programme informatique constituerait un lavage de cerveau, de l’esclavage et de la tyrannie ? (Deutsch 2012)

**Menace pour la dignité humaine** : Joseph Weizenbaum a soutenu en 1976 que la technologie de l'IA ne devrait pas être utilisée pour remplacer les humains dans des postes qui nécessitent respect et soins (Weizenbaum 1976). John McCarthy le contredit : « Lorsque la moralisation est à la fois véhémente et vague, elle invite aux abus autoritaires » (McCarthy 2000).

**Responsabilité des voitures autonomes** : il y a un débat sur la responsabilité légale en cas d'accident. Si une voiture sans conducteur heurtait un piéton, qui était responsable de l’accident : le conducteur, le piéton, le constructeur ou le gouvernement ? (Shinn 2021)

**Armes incluant l’IA** : de nombreux experts et universitaires s’opposent à l’utilisation de robots autonomes dans les combats militaires. Il est possible que les robots développent la capacité de prendre leurs propres décisions logiques en matière de meurtre. Cela inclut les drones autonomes. Stephen Hawking et Max Tegmark ont signé une pétition « Future of Life » (Asilomar 2017) pour interdire les armes équipées d'IA (Musgrave et Roberts 2015).

**Algorithmes opaques** : l'apprentissage automatique avec les réseaux de neurones peut conduire à des décisions d'IA que les humains qui les ont programmés ne peuvent pas expliquer. L'IA explicable englobe à la fois l'explicabilité (résumant le comportement du réseau neuronal et augmentant la confiance des utilisateurs) et l'interprétabilité (comprendre ce qu'un modèle a fait ou pourrait faire) (Bunn 2020).

Qu'il s'agisse d'une IA faible ou d'une IA forte (AGI), l'imposition de normes, leur respect peut prendre trois directions possibles : a) le strict respect de ces normes ; b) propre interprétation différente des normes imposées (avec possibilité de s'écarter des objectifs projetés) ; et c) (dans le cas de l’AGI uniquement) développer leurs propres normes et éthiques très différentes.

## Les lois des robots

Les premières lois éthiques sont considérées comme les 10 commandements présents trois fois dans l'Ancien Testament, dictés selon la Bible par Dieu à Moïse (Coogan 2014, 27, 33), un ensemble de principes bibliques liés à l'éthique et au culte originaires de la tradition juive qui joue un rôle fondamental dans le judaïsme et le christianisme.

L'ensemble de lois le plus connu pour les robots est celui écrit par Isaac Asimov dans les années 1940, introduit dans sa nouvelle "Runaround" de 1942 :

1. Un robot ne peut pas nuire à un être humain ni, par inaction, permettre à un être humain de faire du mal.
2. Un robot doit obéir aux ordres donnés par des êtres humains, à moins que ces ordres n'entrent en conflit avec la Première Loi.
3. Un robot doit protéger sa propre existence si cette protection n'entre pas en conflit avec la première ou la deuxième loi (Asimov 2004).

Dans *The Evitable Conflict*, la première loi des machines est généralisée :

1. Aucune machine ne peut nuire à l’humanité ; ou, par inaction, nous ne pouvons permettre que du mal soit causé à l’humanité.

Dans *Foundation et Earth*, une loi zéro a été introduite, les trois originales étant dûment réécrites comme étant subordonnées à elle :

1. Un robot ne peut pas nuire à l’humanité ni, par son inaction, permettre que l’humanité soit blessée.

En 2011, l'Engineering and Physical Sciences Research Council (EPSRC) et l'Arts and Humanities Research Council (AHRC) du Royaume-Uni ont publié un ensemble de cinq « principes éthiques pour les concepteurs, les constructeurs et les utilisateurs de robots » dans le monde réel, ainsi que sept « principes éthiques élevés » messages de niveau supérieur (A. Winfield 2011) :

1. Les robots ne doivent pas être conçus uniquement ou principalement pour tuer ou blesser des humains.
2. Les humains, et non les robots, sont des agents responsables. Les robots sont des outils conçus pour atteindre les objectifs humains.
3. Les robots doivent être conçus de manière à garantir leur sûreté et leur sécurité.
4. Les robots sont des artefacts ; ils ne doivent pas être conçus pour exploiter des utilisateurs vulnérables en suscitant une réaction émotionnelle ou une dépendance. Il devrait toujours être possible de faire la distinction entre un robot et un humain.
5. Il devrait toujours être possible de savoir qui est légalement responsable d’un robot.

Une terminologie pour l'évaluation juridique des développements de robots est en cours de mise en œuvre dans les pays asiatiques (BBC 2007).

Mark W. Tilden a proposé une série de principes/règles pour les robots (Dunn 2009) :

1. Un robot doit protéger son existence à tout prix.
2. Un robot doit obtenir et conserver l’accès à sa propre source d’alimentation.
3. Un robot doit continuellement rechercher de meilleures sources d’énergie.

### Des machines éthiques

Les IA conviviales sont des machines conçues dès le départ pour minimiser les risques et faire des choix qui profitent aux humains. Eliezer Yudkowsky, qui a inventé le terme, soutient que le développement d’une IA conviviale devrait être une priorité de recherche plus élevée : cela peut nécessiter un investissement important et doit être achevé avant que l’IA ne devienne un risque existentiel.

Les machines intelligentes ont le potentiel d’utiliser leur intelligence pour prendre des décisions éthiques. Le domaine de l’éthique des machines fournit aux machines des principes et des procédures éthiques pour résoudre les dilemmes éthiques. L'éthique des machines est également appelée moralité des machines, éthique informatique ou moralité informatique, et a été fondée lors d'un symposium de l'AAIA en 2005.

D'autres approches incluent les « agents moraux artificiels » de Wendell Wallach et les trois principes de Stuart J. Russell pour développer des machines qui s'avèrent bénéfiques (Sfetcu 2021).
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