Abstract

This document consists primarily of an excerpt (chapter 6) from the author’s book *From Brain to Cosmos*. That excerpt presents an analysis of the problem of knowledge of other minds, using the concept of subjective fact that the author developed earlier in the book. (Readers unfamiliar with that concept are strongly advised to read chapters 2 and 3 of *From Brain to Cosmos* first. See the last page of this document for details on how to obtain those chapters.)

For more information about the author’s book *From Brain to Cosmos*, or to learn where to find other chapters of the book, please consult the last page of this document.
It is a fact of everyday life that one person cannot directly witness another person's experiences. Philosophers who think about this fact have encapsulated it in the commonly made claim that experience is *private*. The inability of persons to witness the experience of other persons is, at very least, an important part of what philosophers have meant by the privacy of experience.

Philosophers have responded to the apparent privacy of psychological life in a variety of ways. Some thinkers, notably dualists, have given this privacy great significance. Others, most notably the behaviorists, have tried to deny the existence of private mental processes. The most important and best known problem raised by the apparent privacy of mental life is the *problem of other minds*.

The problem of other minds may be stated as follows. Granted that you cannot directly witness other people's mental processes, how can you know that other people have any mental processes at all? Even if you are sure that you do
know this, there is a puzzle about how you know it. Imagine that you lived in a world in which you were the only conscious self, and other so-called persons acted exactly like real persons but lacked consciousness. In such a world, your experiences of other persons would be exactly the same as they are now. Since all of your knowledge about other people's thoughts, feelings, and the like is based on your experiences of other people's bodies and behavior, how do you manage to know that other people really have minds? How do you know that they don't just act like they have minds?

We also can state the problem in a less dramatic (and more general) way as follows: How can I know what is going on in another person's mind? What are the criteria for inferring that someone else is undergoing a conscious experience?

In this chapter I will investigate the problem of other minds with the help of the ideas developed in the preceding chapters. I will argue that under certain conditions, one can infer that there is a subject other than oneself from facts about how things seem to oneself.

The arguments in this chapter make use of the conclusions drawn in earlier chapters. However, these arguments are, for the most part, non-rigorous. Some of them are meant to motivate or illustrate certain concepts rather than to establish conclusions. At one point I will use an argument based on facts from psychology and biology to support one of my conclusions. The premises used in this argument go far beyond facts about how things seem. I have
included this argument to illustrate and lend plausibility to my thesis, and to show that my thesis does not conflict with certain widely held views derived from science. (Because of its non-rigorous character, this argument, and much of the rest of the chapter, belongs to the second part of the project of the book, as described in Chapter 1.)

The Privacy of the Psychological

In Chapter 5 I proposed a criterion for conscious subject identity. There I said that two consciousness events are part of the same subject history if they are connected by a chain of consciousness events, each member of which involves continuance of the previous member of the chain. This stipulation has an interesting consequence: a subject ordinarily cannot experience in continuance a consciousness event which belongs to another subject's history. The following argument shows this. If subject John experiences the continuance of a consciousness event which is in subject Jack's history, then there has to be a consciousness event y in John's history during which this experiencing occurs. The consciousness event in Jack's history which John experiences in continuance may be called x. Since x exists for y, x is in the immediate subjective past of y. It follows that every consciousness event in the subjective past of x also is in the subjective past of y. Therefore, up to the subjective moment x, John and Jack share exactly the same past! This cannot happen if John and Jack are two different
subjects. The only exception is if John and Jack were created by the splitting of a single conscious subject into two subjects. But ordinary subjects do not originate in this way and therefore cannot hold each other's consciousness events in continuance. (I will have more to say about splitting subjects in Chapter 12; for now I will only mention that there is a philosophical literature on splitting subjects.)

The preceding argument shows that a certain sort of privacy for mental processes follows from the structure of subject histories. A subject's inner contents are not directly accessible to another subject's awareness, except perhaps in odd cases in which subjects split. The privacy of the psychological, in this restricted sense, does not involve any mystery. Even if a subject's experiences could somehow be observed by others (for example, if behaviorism were true), those experiences still would not be undergone by others. The experiences would not be lived through by external observers in the way that they are lived through by the subject.

Perception of Other Subjects' Subjective Content

We can reformulate the problem of other minds in terms of consciousness events as follows: How can a subject know what is the case for a consciousness event in a subject history not his/her/its own? This question does not capture the entire content of the problem of other minds, but it
captures the most challenging part. I will not try to analyze this entire question in terms of subjective fact, since I have not framed a definition of knowledge in terms of this concept and do not intend to do so. Instead, I will sidestep all questions about the nature of knowledge and will simply try to find a way to determine what is the case for a subject who is not me.

In Chapter 4 I argued that we sometimes can know for certain whether a fact is true for a consciousness event in the immediate subjective past. Clearly this account cannot be extended to any arbitrary consciousness event. Consider a consciousness event in your own distant past. You cannot be certain what facts were the case for this event; your knowledge of those facts will rest on memory and perhaps on non-deductive inference from present facts, and both of these sources of knowledge are fallible. This fallibility becomes particularly serious for consciousness events which are not part of your history at all. What if the consciousness event belongs to another person, and you wish to know about some secret thought which that person harbors? In this case you cannot know immediately what is the case for that consciousness event, and memory is no help either. What other sources of knowledge could be of use?

In real life we garner information about other persons from our observations of those persons' bodies. This information comes by way of our own sense experiences. We know something about other persons because certain bodily facts about those persons are the case for us. In particular, we learn something about persons' mental
contents from those persons' behavior. But philosophers have noticed\(^4\) that this method of knowing cannot be reliable unless there is a *dependable correlation* between mental contents and observable behaviors. In my terminology, this would amount to a dependable correlation between the contents of consciousness events in one person (the observed) and the contents of consciousness events in another person (the observer). An observer may have the sorts of experiences which we call experiences of another person's behaviors. If the required dependable correlation exists, then the observer can get information about the mental states of the observed person.

Consciousness events which are not in one's own history do not exist for one's own consciousness events. But this does not rule out the possibility that *general facts* about external consciousness events may be the case for one's own consciousness events. Perhaps you could become aware that some fact is true of consciousness events in another subject, even though the consciousness events themselves do not exist for you.

Reflection on ordinary experience discloses certain happenings which appear to involve knowledge of this sort. I am referring to one's everyday "instinctive" or "gut" perceptions about the psychological states of other persons. Some psychologists and philosophers have recognized that perceptions of this sort occur and can convey information. Such perceptions are quite normal; they do not involve anything like mind-reading. Consider the fact that one often can notice when another person is afraid. I am referring to
the "gut reaction" one has to the presence of fear in another person, not to any inference based upon descriptions of that person's behavior. This reaction often occurs before one has time to think about the observed person or the objective situation. It does not require any conscious logical thought on one's own part.

Biological evidence suggests that the direct communication of information through emotion is a phenomenon common in mammals, both human and nonhuman. Scientists have proposed that one biological function of emotional expression is communication. The reception of such communications would form an example of "gut" perception of the sort I have described.

Philosophers have uncovered other possibilities for access to others' mental states. On P.F. Strawson's view of persons, the attribution of mental states to other beings is a prerequisite for the use of certain kinds of mental language. I take this to imply that our knowledge of others' mental states is not a matter of mere inferences from facts about behavior. Frank A. Tillman has studied (from a phenomenological standpoint) the idea that one may notice conscious states in other persons. I will have more to say about Tillman's ideas later.

Emotion supplies the clearest examples of direct perception of others' psychological states, but the same sort of perception evidently occurs with other psychological phenomena as well. For example, one sometimes feels that one can "just see" that another person is thinking or
concentrating very hard.

It is important to remember that perceptions like these require only the normal processing of sensory information. This point bears repeating because some people may find it implausible that the "direct," perceptual knowledge of other minds could occur through normal sensory perception. Yet such knowledge can be understood neurophysiologically and does not require anything like mind-reading. The fact that the acquisition of such knowledge is not simply a matter of sensation does not make this knowledge any less "direct" or immediate. Other forms of perception also have neural mechanisms, but that does not make them any less direct. Of course, we cannot yet use ideas about neurophysiological mechanisms in the deductive argument from facts about how things seem, since facts about neurophysiology go beyond such facts. The last few paragraphs belong to the second part of this book's project (as described in Chapter 1). They are intended to point out that perceptual knowledge of the mental states of others need not involve anything paranormal — or even anything unusual.

If one notices that another person is afraid, overjoyed, or deep in thought, one is noticing a psychological fact about that person. Then it is the case for one's consciousness events that fear, joy, or some other psychological phenomenon is occurring. But this does not imply that one actually notices the consciousness events occurring in the other person. For despite our ability to be aware that another person is afraid, we still cannot notice that person's consciousness events, even though those are associated with
subjective facts involved in the person's feeling of fear. Another, rather loose, way to put this is as follows: you can notice that someone is afraid, but you cannot notice that person's experience of fear.

The preceding distinction is rather subtle, but it makes a big difference. To be aware that Jack is afraid is to be aware that a certain fact about Jack, or about Jack's subjective realm, is the case. If John notices that Jack is afraid, then it is the case for at least one of John's consciousness events that Jack is afraid. But to be aware of someone's experience of fear is to notice instances of seeming; if John actually notices Jack's experience of fear, then certain consciousness events of Jack's also must exist for John's consciousness events. A subject who does not share Jack's past cannot experience Jack's consciousness events in continuance. Hence that subject cannot literally be conscious of Jack's experience of fear. Nevertheless, such a subject might be conscious of the fact that Jack is afraid. Thus the privacy of consciousness events, in the limited sense described above, does not logically exclude the possibility of perception of the psychological states of others.

**The Logic of Noticing Other Subjects' Mental States**

The claim that one can notice that a person is afraid without noticing that person's experience of fear may seem strange. Actually, there is nothing strange or obscure about
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this distinction. People often notice that something is the case without noticing the events whose occurrence makes it the case. For example, you can notice that a wall is brightly lit without noticing events of reflection of photons by the wall. Similarly, it is possible to notice that someone is experiencing fear without noticing the consciousness events which play parts in that experience of fear. To notice that Jack is afraid is to notice that a certain fact is the case. To notice Jack's fear (or Jack's experience of fear) is to notice events of a certain sort — either Jack's experiences, or his consciousness events (which either are, or are much like, real events).

The possibility of noticing that someone fears without noticing the event of their fearing is an example of the logical incompleteness of consciousness events, which I mentioned in Chapter 3. This incompleteness implies that even if a fact P implies a fact Q, and P is the case for a consciousness event x, it does not have to follow that Q is the case for x. The fact (P) that Jack is experiencing fear implies the fact (Q) that Jack has consciousness events which involve fear. If John notices that Jack is afraid, then it is the case, for some consciousness event of John's, that (P) Jack is experiencing fear. However, this does not imply that for some consciousness event of John's, (Q) there are consciousness events of Jack's which involve fear. John need not experience Jack's consciousness events.

Similar failures of logical completeness may occur during experiences of illness. Sick people typically become aware that they do not feel well without being able to see or
otherwise directly experience the cellular causes of their illnesses. Suppose that you contract a cold and begin to feel ill. You are aware that you feel a certain way; the fact that you are having sensations of a particular sort might, for all we know, even imply that you are suffering from a cold. Yet you are not immediately aware of the cold viruses themselves; without expensive instrumentation, you cannot even see these viruses. In this example, you notice that you feel a certain way, but you do not notice the virus, even if the fact that you feel that way implies that the virus is present. It is the case for my consciousness that I feel a certain way, and perhaps it even is objectively true that if I feel that way then viruses exist. But it is not the case for my consciousness that viruses exist.

**The Fallibility of Perception of Other Minds**

The perception of mental states in other beings is quite fallible. Philosophers have framed arguments in which an actor puts on a very good imitation of pain, which cannot be distinguished from the behavioral correlates of real pain. It is conceivable that I might see and hear such an actor and have the same "gut reaction," or subjective emotion-laden perception, that I would have in the presence of real pain. To what extent do examples like this cast doubt on the reliability of our perceptions of facts about other minds? How can I know that an experience of mine which seems to be an experience of a mental state external to myself is not
simply an experience of a well-done piece of fakery?

The following partial answer to this question is compatible with the account of conscious subjects outlined in Chapter 5. This answer can be thought of as a variant of Frank Tillman's account of the perception of other selves. Tillman suggested that by "reducing the ambiguity" in a certain manner in our experiencing of certain perceived behaviors, we come to know, non-inductively, of others' mental states. Here I will defend a version of this answer, with my own changes of detail.

Suppose that an actor appears on the street before me and suddenly feigns terror. I may have the same "gut reaction" that I would have to real fear. Of course, I am not actually noticing that someone is afraid; I am only seeing a form of deliberate physical activity (or excitement) which the actor performs in order to create an impression of fear in others. My gut reactions cannot distinguish immediately between this imitation and real fear. But after concentrating carefully on the actor's movements and expressions, I might finally notice something out of place. I might notice that the actor seems to be concentrating on his appearance while acting — that he seems to be "keeping an eye on himself" — or that he is making an effort to act well. These other perceptions (or perhaps I should call them suspicions of mine?) would make me feel unsure about what sort of state I really am seeing.

In this example, my initial perception of emotion was based upon incomplete information. My mind had processed some sensory information and perceived "fear."
But after seeing more, I began to undergo new perceptions which altered that perception of fear. The key fact here is that my initial perception of "fear" was based on insufficient information. I misperceived the actor's emotional state because I had not had the opportunity to notice all the relevant sensory cues — much as I might misperceive a textbook optical illusion before I examine the diagram very closely.

It is worth noting that in the above scenario I am not wrong about the actor's being in some mental state or other. I was only wrong about the content of that state — about what kind of mental state the actor was in. I noticed that the state was one of arousal or excitement, but I did not correctly perceive the subjective content of the state of arousal into which the actor had passed; it was a state of intense mental concentration (of the sort required for convincing acting), not one of fear. Upon getting a less one-sided impression of the actor's bodily state, I noticed more accurately some characteristics of his mental state. To do this I had to make a mental effort — my own effort of concentration.

This example illustrates why your initial impression of someone's mental state can be misleading. It can be deceptive because of what you fail to notice. In the above example, after collecting enough impressions of the actor's actions, I finally notice the actor's mental state: one of intense, deliberate concentration.

It should be clear from the above example of the actor that the direct perception of psychological states is fallible
but correctable, and is reliable only to the extent that it is *unambiguous*. Thus we arrive at an idea close to Tillman's idea which I mentioned earlier.\textsuperscript{11} The main difference between my proposal and Tillman's is that on Tillman's account, a certain lessening of ambiguity makes the perception of another's mental states inevitable,\textsuperscript{12} while on my account, the lessening of ambiguity is of a slightly different kind and makes the content of a mental state more clearly discernible.

Trustworthy perception of another subjects' mental state is possible. To be completely trustworthy, such a perception would have to be founded on subjective facts which leave one no choice as to what the state is. All examples of misperception of mental states must violate this requirement to some extent; that is, they must contain some perceptual ambiguity. Such misperceptions involve perception of a mental condition based on subjective facts which together do not contain enough information to specify just what the state is. A particular perceived mental state could be fear or feigned fear — or perhaps even joy in a person who, because of neurological abnormalities, reacts in an unusual way when possessed by joy. But if one does not perceive with the help of enough subjective facts to disclose the nature of the mental state, one might notice only that there is a mental state — if one even notices that much.

Despite its limitations, perceptual access to mental situations external to oneself provides a knowledge of other minds far more secure than anything that can be obtained through rational inference. This is true even if such
perceptual knowledge is quite unreliable. If a link between mental states and bodily states of other beings is only something that I infer, then this inference is quite uncertain. Unless I base this inference on a particular philosophical view of the nature of consciousness, the inference must be inductive rather than deductive.\textsuperscript{13} Such an inference is well known to require generalization from facts about my own consciousness to conclusions about consciousness in general.\textsuperscript{14} This generalization from the consciousness of one subject to all consciousness everywhere is known to be a rather weak inference — how do I know that it isn't just my own mind that works that way?\textsuperscript{15}

**Summing Up**

The above remarks on perception of other minds lead up to my proposed partial solution to the problem of other minds. I summarize this solution (and its limitations) as follows.

A subject cannot experience in continuance the consciousness events in the history of another subject. In this sense, a subject's mental states are private. When we say that people's thoughts and feelings are private or personal, this is the kind of privacy we primarily have in mind — no one else actually can share our experiences. However, there is another way to perceive mental facts about other beings: some such facts can be true for the observer's own consciousness events. Ordinarily, we do not
distinguish between these two kinds of perception of others' mental states, but the difference is important. Perception of the second sort is grounded in sensations of others' bodily states. For it, mental facts about others are not "private." This capacity to perceive the mental condition of others is one example of a deep property of consciousness events: their logical incompleteness.

The ability to perceive others' subjective states is quite fallible; it does not provide a way to find out, once and for all, whether one's perceptions of the mental states of another being are right. However, the knowledge obtained from such perceptions is self-correcting. Errors in perception of others' mental states result from perceptual ambiguity; one cannot be sure one has perceived accurately unless one's experience of the physical state of the other subject determines the other subject's mental state uniquely. If one's experience of another subject is rich enough to meet this condition, then the associated perception of mental states is reliable. If one's experience does not contain enough information to specify fully the character of the mental state, then the impression of the content of the mental state can be a red herring.
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9. This is the "superactor" whom philosophers of mind
have discussed. (See Searle 1992, 35.) The actor I will discuss is not quite as convincing as the superactor.
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