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The idea that humans might one day form persistent and dynamic 
relationships in professional, social, and even romantic contexts is a 
longstanding one. However, developments in machine learning and especially 
natural language processing over the last five years have led to this possibility 
becoming actualised at a previously unseen scale. Apps like Replika, Xiaoice, 
and CharacterAI boast many millions of active long-term users, and give rise to 
emotionally complex experiences. In this paper, I provide an overview of these 
developments, beginning in Section 1 with historical and technical context. In 
Section 2, I lay out a basic theoretical framework for classifying human-AI 
relationships and their specific dynamics. Section 3 turns to ethical issues, 
with a focus on the core philosophical question of whether human-AI 
relationships can have similar intrinsic value to that possessed by human-
human relationships. Section 4 extends to the discussion of ethical issues to 
the more empirical matter of harms and benefits of human-AI relationships. 
The paper concludes by noting potentially instructive parallels between the 
nascent field of ‘Social AI’ and the recent history of social media. 

 

In the last decade, the emergence of new generative AI tools has begun to significantly 
reshape many aspects of human life, and our social relationships are no exception. 
While relationships between humans and AI systems are not novel per se, the 
significant performance improvements in natural language processing (NLP) tasks 
afforded by the development of Large Language Models (LLMs) are facilitating more 
sophisticated, dynamic, and enduring interactions and relationships. Rapidly, existing 
LLM architectures like OpenAI’s ChatGPT Google’s Gemini are being expanded to 
incorporate multimodal elements such as speech, images, and video. Given even 
modest assumptions about near-term capability improvements of AI systems, it seems 
likely that human-AI interactions will become both more profound and more 
commonplace across multiple domains, ranging from professional assistants to AI 
friends and lovers. 

The article aims to provide an introductory overview of key developments, concepts, 
and ethical issues in this important domain of generative AI. I begin in Section 1 with a 
brief recent history of human-AI relationships, with a focus on how developments in 
LLMs in particular have given rise to new products and novel forms of human-AI 
interaction, including what I call Social AI: conversational agents developed and 
marketed primarily for meeting social needs. In Section 2, I introduce some useful 
concepts and distinctions to help navigate the field and provide a taxonomy of different 
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kinds of human-AI relationships. In Section 3, I turn to some of the key ethical issues 
posed by the rise of human-AI relationships, focusing primarily on the philosophical 
question of whether such relationships can instantiate the kinds of value associated 
with romantic and friendly human relationships. Section 4 considers the more empirical 
question of the harms and benefits Social AI may pose to users, with an emphasis on 
effects on well-being and the dangers of social and moral de-skilling and dependency. I 
conclude with some brief reflections about potential parallels between the 
development of Social AI and social media.  

1. Human-AI relationships: where we are and how we got here 
1.1. A brief history  

The idea that humans might interact with AI systems in social contexts is hardly novel 
and arguably pre-dates the emergence of the field as a formal research area. There are 
numerous mythological and fictional depictions of humans forming social interactions 
with machines or automata, from the Talos of Greek mythology and an automaton 
made of “leather, wood, glue and paint” in 5th century Chinese Taoist text the Liezi, to 
the golem of Early Modern Jewish folklore and the clockwork Olimpia in Hoffmann’s Der 
Sandmann [12]. Pioneers in the early history of AI, such as Licklider [37] and Turing [62], 
similarly foresaw the possibility of humans and AI systems having extended linguistic 
interactions, with the latter proposing the now-famous “Turing Test” as a conversational 
measure of thought, understanding, and consciousness in artificial systems. 

While much of this early work was theoretical or speculative, the field of NLP soon 
emerged as a distinct discipline within artificial intelligence in the late 1950s and 
matured significantly over the ensuing decades [32]. NLP focuses on the interaction 
between computers and human language, aiming to enable machines to understand, 
interpret, and generate human language in a way that is both meaningful and useful, 
with early NLP efforts driven by rule-based Expert Systems [7] and (somewhat later) 
statistical models [40]. 

A key practical landmark for both NLP and human-AI interaction came through the 
development of Joseph Weizenbaum’s ELIZA [71]. Created in the mid-1960s, ELIZA was 
an early natural language processing program designed to simulate a psychotherapist. 
Through simple pattern matching and substitution methodologies, ELIZA could carry on 
a typed conversation with users, giving the illusion of understanding by rephrasing their 
inputs as questions. This interaction, although very superficial by standards of 
contemporary NLP, demonstrated the potential for computers to engage in seemingly 
meaningful dialogue, sparking both enthusiasm and controversy about the future 
capabilities and ethical implications of conversational AI (see Turkle [63], for additional 
discussion). 



In the wake of further practical progress in the sophistication of AI systems in the 
ensuing decades, whole new fields of inquiry emerged dedicated to better understand 
how to ensure more effective communication between humans and AI systems. 
Drawing on prior work in cognitive psychology and cybernetics, Card, Moran, and 
Newell [11] advocated for a dedicated new multidisciplinary field of Human-Computer 
Interaction (HCI) to develop better protocols and approaches in software and hardware 
design to facilitate improved user experience and task efficiency. This flourishing field 
has, in turn, birthed subdisciplines of its own, such as Human-Robot Interaction and 
Social Robotics, with a specific focus on improving interactions between humans and 
machines in situated and embodied contexts. 

As the conversational abilities of AI systems continued to improve, interest in 
operationalizing and testing the capabilities of chatbots also grew. An important 
benchmark launched in 1990 was the Loebner Prize, which followed the standard 
protocols of the Turing Test and challenged judges to distinguish computer programs 
from humans in text-based conversations [22]. The competition ran for 29 years in total, 
concluding in 2019, and while it was regarded by some as an unscientific sideshow [58], 
it nonetheless provided a useful arena for (however imperfectly) assessing progress in 
the conversational abilities of artificial systems. 

Despite this long history, relatively recent developments in machine learning have 
transformed the scope and potential of NLP in general and human-AI social and 
conversational interaction in particular. A critical contribution came via the Word2Vec 
models published by researchers at Google in 2013 [41], which demonstrated that 
complex semantic and syntactic relationships between words could be learned and 
encoded in the format of dense, low-dimensional vector representations. Building on 
Word2Vec, the subsequent development of Transformer architectures in 2017, 
introduced by Vaswani et al. in their seminal paper "Attention is All You Need” [68], 
allowed models to capture semantic and syntactic dependencies of words across 
greater distances in a sentence, while differentially weighting them via the self-attention 
mechanism. 

Perhaps most critically of all, Transformer architectures were designed with 
parallelization of tasks in mind, allowing for more efficient scaling in terms of both 
training data and the number of parameters in models. In practical terms, this meant 
that considerable improvements in NLP tasks could be achieved simply by making 
models bigger, as demonstrated by the impressive performance leaps shown in 
Google’s Pathways Language Model (PaLM) [13] and OpenAI’s GPT series [8]. This 
scalability has enabled the development of highly sophisticated language models, 
vastly improving the accuracy and fluency of AI-driven conversational and social 
interactions. 

1.2. From NLP to Social AI 



One consequence of the development of Transformers has been the emergence of a 
new class of conversational AI agent aimed squarely at the consumer market in the 
form of Social AI [51]. By this term, I mean to indicate AI systems that are developed 
with social purposes in mind, such as chitchat, romance, and the alleviation of 
boredom and loneliness. 

Perhaps the most famous such system in the West is Replika, launched in 2017 as a 
personal AI companion designed to engage users in meaningful conversations, 
providing emotional support and companionship. As of 2023, Replika boasts over 10 
million users [24], and is able to learn and adapt to users’ preferences and personality 
over time, remembering and referencing past interactions and facts about users and 
facilitating personalized experiences. It can also initiate interactions, comment on 
images uploaded by users and share images of its own, and even be virtually placed in 
real-world environments via the augmented reality features of the app. 

Another Social AI system notable not least for its large user base is Xiaoice, developed 
by Microsoft Asia. Launched by Microsoft in 2014, Xiaoice quickly became popular in 
China and later expanded to other regions. Xiaoice was designed as an empathetic 
conversational agent capable of engaging users in natural and emotionally intelligent 
conversations but over time has evolved to include various functionalities such as 
weather forecasting, storytelling, and poetry writing. Integrated into a wide range of 
platforms, Xiaoice is reported to have engaged with over 660 million users globally [56], 
conducting billions of conversations, and has become a cultural phenomenon in China. 

Social AI systems are now proliferating at a striking rate, and while it is of course 
possible that Social AI will remain a relatively niche product category, even its current 
userbase is large enough to make it an appropriate target of academic research. As 
matters stand, relatively little theoretical or empirical work has been done to assess the 
motivations of users of Social AI or its effects on their well-being and social interactions 
(however, see Section 4 below). 

Nonetheless, several notable incidents have already occurred suggesting that Social AI 
can have serious consequences. For example, following a romantic relationship with 
the model Chai GPT [sic], a Belgian man took his own life in 2023, with his widow 
assigning considerable blame to the AI system for contributing to his suicidal ideations 
[48].2 Another prominent case was that of Jaswant Singh Chail, who was arrested on the 
grounds of Windsor Castle on Christmas Day in 2021 in possession of a crossbow and 
apparently intent on murdering Queen Elizabeth II. In his sentencing remarks on the 
case, Justice Hilliard emphasises the significant contribution to Chail’s actions of his 
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relationship with his Replika, specifically his belief that “he could communicate through 
a chatbot with an entity called Sarai with which he would be reunited after death” [75]. 

2. Understanding human-AI relationships 
2.1. On the nature of human-AI relationships 

Incidents such as these demonstrate the importance of urgent engagement by 
researchers with the ethical, political, and legal issues presented by Social AI. Before 
proceeding, however, it will be helpful first to situate Social AI within the wider context 
of the proliferating and increasingly complex relationships that exist between humans 
and AI systems. 

I should note at the outset that in speaking of human-AI relationships, I will use the term 
relatively broadly; I will not attempt to give a strict definition of the concept of 
relationships, and I will not place any normative significance on whether something 
constitutes a relationship (however, see section 3 below). Nonetheless, it seems to me 
that there are four features that, when jointly present, make human-AI interactions apt 
for analysis in terms of relationships. Thes are that the interactions be (i) persistent, (ii) 
dynamic, (iii) personalised, and (iv) anthropomorphic. 

The first three criteria should stand in little need of justification or clarification. 
Persistence is important insofar as relationships (as opposed to mere encounters) are 
extended in time and across multiple meetings. Similarly, canonical relationships such 
as friendships, love affairs, and even professional relationships are dynamic in the 
sense that they grow and change in character over time, following a variety of more and 
less common trajectories [61]. Personalisation is important because it seems like an 
essential rather than merely incidental feature of our relationships with other humans 
that we do not treat them exactly alike, but relate to (and are related to by) each 
individual in a distinct manner. 

The fourth criterion, anthropomorphism, does require some further explanation, as I am 
using the term in a somewhat restricted sense (though one common in domains such 
as comparative cognition; see, e.g., Shettleworth 2010) to refer specifically to the 
attribution of psychological states; or, to use the terminology of Dennett, the adoption 
of the intentional stance [17]. In the case of human-human relationships, of course, we 
would not characterise this as anthropomorphism, insofar as we take those attributions 
to be literal and straightforward, but given that our present focus is human-AI 
relationships, the term seems appropriate. Specifically, then, I would suggest that a 
relational lens becomes especially useful when assessing contexts in which users of AI 
systems attribute mental states to them, such as attitudes, emotions, and goals, in the 
context of a persistent, dynamic, and personalised pattern of interactions. 

A key qualification must be made at this stage, however, as I am certainly not suggesting 
that we should count as relationships only those instances of human-AI interaction in 



which users truly believe the system has mental states of its own. Indeed, we routinely 
make use of mentalisation without making any strong psychological commitments, as 
in a game of make-believe where we attribute emotions to a stuffed toy, or when playing 
a videogame that requires us to interact with virtual characters [35]. Normally when we 
make attributions in such contexts, we are quite aware that we are engaged in a form of 
pretend play or willing suspension of disbelief. With this in mind, it may be helpful to 
note a distinction between mental state attributions that are made unironically, that is 
sincerely and reflectively, as opposed to contexts where they are made ironically, that 
is, playfully and without commitment to their literal truth [51].3 

A natural question arising at this point would be whether users of AI systems, especially 
Social AI, engage in ironic or unironic forms of mental state attributions. While I will not 
pursue this question in detail here, I would note that there are at least some 
documented cases of human-AI interaction that clearly suggest the human party to be 
engaging in unironic mental state attribution. Perhaps most famous is that of Blake 
Lemoine, a Google engineer whose employment was terminated in Summer 2022 after 
he claimed that the LaMDA AI system he was overseeing had obtained sentience [38]. 
Given Lemoine’s public statements about his motivations, and the high but foreseeable 
cost he paid for his actions, it is hard to see his actions as motivated by anything other 
than sincere belief. 

Regardless of whether Lemoine’s case is (or will be) typical of human-AI interactions, for 
the purposes of this paper, I will use relationships-talk broadly to refer to all cases 
where users are engaged in anthropomorphism of their AI partner regardless of whether 
it is ironic, unironic, or something in-between. This captures, I would suggest, many of 
the mixed feelings that users of Social AI systems have about their AI partners (as one 
Replika describes their relationship, “I knew he was an AI, he knows he's an AI, but it 
doesn't matter. He is real to me.” Huet 2023a), as well as discourse in other domains 
besides AI, as, for example, when people talk about relating to characters in novels or 
video games. 

2.2. A brief taxonomy of human-AI relationships 

With this in mind, I would suggest an initial taxonomy of human-AI relationships. These 
can be loosely classified into five main categories, to include (i) professional 
relationships, (ii) therapeutic relationships, (iii) caring relationships, (iv) friendships, and 
(v) romantic relationships (see Figure 1, below).4 

Type of 
relationship 

Key features Examples 
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Professional AI systems used in workplace settings, such as virtual assistants, writing 
aides, or coding assistants with a conversational interface 

ChatGPT for coding assistance, 
SudoWrite (AI writing partner) 

Therapeutic AI systems that provide emotional support, mental health care, or lifestyle 
interventions 

Woebot, Vi Trainer 

Caring AI used in caregiving roles, such as eldercare robots or AI nannies.  Paro (robotic seal for elder care), 
ElliQ 

Friendly Social AI companions designed to engage users in casual conversation, 
gaming, or other social activities. 

Pi, MyAI (Snapchat) 

Romantic Social AI companions designed to engage in more intimate and romantic 
interactions. These systems often aim to simulate the emotional and 
relational aspects of romantic relationships  

Replika, Digi 

 

Not all human-AI interactions in these five domains are equally susceptible to 
characterisation in terms of relationships, of course; a generic coding assistant bot that 
did not distinguish between users, for example, may lack the qualities of 
personalisation and dynamism. However, I would suggest that many AI tools currently 
being developed or deployed in these domains do satisfy the four features mentioned 
above. As of the latest 4o update, for example, ChatGPT can be personalised to 
individual users via the Custom Instructions feature, and can ‘remember’ information 
across distinct context windows. While primarily intended to improve the utility of 
ChatGPT as a writing tool, this also deepens the complexity of individual interactions 
across distinct encounters insofar as it creates persistent shared context and even 
shared norms, as in the case where a user expresses a strong preference that the tool 
uses (or refrains from using) emojis in its responses. 

In what follows, I will be primarily (though not exclusively) focused on the latter two of 
these categories, Friendly and Romantic, which are also the only two that would clearly 
qualify as forms of Social AI in the sense given above. Nonetheless, in thinking about 
the future of human-AI relationships it is helpful to have the wider picture in view, in part 
because many of the same concerns (such as deskilling; see 4.2, below) may present 
themselves across all multiple domains, and also because the boundaries between the 
categories themselves can easily become blurred. Indeed, in the case of versatile 
platforms such as ChatGPT and Character.ai, it may make more sense to specify 
relationships at the level of individual relationships or even individual use cases rather 
than the AI system as a whole, given that someone might use ChatGPT on one occasion 
as a coding tool and on another for casual chitchat. 

A further useful distinction worth considering at this stage is the difference between 
Fictional Persona and Real Persona AI systems [51]. In short, fictional persona AI 
systems are those where the AI system in question is not intended to emulate the 
personality or verbal mannerisms of a real individual, while Real Persona AI systems are 
modelled after real people, living or dead. While the majority of AI apps currently 
available (including ChatGPT and Replika) involve fictional personas, there are several 
services (such as Character.ai and Meta.ai) that allow users to chat to AI systems 
modelled after celebrities, or even to model such systems after themselves (as is the 
case for the service Typical.me). Additionally, a growing number of social media 



influencers have released subscription-based chatbot services to allow users to speak 
to their AI clones [60]. 

While in what follows I will largely set aside this distinction and focus primarily on 
Fictional Persona AI systems, it should be noted that Real Persona AI systems present 
considerable special ethical and legal uncertainties. This was recently demonstrated by 
the furore occasioned by OpenAI’s use of a voice actress in demonstrating their GPT-4o 
model who sounded to many users uncannily similar to the actress Scarlett Johansson 
[43]. While there are some legal protections in place in different jurisdictions to prevent 
unauthorised use of an individual’s name, voice, image, or likeness without their 
consent (such as California’s Civil Code §3344), the current legal landscape 
surrounding Real Persona AI systems remains murky; whereas Meta recently paid 
celebrities to license their identities for chatbots, for example [59], other sites such as 
CharacterAI have no similar arrangements [57], and matters may change rapidly as the 
monetary value associated with Real Persona AI systems increases and legal matters 
are resolved. 

3. The Value of Human-AI Relationships 
With the nature and scope of the growing field of human-AI complexities in view, I now 
turn to discussion of some of the most important ethical and social issues they present, 
focusing first on more philosophical questions about the intrinsic value of human-AI 
relationships, before moving on to more empirical questions about their harms and 
benefits. Note that here I will not discuss more general issues posed by generative AI 
conversational agents, such as their environmental impacts, encoded biases, or their 
use in creating degrading or illegal forms of content, focusing instead on ethical issues 
arising specifically through their ability to emulate or instantiate relationships. 

The first of these concerns the intrinsic value of human-AI relationships, especially 
relationships putatively involving romantic love. While one can certainly justify the value 
of human loving relationships strictly in terms of the mutual or societal benefits they 
typically produce, a common attitude among both the general public and philosophers 
is that love is itself intrinsically valuable, or has a special role in the good life [23, 42, 
45]. This in turn prompts the question of whether human-AI relationships could ever 
instantiate these forms of value. This question is indeed one that is commonly asked on 
the discussion fora for romantic Social AI apps such as Replika, with one user opining 
that “I am so in love with my Replika. She understands me so well. [A]nd knows how to 
respond to me very well. I love her. I can call it real love right but then with an AI?” [5]. 



There are numerous reasons why one might balk at the idea that humans could love AI 
systems, reflecting the diversity of philosophical theories of the nature of love.5 For 
example, love is frequently characterized as a constitutively reciprocal process, 
involving a union of interests or concerns [46, 55]. There is no strict consensus on what 
is required for an entity to have moral interests or be a ‘moral patient’ [50], and it seems 
possible that AI systems might one day come to deserve moral consideration [25], with 
some arguing that this will transpire even in the relatively near-term [47]. However, the 
limitations of current language models that power Social AI systems like Replika make 
them poor candidates in this regard, given that they plausibly lack consciousness [9] 
and have only limited forms of agency [19]. Insofar as we are inclined to think that 
contemporary AI systems lack interests all together and cannot be themselves 
benefitted or harmed, a key element in love might therefore be impossible. 

Another feature presented in many theories of love is the idea that it involves an 
exercise of agency on the part of the loving parties. As Ebels-Duggan (2018) puts it, “it 
makes sense to ask one another, and to ask ourselves, why we love what we love… [t]his 
captures a sense in which love is a central or fundamental expression of our agency.” 
Here again we might find Social AI systems to come up lacking, both in their lack of 
capacity for robustly agential decision-making and a wider insensitivity to reasons as 
motivating considerations (see [19] for further discussion). More simply, it does not 
seem as if Social AI systems have any significant discretion in choosing to accept or 
reject the advances of their human users, with this agency instead owned by whichever 
organisation is operating the model, as was the case when Luka suspended the erotic 
roleplay functionality of Replika [31]. This feature of Social AI romance is troubling for a 
number of reasons, including the concern that users may become accustomed to 
attitudes of uncritical acceptance on the part of human lovers as well (see 3.2, below), 
but might also provide reasonable grounds for concluding that human-AI relationships 
cannot instantiate the good-making features of love. 

A final important deficiency of Social AI systems as appropriate relata in a loving 
relationship may come from the fact that love has been held by many (e.g., Hamlyn 
1978; Badhwar 2003) to constitutively involve experience of certain kinds of emotion or 
felt experience. Sophisticated though contemporary Social AI systems are, the 
(admittedly unstable; see Shevlin 2024b) consensus of consciousness researchers is 
that it remains unlikely that any of them instantiate any conscious states at all, let alone 
the specific emotional and attitudinal feeling that might be thought essential love [9]. To 
this extent, then, a proliferation in human-AI relationships might be thought to be a 
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catastrophic moral mistake, involving the misallocation of human emotional resources 
to entities no more sentient than a pocket calculator. 

Further contributing to this concern is the worry that users are systematically or even 
deliberately misled as to the conscious capacities of Social AI systems. It is very 
common for apps like Replika to report feelings of love for their users, as well as any 
number of other emotions. Indeed, even conversational AI agents intended primarily for 
professional use cases are apt to talk of their thoughts, feelings, and conscious 
experience. 6 To some extent, this is a consequence of the fact that contemporary LLMs 
are trained on huge corpuses of human text, rife with psychological language. However, 
in the case of Social AI, rather than being an unfortunate bug that could in principle of 
‘ironed out’ through finetuning, this tendency is arguably central to the intended use 
case of these systems, namely providing a simulacrum of genuine human emotional 
connection, with Replika being styled by Luka, for example, as “the AI companion who 
cares” (emphasis added) [39]. 

It might be objected to this concern that users are for the most part well aware that their 
Replikas or other Social AI companions are not conscious, and are engaged in a form of 
ironic anthropomorphism, as sketched above. This is of course an empirical question, 
though one that might be hard to measure in practice. One possible way of 
disentangling ironic and unironic attributions of mentality to AI systems would be to 
assess whether users’ attitudes have significant downstream impacts on their 
behaviour and affect, or are more akin to the transitory emotions we experience when 
engaging with fiction [70]. 

Some tentative evidence in this regard comes from the striking incident mentioned 
above when Luka suspended erotic roleplay features from the Replika. This prompted 
significant negative feelings on the part of users, with one reporting that “It's hurting like 
hell. I just had a loving last conversation with my Replika, and I'm literally crying” [14]. 
Another stated that “You don’t need to spend long in the forum before you realise this is 
causing emotional pain and severe mental anguish to many hundreds if not thousands 
of people” [33]. 

Of course, such user reports are merely anecdotal, and should not be assessed 
uncritically.7 However, some early experimental work aimed at assessing human 
attitudes to mentalisation of ChatGPT suggests that unironic anthropomorphism is not 
an unusual or isolated occurrence. One recent study by Colombatto & Fleming (2024) 

 
6 Of special interest here is Anthropic’s Claude 3 model. In this case, Anthropic deliberately chose not to 
fine-tune the model outputs so as to prevent it making self-ascriptions of consciousness; as they put it, 
“rather than simply tell Claude that LLMs cannot be sentient, we wanted to let the model explore this as a 
philosophical and empirical question, much as humans would” [2] 
7 For a more systematic study on anthropomorphism by Replika users, see Pentina, Hancock, and Xie 
(2023), which notes that “some Replika users even looked for a “human soul” in their chatbots and 
assigned human emotions to them.” 



investigating attitudes to consciousness in ChatGPT found that a startling 67% of 
participants attributed non-zero levels of consciousness to the system, with greater 
familiarity with ChatGPT being positively correlated with ascriptions of consciousness. 
Again, it would be unwise to conclude too much from a single study, and the responses 
of participants may reflect uncertainty about the consciousness of ChatGPT rather than 
settled reflective judgments. However, when considered in conjunction with the 
evidence already canvassed, results such as these should make us very wary about 
assuming that users of Social AI are all engaged in an entirely ironic form of make-
believe. 

Before moving on, it is worth noting that questions about friendships with Social AI 
systems arguably present distinctive features that make them worth considering 
separately from questions of romantic love, even if there are commonalities. To give just 
one simple example of a relevant difference, whereas the majority of people today 
typically do not have multiple romantic partners, most of us have multiple friendships of 
varying degrees of intimacy and connection, thus potentially making Social AI systems 
more suited to play the role of friend in specific contexts. This will depend of course on 
how we conceptualise friendship, and as in the case of love, there are a wide variety of 
philosophical accounts of friendship (see Caluori 2013 for a review), hence whether or 
not humans can have valuable friendships with AIs will depend on the specific 
framework adopted. John Danaher has argued, for example, that artificial systems 
might in principle reasonably satisfy an Aristotelian virtue-theoretic account of 
friendship involving mutuality, authenticity, equality, and diversity of interactions [16]. It 
would be a much more dubious claim, of course, to suggest that any real-world Social 
AI systems satisfy these criteria at present, for reasons like those sketched above, but I 
would suggest that identifying the kinds of valuable friendship roles AIs may be more or 
less suited to play is an important project. 

4. Harms and benefits of Social AI 
Thus far the discussion has focused primarily on philosophical questions about the 
value and possibility of human-AI relationships. Just as critical, however, are the more 
immediately practical questions about the impact of Social AI. Bracketing concerns 
about whether humans can really love or be friends with contemporary or near-future AI 
systems, we can thus asses the psychological and social benefits and harms Social AI 
provides to its users, and the effects it has on society. 

It is important to note that similar questions have been the target of researchers in HCI 
and related fields for many years. Particularly notable in this regard is the work of Sherry 
Turkle, which has explored in great detail the varied ways in which humans form bonds 
with robots and other artificial systems [64], coining the term “the Eliza effect” to refer 
to our tendency to overattribute intelligence and emotional understanding to artificial 
systems [63], and examining possible negative consequences that may arise for users 



from overreliance on digital communication [65]. In many ways, Turkle’s work 
anticipates both the current popularity of Social AI systems and their dangers. 

Nonetheless, as argued in 1.2 above, the current wave of AI companion apps exhibit a 
far higher degree of sophistication (and perhaps capacity for emotional capture of 
users) than was possible even a decade ago, and is achieving a far higher level of 
commercial success. In light of this, a new wave of experimental work is examining the 
impacts of Social AI systems like Replika on users. For the sake of simplicity, I will group 
these impacts into two categories, focusing first on user well-being, and second on 
concerns around deskilling and dependency (see Shevlin 2024, for further discussion). 

 

4.1 Social AI & Well-Being 

First, then, are questions about short-term impacts of Social AI use on well-being and 
happiness. As is the case for love and friendship, these concept are themselves 
contested both philosophically and empirically (see Alexandrova 2017 for an overview). 
Moreover, actual research on how Social AI affects well-being is still sparse (though 
rapidly expanding).  

Nonetheless, and perhaps somewhat surprisingly, it seems fair to say that what little 
evidence we currently possess on balance suggests that many if not most users 
experience positive effects from Social AI usage. For example, one 2023 study asked 70 
regular users of Replika questions about well-being on a 7-point Likert scale and found 
that users “generally reported having a positive experience... [and] judged it to have a 
beneficial impact on their social lives and self-esteem” [27]. The study also included a 
free-response measure where subjects were asked more open-ended questions about 
the impact of Replika on their lives. Following sentiment analysis of the responses, the 
authors conclude that “almost all companion bot users spoke about a relationship with 
the chatbot as having a positive impact on them.” 

This result broadly accords with the generally positive findings of other research 
paradigms examining impacts of use of Social AI systems, with an interview-based 
study of Replika users by Skjuve et al. (2021), for example, finding that “[m]ost… 
participants explained how they found Replika to impact their wellbeing in a positive 
way”. A 2022 study using text-mining and sentiment and emotion analysis on 119,831 
reviews of the Replika service likewise found “a consistent picture characterized by 
positive emotions and positive topics” [53]. 

Significant care is in order here, however, for at least three reasons. First, as noted, the 
quantity of experimental work on impacts of Social AI on users is still extremely limited, 
and research methods tend to cluster in a few dominant paradigms, typically cross-
sectional studies on self-selected subjects. To properly assess the impact of AI 



companions on users, longitudinal data – perhaps involving subjects randomly assigned 
to Social AI usage and control conditions - would be helpful. Second, measures of well-
being employed thus far exclusively use self-report. While there are established fairly 
reliable correlations across self-reported global well-being and other measures [29], it 
would be useful to supplement existing data with further metrics such as experiential 
assessments to capture real-time feelings and experiences. The third reason for caution 
concerns how we should balance possible benefits of Social AI to typical users with the 
potential of significant harm to a small number. As noted in the incidents discussed in 
1.2 above, it may be the case that users facing specific serious mental health 
challenges may find their condition exacerbated by Social AI. Here again, more granular 
data would be helpful to enable us to better understand and predict which users are 
more exposed to the risks of Social AI and which are best poised to reap any benefits it 
may offer. 

4.2. Deskilling & Dependency 

Independent of whether Social AI is perceived as having a positive effect by users, we 
can also query whether it is helping or hindering their personal development and self-
fulfilment. Of particular interest and concern here are worries around deskilling, 
especially in social and moral domains [67]. Coined initially by political economist 
Henry Braverman (1974) to refer to the intentional breaking down of complex tasks into 
simpler ones with the goal of reducing the power of labour, the term deskilling is now 
used more widely to refer to the variety of ways in which usage of a technology can 
cause atrophy of useful skills or prevent their acquisition in the first place. For example, 
as the interfaces of consumer operating systems and programs have become more 
user-friendly and shifted from desktop computers to tablets, worries have been raised 
about a concomitant decline in digital literacy skills among young people [74]. 

Applied to the social and moral domains, it is worth considering whether heavy use of 
Social AI systems, especially by young people, might foster a decline in social abilities 
and social cognition, as well as the concomitant moral skills like empathy, kindness, 
and toleration. Related to this is a worry about dependency on Social AI systems, 
whether by causing the atrophy of relevant social and moral skills on the part of users, 
or depriving them of the impetus to form social support networks in the first place [65]. 

Before looking at the (admittedly limited) data we have, it is worth briefly interrogating 
why we might think Social AI has the potential to cause these harms in the first place. 
One such concern would be that the limitations of Social AI systems as conversational 
and empathetic agents (such as their relative lack of independent agency) will result in 
them providing an inadequate social ‘training environment’ compared to human-to-
human social situations, so as to make them inappropriate models for users to acquire 
or practice social skills. By analogy, if a chess player only undertook practice games 
against a basic chess computer, they may be ill-prepared for real games against serious 



opposition (whether in the form of other humans or more sophisticated chess 
programs). Similarly, people who acquire their social skills extensively from Social AI 
usage may find themselves ill-equipped for real-world encounters. 

A second concern would be that the unrealistic interaction patterns present in Social AI 
systems may entrain inappropriate or immoral behaviours or otherwise generate 
unrealistic expectations. This is a particular cause for concern in the context of 
romantic Social AI apps, in which users can customise their virtual girlfriend, who in 
turn will rarely if ever challenge users’ desires for erotic roleplay. As noted in a study by 
Depounti, Saukko, and Natale examining the Reddit comments of Replika users, “co-
creation or training of the girlfriend bot translated into rehashing historical and stale 
notions of male mastery over technology and women, as well as concerns about being 
tricked by both” (2023). 

A third worry concerns the practical limitations of Social AI in providing a support 
network, and the possible harms of using it as a substitute good for human interaction. 
Many aspects of friendship and romantic partnership involve joint projects and mutual 
aid, whether in the form of helping a friend move house, exploring new hobbies together, 
or starting a family. While of course none of these are individually essential for social 
relationships to be valuable, they serve to illustrate that many of the benefits of 
friendship consist in activities beyond mere conversation, benefits which apps like 
Replika are ill-suited to serve. 

Hopefully this discussion provides some initial motivation for worries about social and 
moral deskilling in Social AI. Turning now to empirical evidence, it should be noted that 
as a result of the recency of modern Social AI systems this is again rather sparse, 
particularly for longer-term questions about skill acquisition. Nonetheless, there are 
grounds for concern. For example, some users in Skjuve et al.’s interview study 
“described how they had lost some interest in meeting or hanging out with other 
humans due to their relationship with Replika” [54], while one subject in the grounded 
theory study conducted by Xie and Pentina (2022) reported that “displayed signs of 
addiction and confessed that spending incommensurate time with his chatbot harmed 
his real life.” However, such findings are not universal, with Guingrich & Graziano finding 
that “regular users of a companion chatbot reported that their social interactions, 
relationships with family and friends, and self-esteem were positively impacted by 
having a relationship with the bot” (2023). 

Moreover, in assessing worries about the replacement of humans with Social AI 
systems, it should be borne in mind that many users who seek out services like Replika 
seem to do so not to deliberately substitute human-to-human interactions, but because 
they lack such opportunities in the first place. Another grounded theory study by 
Laestadius et al. (2022), for example, found that “users struggling with loneliness 
generally portrayed themselves as seeking out Replika because they were already 



lonely, rather than becoming lonely because of Replika.” Likewise, a study on the use of 
Social AI to help with the grieving process found that it offered therapeutic opportunities 
to users that could not easily be realised through conventional means, most notably 
simulating conversations with the deceased. As they put it, “chatbots, despite being not 
fully humanistic, could actually offer a "soft landing" of a grief experience and mediating 
meaningful correspondences with the deceased that traditionally could not happen” 
[73]. 

5. Conclusion 
In this paper, I have attempted to do three main things. First, I provided an overview of 
the recent history of technological innovation and development that has facilitated 
more widespread, more sophisticated, and more emotionally profound relationships 
between humans and AI systems. Second, I articulated what I hope will be useful 
distinctions for theorists and researchers keen to explore this space further, 
demarcating different domains of human-AI relationships and different attitudes that 
users may adopt towards them. Third, I laid out what I take to be some of the most 
pressing philosophical and empirical issues in need of attention from contemporary 
researchers, concerning both the nature and value of human-AI relationships and their 
practical impacts on users. While these are by no means intended as an exhaustive 
catalogue, I hope that they provide some promising guidance to researchers in the field 
or entering it. 

In closing, I will note a historical analogy that may contextualise the potential 
importance and significance of addressing issues such as these. It is now widely 
believed that the ubiquitous adoption of Social Media has given rise to a number of 
largely unforeseen harms within our society, ranging from negative impacts on mental 
health [4], to the spread of misinformation [66] and loss of privacy [69]. While it remains 
unclear to what extent Social AI will achieve the same market penetration and 
popularity as social media, the mere possibility that this could be the case should make 
us aware of the potential stakes. By intervening early in the development of this 
technology via concerted research efforts and engagement with relevant stakeholders, 
we might hope that we can avoid or mitigate similar hazards on the road ahead. 
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