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Abstract
What is the connection between modelling thought and modelling the brain? In a model 
(as understood here), we strip away from the modelled system some non-essential features 
and retain some essential ones. What are the essential features of thought that are to be re-
tained in the model, and conversely, what are its inessential features, that may be stripped 
away in the model? According to a prevalent view in contemporary science and philoso-
phy, thought is a computation, and therefore its essential features are its computational 
features. A necessary part of the computational view of thought is the idea that the same 
computation can be realised by, or implemented in, physically heterogeneous systems, an 
idea known as “Multiple Realizability” of the computational features or properties by the 
physical ones. I will describe why the very idea of Multiple Realizability, especially in the 
case of mental computation, entails mind-body dualism, and explore some implications 
of this conclusion concerning the question of which are the essential features of thought 
to be retained in modeling it.

Keywords Physicalism · Non-reductive physicalism · Models · Reduction · Multiple 
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Paper

What is the connection between modelling thought and modelling the brain? There are vari-
ous theories in the philosophy of science about what models are (see overview in Frigg and 
Hartmann 2020). According to the minimal model idea (see Batterman and Rice 2014, Weis-
berg, 2013) we strip away from the modelled system some non-essential features and retain 
some essential ones. By exploring the essential features in this way, we can learn about 
them, without the unnecessary interference of the inessential ones, that may introduce noise 
or other obstacles. For example, in maps we care less about the size and more about the spa-
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tial relations between geographical elements; in billiard balls models of gases, we care more 
about their relative positions and velocities and less about their quantum mechanical nature; 
in computerised models of hurricanes, we leave out their destructive features, while keeping 
in some features that we find helpful in predicting their behaviour in the real world. All these 
are examples of stripping away the inessential while retaining the essential features of the 
modelled system in the modelling system.

The question is then what makes something a model of thought. To answer this question 
one needs, of course, to say what thought is. But as we shall immediately see, answering this 
question may come hand in hand with answering the question of what makes something a 
model of thought; and, given the state of art in contemporary science and philosophy, it may 
indeed be easier to start with the latter. To see what a model of thought may be, we need to 
answer the questions of what are the essential features of thought that are to be retained in 
the model, and conversely, what are its inessential features, that may be stripped away in 
the model.

According to a prevalent view in contemporary science and philosophy, thought is a 
computation, and therefore its essential features are its computational features. Some 
include representational features and perhaps others, but I shall not go into these debates. 
On this prevalent view, whatever is involved in computational features is to be retained 
in the model (see, e.g., Shagrir, 2022). According to this same prevalent view, among the 
inessential features of thought that need not be retained in the model – and even are better 
kept out of it – are the features of the hardware that implements the computation making up 
the thought. In particular, the fact that in humans the hardware is the brain (or some aspect 
or part or some other feature of this bodily organ) is an inessential feature of thought, and 
therefore can and even should be kept out of a good model of thought. This is an implica-
tion of the assumption that is a necessary part of the computational view of thought and is 
famously called “Multiple Realisation” (or, at least, “Multiple Realizability”) of the compu-
tational features or properties by the physical ones.1 In other terms, the same computation 
can be realised by, or implemented in, physically heterogeneous systems. Of course, the 
fact that in us the computation of thought is implemented by the brain, makes the brain an 
especially important system. But if we want to model thought as such, we need to leave out 
of the model the fact that it happens to be implemented, in us, by the brain.

The question arises then about what kinds of systems can implement a given computa-
tion, and the answer to this question involves complications pertaining to the well-known 
multiple computations theorem and its implications known as the Individuation Problem 
and the Triviality Problem. Let us leave those to the side at the moment and assume, for 
the time being, that it is meaningful to ask what systems can implement a computation, in 
particular the one which constitutes thought, and that we can think of some candidates for 
this. We do not need details for our present discussion. However, as I shall now show, in 

1  Let me emphasize that in my view the thesis that thought (or cognition, or whichever way one wishes to call 
or characterize it) is computation, is committed to multiple realizability in the strongest sense: the computa-
tional view entails multiple realizability, and is therefore committed to whatever the idea of multiple realiz-
ability is committed to, including – as I discuss here and elsewhere – mind-body or other forms of dualism. 
Some contemporary thinkers challenge this view, saying for example that these fields of research (that in my 
view are to be seen as research programs) are compatible with physicalism, especially if one assumes that 
many physical models are couched in abstract terms. I disagree, and the reason is that in physicalism there 
is no room for abstract entities, and so models (including so-called mathematical or computational ones) are 
always only physical facts (systems, objects, properties, processes, etc.). An expansion on this point will take 
us outside the scope of this paper.
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discussing modelling of thought, within the framework of the idea that thought is a compu-
tation, it turns out that we cannot leave out all talk of the implementing material, since the 
model itself is always material. Even a mathematical model is always implemented in some 
matter, and this point – which we justifiably normally ignore when discussing mathematics 
in general, and mathematical models in particular – cannot be ignored here.

The computational view of the mind, with its underlying Multiple Realizability thesis, 
guides major research programs in contemporary science: in particular, the grand programs 
of computational neuroscience and cognitive science. The idea of Multiple Realizability, 
which underlies the computational research programs in science, is dominant in contempo-
rary literature on the philosophy of mind and philosophy of science, especially as a part of 
ideas called “non-reductive physicalism”, of which “functionalism” and especially “com-
putational functionalism” are important cases. The vast majority of the literature in both 
science and philosophy supports the computational view and varieties of the Multiple Real-
izability thesis, and therefore it is unnecessary for me to present further support for it in 
this paper, and I dedicate the space to presenting the possibility that this popular view is 
misguieded (see overview and references in Bickle, 2020 and Stoljar, 2024). Indeed, the 
prevalence and dominace of the computational view of the mind, and its underlying Mul-
tiple Realizability thesis, should not mislead us: prevalence is not in and of itself a justifi-
cation of any scientific view. In this case, it is not a justification for endorsing the idea of 
Multiple Realizability; on the contrary, the prevalence of this idea calls for a re-examination 
of its justification. Its lure, since the 1960s, can be understood as it prima-facie offers a way 
to accept a materialist view which is in line of the natural sciences, and yet account for the 
intuition that there is something about the mental (and other features of reality) that is more 
abstract. It is taken by many to have empirical support, but whether the cases studied are 
indeed ones of multiple realization is debated (see e.g. Polger & Shapiro, 2016, Maimon & 
Hemmo, 2022). For this reason the debate on whether multiple realization, and more gener-
ally multiple realizability, holds in our world, is open. In my view, the very idea of Multiple 
Realizability entails dualism. Below I will present some reaons for this view. This idea 
has important implications for understanding how thought can be modelled: such modeling 
needs to avoid multiple realization, for otherwise it will entail mind-body dualism and, in 
this sense, will not be scientific.

Let me present very briefly why I think that the very idea of Multiple Realizability, 
which underlies the computational view of the mind, entails dualism. Having done so, we 
will be able to continue exploring our central topic of modelling thought. I will present my 
argument with the help of an abstract example (which is, itself if you like, a model in the 
above sense). Consider the physical state of some system of interest, according to whatever 
physics tells us is the case. (Here, “physics” means contemporary physics, but this is not 
essential to the argument). Normally, in science, and especially in the branches of science 
involved in studying thought, we are not interested in all the minute details pertaining to the 
fundamental making of the world; it suffices for us to have a partial description of the physi-
cal state, pertaining to some aspect of the physical state. For instance, relevant aspects of a 
physical system, such as a particular brain, are the electric field in its periphery, or the con-
centration of some kind of molecules in some part of it. The aspect of interest is a physical 
property of the system, and we can group states of the same system or of different systems 
into the same Physical Kind, according to whether or not they share this physical aspect. 
Let us consider various physical kinds, or physical properties, and the way in which they 
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belong to or fall under various mental kinds. For example, suppose that the physical kinds 
P1, P2, and P3 fall under the mental kind M1; the physical kinds P4, P5, and P6 fall under 
the mental kind M2; and the physical kind P7 falls under the mental kind M3. The fact that 
different physical kinds belong to the same mental kind is the idea of Multiple Realizabil-
ity. The cases that fall under the different Pi or the different Mi may be kinds related to the 
brains of different animals or even inanimate systems that are believed to implement mental 
kinds and in particular thought.

An extremely important feature of our example illustrates the following well-known 
idea, essential for the scientific study of the connection between mind and brain: given the 
physical kind, we can deduce the mental kind, and in this sense, the physical (logically) 
determines or fixes the mental. In the philosophy of science, we say that this is ensured by 
the fact that the mental kinds supervene on the physical kinds; there cannot be a change 
of a mental kind that is not accompanied by a change of the physical kind. (A violation of 
supervenience, in which the mental state changes without a change in the physical state, is 
considered the hallmark of mind-body dualism). Thus, in our example, there is a combina-
tion of supervenience and multiple realisation, and this is the case people have in mind when 
they think about the computational theory of mind. But what makes it the case that these 
particular physical kinds fall under these particular mental kinds? Why isn’t the partition a 
different one? For example, why is P4 a member of the M2 mental kind rather than the M1 
mental kind? Such a case would still retain the supervenience relation, after all. So superve-
nience is a feature of the partition, but doesn’t fix the partition. What does fix it then?

What determines the association between mental and physical kinds? Here are four fami-
lies of possible answers to the question of what fixes which mental kinds are instantiated by 
which physical kind; specifically, why are P1, P2, and P3 members of the M1 mental kind 
while P4 is a member of the M2 mental kind? I think these answers cover all possible or 
relevant ones, and certainly everything that can be found in the scientific and philosophical 
literature on the subject.

Option 1: Reductive type-type identity physicalism2 Physical kinds that fall under a given 
mental kind share some physical feature. In our example, P1, P2, and P3 are members of 
the M1 mental kind because they share some physical aspect, and P4 belongs to a different 
mental kind M2 because it doesn’t have the physical aspect that P1, P2, and P3 share. But on 
this explanation, P1, P2, and P3 form a physical kind: since these three physical kinds share 
a physical feature, they are sub-kinds of the same physical super-kind, characterised by the 
physical feature that they share (a paradigmatic example is a more coarse-grained kind). 
However, in this case, the M1 mental kind is not multiply realised, but is rather realised by 
a single physical super-kind! In the philosophical literature we say that for Multiple Realiz-
ability to hold, the physical kinds falling under the mental kinds must be physically hetero-
geneous. The idea is that physically heterogeneous physical kinds realise the same mental 
kind. And so, to explain why are P1, P2, and P3 elements of the M1 mental kind while P4 is 
a member of the M2 mental kind we assume that P1, P2, and P3 share some physical aspect 
that P4 doesn’t share with them, we do not have Multiple Realisation, and hence we are 
not in the framework of the computational theory of mind. Instead, what we have is 
a case of Materialist or Physicalist Reductive Type Identity theory. But since we want to 

2 An example for such a view is Flat Physicalism, see Hemmo and Shenker (2022a, b, 2023). This is a non-
eliminativist version of physicalism.
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explore the computational theory of mind, which entails Multiple Realisation, Option 1 is 
not suitable for our purpose, and in this sense is not available to us. Let us explore alterna-
tive options for explaining why P1, P2, and P3 are elements of the M1 mental kind while 
M4 is a member of the M2 mental kind.

Option 2. Contextual reductive type-type identity physicalism On this option, the fact that 
some physically heterogeneouos types (or tokens) fall under the same a mental kind is 
explained by the fact that they take place within a certain shared context. For example, 
they may somehow interact with environmental features that react to them ending up in 
a similar state, and in the sense they somehow register the system’s state or properties. It 
is convenient to think of these environmental features in terms of an observer or at least a 
measuring device (even if the environmental features in question are not an observer nor a 
measring device in the intuitive sense of the term).3 Suppose, then, that there is an observer 
or a measuring device that measures all of the physically heterogeneous facts that fall under 
the same mental kind. Let’s call all those different kinds of contexts “an observer”. And so, 
it may happen that the observer is in the same state when, for example, P1, P2, or P3 obtains, 
but is in a different state when P4 obtains. One may say that relative to that observer, P1, P2, 
and P3 “look” the same, but P4 “looks” different.

Given that the context, with the user, is added to the computer, to form an extended sys-
tem, this is an explanation within reductive type-type identity physicalism for why differ-
ent devices can serve as computers that implement the same computations for us as users, as 
follows. According to the “multiple computations theorem” (Putnam, 1967, Shagrir 2012) 
each device implements numerous computations by its numerous physical properties. Why 
then do we, as users, see our laptop implementing one computation and not another? (This 
is known as the “individuation problem”.) The answer is that the engineers single out a cer-
tain property of this physical system to which we, the users, with our specific sense organs 
and specific brains and specific cultures, are sensitive (via the input and output devices), 
and then construct the device so that it will have a certain dynamics such that this particu-
lar property will evolve in a way that parallels the states of the desired Turing machine. 
Similarly, the engineers can pick out another aspect of another (physically heterogeneous!) 
system, to which we, the users, are also sensitive, and build for it suitable dynamics, so that 
the aspect plus dynamics in the second system will have the same harmony as the aspect 
plus dynamics in the first system. Both will seem to us – with our sense organs and brains 
and cultures, via the suitable input and output devices – as implementing the same Turing 
machine. The computation in each system is selected only relative to the user, and different 
systems are seen to implement the same computation only relative to the user. So, this is 
a good explanation of how different devices implement the same computation for us, 
but – if the context is seen as an extended system - it does so within the framework of 
reductive type-type identity physicalism, which is reducible to option 1 above.

But we are not interested (in this discussion) in devices built to serve as computers for 
us; we are interested in mental computations, in the computational theory of mind. And here 

3  I avoid going here into the question of what consists an observer or a measuring device. In particular, since 
the physical kinds or tokens are heterogeneous, the observer or measuring device does not strictly-speaking 
measure a shared feature of them; but it nevertheless somehow enters the same state and in that sense regis-
ters these physical kinds or tokens as belonging to the same mental kind.
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there is no external intended user: and so this line of thinking cannot solve the individuation 
problem of the mental computation implemented in our brains (which are the cognition, 
according to the computational theory of mind), nor can it explain the (alleged) multiple 
realisations of mental computations implemented in the brain and (allegedly) in other hard-
wares, and in this sense, it cannot explain us (or our cognition) in terms of computations. 
The reason is that – as we have just seen – the only way to ascribe a certain computation to 
a brain, and to see physically heterogeneous systems as implementing the same computa-
tions, is to do so relative to a user. But here there is no longer a user: we don’t use our brains 
as computers; rather, we are those computations. Some other user needs to take the role of 
preferring a computation, and of recognizing the brain as implementing the same computa-
tion as other hardware. Who or what is that user? Who or what is the observer that looks 
at our brains to pick out that particular computation? Who or what is the observer relative 
to which our brain and other hardware fall under the same mental or computational kind? 
To explain mental computation, Option 2 requires that the fact that my mental state at the 
moment is M1 rather than M2 would be determined by some external observer; and some-
how, I have epistemic access to that extra observer’s state, when I know (by introspection) 
my own thought. This is a version of the famous Homunculus fallacy. And as in this fallacy, 
this idea leads to infinite regress, since the state of that external observer is itself one out of 
its many physical aspects, and to prefer it over others we need to bring in another observer, 
a measuring device of a measuring device, and so ad infinitum.

So if this line of thinking is to work as an explanation of mental computation (without 
a user) and not fall into infinite regress, we must assume something non-physical, and it 
becomes a form of dualism.

Option 3. Functionalism On this option, the fact that explains why P1, P2, and P3 are ele-
ments of the M1 mental kind while P4 is a member of the M2 mental kind is that the physi-
cal kinds P1, P2, and P3, despite being physically heterogeneous, share a functional role in 
the computational process or the causal network. This is the famous and prevalent idea of 
Functionalism. But this option, despite its popularity, doesn’t solve the problem but repeats 
it. Instead of searching for the common physical feature in the states or in the physical kinds 
themselves, we are now looking for the shared facts that make it the case that different 
sequences of states (or the different systems that undergo them) implement the same func-
tion. The above considerations apply, mutatis mutandis.

Notice here, that the very notion of “function” is not a physical one, and therefore the 
very notion that, on the functionalist view, explains the shared mental kind, is not a feature 
of the states or kinds or processes or systems in and of themselves; “functions” exist only 
relative to the interest of an observer (and then infinite regress looms). Importantly: not only 
relative to the observation capabilities of the observer, but to its interest. For example, “sur-
vival” of a biological kind is not a feature of any material feature of the world throughout 
history. “Survival” (importantly, survival so far) amounts to the conjunction “this feature 
obtained, and the kind evolved and survived so far”. But biological function is sometimes 
defined in terms of contribution to survival, in a way that renders the above idea circular. 
(Importantly in this context, evolutionary arguments do not support “if-then” forms, since 
kinds may not survive even if all their organs work perfectly, if a natural disaster occurs). So 
evolutionary arguments do not and cannot pick out certain facts as functions.
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Notice also that evolutionary biology is not an aspect of context or a potential context 
in the sense of option 2 above, for the following reasons. Evolution may explain (to some 
extent, given the role arbitrariness may have in it) how we came to be the way that we are; 
but it does not explain how the way that we are gives rise to the mental or cognitive. Evo-
lutionary theory can support (to some extent) a claim that it would be good to respond to 
the environment in the way that we do, but this does not select a computation; the environ-
mental approaches to the individuation problem that follows from the multiple computaions 
theorem do not work. As physics can easily show, the physical making of every organism 
interacts with a multitude of magnitudes in the physical environment, and arguably many of 
them can be seen as computations, following the multiple computations theorem. Since only 
some of these magnitudes are taken to select certain features of the organism as implement-
ing the computions that are associated with cognition, and since there is no physical feature 
that selects these environemtnal features as prefered, selecting these environment features 
only in order to prefer “the” computation ascribed to the organism in question is patently 
circular, and hence non explanatory.

And so if this line of thinking is to work as an explanation of mental computation, it must 
either reduce to type-type identity physicalism which is option 1 above, or assume some-
thing non-physical, and becomes a form of dualism.

Option 4. Outright dualism This option is prevalent as well in the philosophical literature 
and says that the fact that these physical kinds fall under these mental or computational 
kinds is explained by some brute fact. It is a brute fact, a primitive fact, that P1, P2, and P3 
but not P4 fall under M1. Importantly: even if the mental kinds supervene on the physical 
kinds, information about which physical kind obtains is insufficient to infer which mental 
kind obtains in each individual case, since to know that one needs to know how the physical 
kinds are partitioned to mental kinds (in a way that may satisfy supervenience). The parti-
tioning into mental kinds, i.e. the very fact that a particular physical kind or token falls under 
a particular mental kind, is – on the ”brute facts” view – not determined by the physical kind 
or token itself, but rather, by the “brute fact”. Since this is merely a matter of “brute fact”, 
the same physical kind or token could have fallen under a different mental kind. (If not, we 
are back to option 1, i.e., reductive physicalism.) And so, in order for me to know whether at 
this moment I feel pain of some sort at a certain moment, or entertain a thought with some 
content at a certain moment, I need to have information conerning which mental kind the 
current physical case falls under, which means that I must necessarily have epistemic access 
to the brute facts (even, to repeat, if the mental kinds supervene on physical kinds). And 
since these brute facts are not physical facts, they are non-physical facts, and hence on this 
view we have epistemic access to non-physical facts, all the time. This is outright dualism.

From this, it follows that the very idea of Multiple Realizability entails dualism, and 
since the former is a necessary element of all forms of functionalism including the computa-
tional theory of mind, which is at the heart of cognitive science and computational neurosci-
ence, all these scientific endeavours are based – unavoidably! – on dualism. There is no way 
to endorse both the computational theory of mind and a physicalist worldview as those are 
contradictory ideas. The only way to endorse a physicalist worldview is to endorse physi-
calism, or, under the name it is known in contemporary philosophical literature, Reduc-
tive Type Identity Physicalism, in which all the facts are physical, including properties and 
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whatever gives rise to them. An example of such a theory is Flat Physicalism (Hemmo and 
Shenker 2022a, 2023a, 2023b).

In such a theory, accepting the contemporary scientific central idea that the mental, in 
particular thought, is strongly connected with the neuronal system in the brain (perhaps 
together with some other bodily organs), the hypothesis would be that thought is (identi-
cal with-, nothing but-) a feature of the brain, which is given by a partial description of the 
brain. (Terminological and metaphysical point: single realisation is not identity. See discus-
sion in Polger & Shapiro, 2016.) Thought is not realised by the brain, because there is no 
multiple realizability, but is (identical with-, nothing but-) a material aspect of the material 
brain. The brain does not give rise to thought, because brain and thought are one and the 
same thing. Brain, or an aspect of the brain, and thought are one and the same thing that has 
two names. This has the following implications concerning modelling thought. In the com-
putation theory of mind, we said that the essential features of thought, to be retained in the 
model, are computational ones, and the inessential features of the brain, that are better left 
out of the model of thought, are features of the material brain which happens to implement 
this computation in humans. This picture changes radically when we endorse the material-
ist theory of mind, where the brain is the essential feature of thought, to be retained in the 
model. More generally, the essential features of thought to be retained in a model of it are 
certain (material) features of the (material) brain, and the inessential features of thought, 
that can be (or are better) left out of the model, are other (material) features of the (material) 
brain. We need to copy that essential (material) feature of the (material) brain into the model.

The prevalent view in contemporary literature does not request an exact copy, and some-
times requires, at most, that the model represents the brain. Since this is a central conclusion 
of this paper let me clarify this point. (I will not discuss here the notion of representation 
which is known to be problematic and hard to explain in naturalistic terms.) Here I employ – 
as stated at the opening of this paper – the minimal model view, according to which a model 
is a distilled essential feature of the modelled system. The essential feature of a “thinking” 
physical system, in a context in which its “thinking” is what we want to model, is precisly 
the physical aspect of that system which is (identical to) this mental feature. To emphasise: 
in a reductive type-type identity thoery, the exact same physical aspect of the material sys-
tem, and only that exact same physical aspect, is the mental state in question, and none other 
will do. We have here a convergence from two directions: the reductive identity theory of the 
mind selects a physical aspect of the system as the one which I “thought”; and the minimal 
model view says that his aspect is the one to be distilled in the model.

By the way, the minimal model in question can be a mathematical model, which will 
capture the physical magnitudes of thought in the same way that mathematical models of 
stars and galaxies, hurricanes, digestion, and photosynthesis capture the essential features 
of those. It can also be a computerised model, again in the same sense that we have com-
puterised models of stars and galaxies, hurricanes, digestion, and photosynthesis. Notice 
that a computerised model is not a mathematical model, but a material model, in which the 
modelling system is the electric circuit, which is everything that there is in a computer. (In 
my view this would be the case for every so-called mathematical model, but I will not go 
into it here). Thus, a computerised model of thought has to copy – duplicate, in the material 
sense of the term – the modelled system, here the relevant (material) feature of the brain.

This raises the question of what are the (material) features of the (material) brain that are 
(identical with) thought, those that we need to retain in the model if it is to be a model of 
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thought. In terms of modelling, it leads us to the following question. If we aim at modelling 
thought, we retain (copy, duplicate! ) in the model the essential features of the brain that 
are essential for thought to occur. By definition though, if we retain (copy, duplicate! ) all 
of the features that are essential for thought, then, instead of merely modelling thought, we 
create thought itself. In the case of maps that was clear: we retained the relations between 
geographical elements and left out the size and the third dimension; in the case of hurricanes 
that was clear as well: we left out the destructive features. But what about the brain? Which 
features of the brain are we to duplicate and which to leave out, if we want to have a model 
of thought, but not thought itself? What (material) features of the (material) brain are in fact 
essential and interesting, and perhaps necessary for thought but not sufficient for it to take 
place? How to model thought without (re)creating thought itself? These are still open ques-
tions in contemporary science and we know so little about them that modelling thought is 
as of now impossible.

To sum up, let me repeat what we can and cannot do when modelling thought. If we 
want to avoid mind-body dualism, what we cannot do when studying thought with com-
puters is: (1) try to model thought by retaining computational features and leaving out the 
material details of the brain; (2) run some computation on a computer and take it to be “a 
cognitive computation” that is also implemented in the human brain. The latter would be an 
expression of the computational theory of mind and assume Multiple Realizability, hence 
assuming that there are non-material facts in the world, some kinds of magical Homunculi, 
and other ideas we mistakenly thought we already got rid of. I emphasise that, even though 
this practice may be prevalent in contemporary science, there is no way around this dualist 
result, no way to continue considering computations to be the essential features of the mind 
and at the same time remain physicalists. We should be strongly aware of this in our work 
in cognitive science and computational neuroscience. I cannot overstate the importance 
of this point and shall illustrate it. Some contemporary scientists, endorsing the (dualist) 
computational theory of mind, came up with an idea that is a natural conclusion of this 
(dualist) theory: we need, they suggest, seek better hardware and upload our mind to it, thus 
obtaining eternal mental life or duplicate ourselves in as many copies as we wish. This is not 
modelling thought but creating thought itself. It is a natural and almost trivial implication of 
the computational theory of mind.

When it comes to studying thought with computerised models, the only legitimate and 
useful physicalist way is to use them for modelling the physical, physiological, chemical, 
or thermodynamic processes that take place in the brain, in the same way, that we do for 
stars and galaxies, photosynthesis, and digestion. Searching for those material features of 
the brain is the task of future brain and cognitive science. Of course, in a materialist picture, 
we can also (re)create thought itself, and perhaps obtain eternal mental life, by replicating 
all the (material) features of the (material) brain that together suffice for thought. But can we 
distinguish between essential and inessential features of the (material) brain, so that we can 
model thought without (re)creating thought itself? This is an open question.
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