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ABSTRACT

Objective. Study of the validity and reliability of the discourse approach for the
psycholinguistic understanding of the nature, structure, and features of the linguistic
consciousness functioning.

Materials & Methods. This paper analyzes artificial neural network models built on
the corpus of texts, which were obtained in the process of experimental research of
the coronavirus quarantine concept as a new category of linguistic consciousness.
The methodology of feedforward artificial neural networks (multilayer perceptron)
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was used in order to assess the possibility of predicting the leading texts semantics
based on the discourses ranks and their place in the respective linear sequence. Same
baseline parameters were used to predict respondents’ self-assessments of changes in
their psychological well-being and in daily life routine during the quarantine, as well
as to predict their preferences of the quarantine strategies. The study relied on basic
ideas about discourse as a meaning constituted by the dispersion of other meanings
(Foucault). The same dispersion mechanism realizes itself in interdiscourse interaction,
forming a discursive formation at a higher level. The method of T-units (Hunt) was
used to identify and count discourses in the texts. The ranking of discourses was
provided based on the criterion of their semantic-syntactic autonomy.

Results. The conducted neural network modeling revealed a high accuracy in predicting
the work of the linguistic consciousness functions associated with retrospective
self-assessment and anticipatory imagination of the respondents. Another result
of this modeling is a partial confirmation of the assumption concerning existence a
relationship between the structural parameters of the discursive field (the rank of
the discourses and their place in the respective linear sequence) and the leading
semantics of the text.

Conclusions. A discourse approach to the study of linguistic consciousness,
understanding of its structure and functioning features seems to be reasonably
appropriate. The implementation of the approach presupposes the need to form a
base of linguistic corpora with the inclusion in each text markup of such parameters
as: the presence of specific discourses, their ranks, positions in the linear sequence
of discourses.

Key words: discourse, discursive field, discourseology, linguistic consciousness,
semantics, neural network, neural network modeling, corpus.

Introduction

Linguistic consciousness (hereinafter — LC) occupies an important
place in the subject matter field of psycholinguistics and several other
humanitarian disciplines (Abildinova, 2018; Benda, 1959; Chafe, 1974;
Chomsky, 2006; Galperin, 1992; Leontev, 1969 et al.). Researchers
pay special attention to discourse as a qualitative and quantitative unit
of LC (Foucault, 1972; Grosz, Joshi & Weinstein, 1995; Hart, 2016;
Hunt, 1977; Joshi, Prince & Walker, 1998; Lacan, 1971; Machin, 2013;
Ponton & Larina, 2016; Taboada & Zabala, 2008 et al.). A separate
applied demand for the study of LC discourseology is actualized by
the computer sciences dealing with the natural language processing
issue (Batista-Navarro et al., 2013; Crossley et al., 2014; Forsythand &
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Martell, 2007; Grosz & Sidner, 1986; Péry-Woodley & Scott, 2006;
McNamara et al., 2018 et al.).

Discursive conceptualization of LC is not fundamentally news;
however, the corresponding empirical studies are still at the early days
stage. Among other things, interdiscourse dynamics remains poorly
studied, the features of the interconnections of these dynamics with
thinking and other mental processes have not been comprehensively
investigated. Problems of this kind involve the need to consider at
least dozens of different parameters simultaneously. This significantly
complicates the use of traditional mathematical and statistical tools
in the sense of cumbersome interpretations and generalizations of the
findings. An obvious solution to this problem is the use of neural
network modeling methodology. A corresponding attempt has been
implemented in our work aimed at understanding some of the structural
and semantic parameters of interdiscourse interactions.

This article is devoted to the analysis of a series of artificial neural
network models (hereinafter — models), built on the corpus of texts
obtained in the course of our earlier research (Shymko & Babadzhanova,
2020), in turn directed to clarify the content and structure of the
coronavirus quarantine concept as an emerging category of LC. In the
current work, we considered forecasting of the leading semantics of
respondents’ quarantine definitions based on the rank of discourses and
their place in the corresponding linear sequence. The same parameters
were used to predict the respondents’ assessments of how much their
psychological well-being and daily life routine changed during the
quarantine, as well as to predict the quarantine strategies preferred by
them. Thus, we pursued the main goal of this article — to study the
validity and reliability of the discourse approach to the phenomenology
of LC, to the relevant extent that can be substantiated by the size of the
empirical sample and its other qualitative characteristics.

Methods and Techniques of the Research

The primary dataset (Shymko & Babadzhanova, 2020) has been
properly modified for the purposes of the current study, the statistical
results of which are posted separately (Shymko, 2020b). Below we
provide a description of those sampling parameters that have undergone
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the necessary restructuring and/or which were not detailed in the
primary dataset but are essential for this study. So, firstly, the input
layer of neural networks in all cases considered here is represented
by various parameters that characterize the discursive field, consisting
of 9 discourses (Shymko, 2020b: [list of discourses.pdf]). That is, the
prediction was carried out based on data of the discourses’ presence/
absence, their rank (see below) and place in the corresponding linear
sequence. Any others, incl. socio-demographic data were not used in the
construction of models for reasons of maintaining the homogeneity of
predictors. Secondly, for the identification and counting of discourses in
the texts we used the method of ‘minimum terminable unit’ or T-unit
(Hunt, 1977), taking into account the generalizations of the empirical
experience of this approach application made by Taboada & Zabala
(2008). Thirdly, the ranking of discourses was based on the criterion of
their semantic and syntactic autonomy. Namely, the only discourse in
the text or one that is commented, explained (causally or in a purpose-
oriented way), developed (semantically and/or syntactically) by another
discourse (discourses) and at the same time itself does not perform such
functions — it was evaluated as independent one. All the other discourses
were assessed as auxiliary ones.

Example 1. (hereinafter, in square brackets — texts in the
original language). «Quarantine is the restriction of people contacts,
aimed at preventing the spread of the virus» [Kapantun — 3T0
OrpaHUYCHUEC KOHTAKTOB JIIOJCH, HANpaBICHHOE HA MPEIOTBPAIICHHUE
pactipoctpanenusi Bupycal. In this text, we have identified two
discourses: CONTACT RESTRICTION (independent) and VIRUS
DISSEMINATION (auxiliary).

Example 2. «Isolation of sick people from healthy people,
for which it is necessary to introduce new tough laws. A large
complex of anti-epidemiological measures (masks, antiseptics, etc.)»
[U3omsiust  OONMBHBIX JIFOACH OT 3I0pPOBBIX, JJIS HYEro HEOOXOIMMO
BBOJIUTH HOBBIE KECTKHE 3aKOHBI. Bonboi KOMTILIEKC
MPOTUBOAIHICMUOJIOTMYCCKUX ~ MEpPONpUSATHH  (MAacKH, aHTHUCENTHKH
u T.a.)]. Here we have recorded three discourses (ISOLATION OF
INFECTED - independent; BUREAUCRATIC RESPONSE — auxiliary;
SANITATION AND HYGIENE - independent).

Example 3. «Quarantine is a set of regulatory and restrictive
measures that are aimed at preventing the mass spread of an infectious
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disease and providing for a special regime of economic and other
activities, restricting the movement of the population, vehicles,
cargo, goods and animals» [KapaHTHUH — KOMIIJIEKC peryJIsiTOPHO-
OTPaHUYHUTENIBHBIX ~MEp, KOTOpbIC HAlpaBJICHbl Ha HEJONMYIICHHE
MaccoBOTO  paclpoCTpaHEeHUs  WHQPEKIUOHHOrO  3a0oJeBaHUs U
MpEIyCMaTPUBAIONINE OCOOBIM  PEKHUM  XO3SWCTBEHHOM ¥ WHOM
NCSITETIbHOCTH, OTPAaHUYCHHUE TEPEIBUKCHUS HACCIICHHSI, TPAHCIIOPTHBIX
CPEICTB, T'Py30B, TOBapoB M KUBOTHBIX]|. In this example, we found
one independent discourse (BUREAUCRATIC RESPONSE) and
three auxiliary ones (in the order of their appearance in the text —
VIRUS DISSEMINATION, LIFESTYLE CHANGES and CONTACT
RESTRICTION).

Taking into account the above, the scale of variables reflecting the
presence/absence of discourses in the primary dataset was reformatted
from nominal to ordinal one and the data was recoded according to
the identified ranks (the absence of discourse in the text was denoted
by «zero» rank). Also, additional variables were added to the dataset:
(a) «leading discourse» (nominal scale) — to display an independent
discourse (if there were two or more such discourses in the text,
the first one was accounted); (b) «first discourse» (nominal scale);
(c) «second discourse» (nominal scale); (d) third discourse (nominal
scale); (e) the number of discourses (metric scale); (f) «sequence of
discourses» (nominal scale).

The construction of feedforward artificial neural networks
was implemented by using the software IBM SPSS Statistics V 26
(Multilayer Perceptron). Given the small number of texts in the corpus,
each model went through ten machine learning cycles. At the same time,
each iteration was preceded by a random split of the dataset for cross-
validation into the training and testing parts of the sample (the preset
approximate proportion was 70% to 30%, respectively). All models have
one hidden layer and a given range of the number of neurons in it: from
1 to 50. This paper discusses the general characteristics of the obtained
models and the corresponding predictors importance without delving
into the layer’s synaptic architecture features. The latter would require
a different publication format. However, detailed statistical reports for
each iteration are published in the Harvard Dataverse repository and are
available for review (Shymko, 2020b).
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Results

First of all, those models were generated and compared that
predict the texts semantics (leading discourse) based on the ranks of
discourses (ordinal scale) and simply by the fact of their presence/
absence (nominal scale). As expected, models with an ordinal scale in
the input layer of the neural network have demonstrated a significantly
lower percentage of errors (Table 1) with a generalized predictive
reliability level of 99.74% and 93.88% at the stage of machine learning
and testing, respectively.

Table 1. Models summary of the leading discourse prediction (predictors —
discourses in texts)

Stages of neural network modeling Average % of incorrect forecasts by 10 iterations

Nominal scale models Ordinal scale models
Machine learning 11.1 0.26
Testing 21.06 6.12

It is noteworthy that at the 8th iteration, the only model (Fig. 1)
with an ordinal scale in this series was obtained, the predictive reliability
of which was 100%, both in the process of machine learning and during

testing. Importance indicators of the predictors for this model are shown
in Table 2.

Table 2. Predictors importance (ordinal scale, 8th iteration)

Discourse Predictor’s Importance Normalized
code coefficient Importance, %
CONTACT RESTRICTION D1 0.149 100.0
RIGHTS AND FREEDOMS INFRINGEMENT D 8) 0.129 86.2
VIRUS DISSEMINATION (D 06) 0.127 85.3
SANITATION AND HYGIENE D 2) 0.115 76.9
TOTAL ISOLATION D 4 0.111 74.1
HEALTH CARE (D 5) 0.103 69.0
ISOLATION OF INFECTED D 3) 0.099 66.6
LIFESTYLE CHANGES D7) 0.095 63.6
BUREAUCRATIC RESPONSE D9 0.073 48.7
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Figure 1. The structure of the artificial neural network (ordinal scale, 8th iteration)

Comparative analysis of the predictors importance in different
iterations of this and other modeling series indicates the absence of a
single (repeatable) hierarchy of variables. Considering the frequency
parameters of the discourses’ appearance in texts (Shymko &
Babadzhanova, 2020: NKMRP4), this indirectly might point to the
greater importance of interdiscourse interconnections in comparison with
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the semantics of the discourses themselves. In other words, to predict
the leading discourse in the text, the significance of the structural
characteristics of the discursive field prevails over the semantic
features of its units.

We find confirmation of the foregoing in the next two series
of models, with the help of which we have determined the leading
discourse on the basis of nominal distinction in a linear sequence of
no more than the two first and no more than the three first discourses
(Table 3). Let us recall that the corpus consists of texts with the number
of discourses in each from 1 to 5.

Table 3. Models summary of the leading discourse prediction (predictors — few first
discourses in texts)

Stages of neural network Average % of incorrect forecasts by 10 iterations

modeling Models with the first two ~ Models with the first three
discourses discourses

Machine learning 3.16 0.00

Testing 7.86 0.00

As one can see, subject to distinguishing the first three discourses,
neural network modeling provides the most reliable prediction of
the leading discourse. We additionally verified this conclusion by
conducting another 10 iterations in two series of models with an input
layer that simultaneously distinguishes the first three discourses and
takes into account the presence/absence of discourses (one series —
using the nominal scale, other one — using the ordinal). In all cases
and at all stages level of 100% predictive accuracy were obtained
(Shymko, 2020b).

Using a similar architecture of the input layers of neural networks,
we continued to predict how much the psychological well-being and
daily life routine of the respondents changed during the quarantine
span, as well as what were their preferences for respective quarantine
strategies. Note that in the latter case, we predicted the corresponding
rank, set by the respondents to each of the four strategies they were
proposed to evaluate. The results are summarized in Table 4.

In most cases, the quality of models with ordinal scales used for
discourses is higher. Some exceptions to the effectiveness of machine
learning (DAILY LIFE ROUTINE and SYSTEMIC STRATEGY) may
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be appeared due to the complication of interdiscourse connections
because of the discourses rank parameters consideration. That is, we
assume the increase in the number of errors has been observed due to
the processing of more complex structures. Nevertheless, statistics on
incorrect predictions at the stage of models testing confirm the higher
productivity of neural network architectures that distinguish not only
interdiscourse interactions, but also the corresponding hierarchical
characteristics.

Table 4. Models summary of the non-discourse parameters prediction

Predicted variables Average % of incorrect forecasts by 10 iterations
Machine learning Testing
Scale used for discourses Scale used for discourses
Nominal Ordinal Nominal Ordinal
Psychological well-being 28.44 8.30 0.00 0.00
Daily life routine 7.52 18.23 2.5 0.00

DEMOCRATIC. 14.33 11.79 333 0.00
SYSTEMIC 8.14 12.77 0.00 0.00
MILITARY LIKE 17.96 8.22 0.00 0.00
SOCIAL PROTECTION 29.48 16.15 5.00 0.00

Quarantine
strategies

Discussions

Discussion of the results described above requires consideration of
the limitations that are objectively inherent to any research. Firstly, it
1S necessary to pay attention to the quantitative characteristics of the
primary sample (Shymko & Babadzhanova, 2020: NKMRP4), which
does not allow proper generalizing the conclusions. The same applies to
the qualitative aspect of the research empirical base, namely, the presence
in the corpus of only Russian-language texts and, as a consequence, the
impossibility of making comparisons with texts in other languages of
the Slavic group, as well as languages from other groups and branches.

Secondly, certain limitations are directly due to the design of the
study itself. Thus, the authors of texts with quarantine definitions were
asked to assess changes in their psychological well-being and everyday
life routine during quarantine, i.e. the corresponding measurements were
carried out within the framework of the phenomenologically associated
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semantic space. It seems promising to expand such a space by making
discourse measurements of LC activity products in other semantic
spheres and in variety of others (non-laboratory) situations.

Thirdly, when interpreting the results of this study, it is important
to consider the limitations caused by its theoretical (conceptual) focuses
and methodological (procedural) aspects. So, we proceeded from
the basic ideas about discourse, as of the meaning generated by the
dissemination of other meanings (Foucault, 1972). The same mechanism
realizes itself at a higher level (in interdiscourse interaction), forming
a new structural-semantic «layer» — a discourse formation (Shymko,
2020a). We believe that such dynamics are involved in the organization
and functioning of the entire LC. At the same time, we do not exclude
alternative views both on the nature of discourses and on the technical
methods of their localization and counting in texts. Cross-examination
of texts from different theoretical and methodological positions and the
subsequent comparative analysis contains a very fruitful perspective
from a heuristic point of view.

Given the above constraints, what inferences and extrapolations are
possible from the described series of neural network modeling? In our
opinion, the useful potential of this study is primarily methodological.
So, on the one hand, the effectiveness of the discourse approach to the
study of LC phenomena has been empirically tested and confirmed. In
particular, this manifested itself in the prediction results of respondents’
self-assessments and preferences based on discourse characteristics
of their texts. The very fact of the possibility of such a prediction
determines the need to formulate several hypotheses regarding the place
and role of discursive mechanisms in the work of a thinking as function
of LC. We assume that it is advisable to consider thinking not only as
operating with information that is organized discursively. Thinking, by
itself, functions discursively, i.e. in a procedural sense, thinking is a
discursive process. Among other things, such a view would well explain
why interdiscourse relationships are more important for predicting the
leading discourse than the semantics of the discourses themselves, as
discussed above.

One way or another, we convinced that the texts discourseology
can be effectively used for predictive assessment of the LC functions
and its activity products, in particular: retrospective assessment (changes
in psychological well-being and daily life routine) and anticipatory
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imagination (quarantine strategies ranking). We also believe that the
hypothesis about the relationship of the discursive field structural
parameters (the discourses ranks and their place in the linier sequence)
with the leading semantics of the text has been partially substantiated.
However, here it is necessary to distinguish between the discursive field
of a text and the discursive field of the corpus. We emphasize that the
specified relationship is come out if the composition of both fields is
known and accounted for. Thus, the question of the corpus approach to
discourseology of LC is actualized. Full verification of this hypothesis
presupposes overcoming the above limitations of our research.

On the other hand, this study can be useful in terms of some
experience in applying the methodology of artificial neural networks to
solve research problems in psycholinguistics on relatively small samples.
The need to simultaneously consider a large number of inhomogeneous
factors is a typical feature of interdisciplinary research. However, the
use of neural networks is not only a matter of the convenience of a
holistic view on a patchwork picture of variables. Multifactoriality in
psycholinguistics is accompanied by additional complexity in the form
of such a phenomenon as the entropy of language (Bentz et al., 2017).
All this reduces the sensitivity of traditionally used statistical data
processing tools to psycholinguistic patterns. In this respect, artificial
neural networks are perhaps the best methodological alternative for now.

Conclusions

A discourse approach to the study of linguistic consciousness,
understanding of its structure and functioning features seems to be
reasonably appropriate. The implementation of this approach presupposes
the need to form a base of linguistic corpora with the inclusion in the
markup of each text of such parameters as — the presence of specific
discourses, their ranks, positions in the corresponding linear sequence.
The conducted neural network modeling on the data of the local corpus
(texts of Russian-speaking Ukrainians containing the coronavirus
quarantine definitions) reveals a high accuracy in predicting the activity
results of some linguistic consciousness functions — retrospective self-
assessments and products of the anticipatory imagination. Another
result of this modeling is a partial confirmation of the assumption about

© Shymko Vitalii 203



JHuckypconozcia mosHoi ceidomocmi: Helipomepedcede MOOeNIOBAHHA. ..

relationship between the structural parameters of the discursive field (the
rank of the discourses and their place in the respective linear sequence)
and the leading semantics of the text.

The most important, in our opinion, prospects for further research
are associated with overcoming the limitations of current research.
Namely, the quantitative and qualitative increase in the corpus base,
as well as the diversification of text sources, which would provide the
possibility of forming a cross-linguistic discourseology of linguistic
consciousness.
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AHOTALIA

Mema. BusyeHHs e8anidHocmi ma  HadiliHocmi  OUCKypcosnoziyHo2o  nioxody
0714 ricuxoniHe8iCMU4YHO20 PO3YMIHHA npupodu, nobydosu ma ocobausocmeli
hyHKYiOHYy8AHHA MOBHOI c8idomocmi.
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Memoduku 0docnidxeHHA. Y OaHili pobomi nposedeHo aHAnMI3  WMYYHUX
Helipomepexcesux modesnel, 36y008aHUX HA Kopryci meKkcmis, AKi 6yauU OmMpuMaHi 6
npouyeci ekcriepumeHmMasibHo20 00CMIOHEHHA KOHUENmMy KOPOHABIPYCHO20 KAPAHMUHY,
AK HoBOi Kameeopii MmogHoi csidomocmi. BukopucmaHa memoodosoeia Helipomepeic
MpAMO20 nowupeHHs (6azamowaposuli nepuenmpoH) 3 Memoro OUiHKU mMmoxcausocmeli
MpPo2HO3yB8AHHA MPOBIOHOI CEMAHMUKU MeKCmie Ha OCHO8i PAH208UX XAPAKMepUCmMuK
ouckypcie ma ix micua y 8i0noeioHil niHiliHoi nocnidogHocmi. AHaAnO02iYHi BUXIOHI
napamempu 8UKOPUCMAHIi 078 MNpeoduKuii camooyiHOK pecrnoHOeHmis w000 3MiHu
ix ncuxonoziyHo camornoyymms i MOBCAKOEHHO020 WUMMSA 6 epiod KApaHMUHY,
a maKkox O0na nepedbavyeHHA X MepesamaHb w000 OO0UiAbHUX KAPAHMUHHUX
cmpameziti. lpu ybomy 00CniOHeHHA crnupanocs Ha 6a308i yaenaeHHA MpPo OUCKYPC,
AK MPO 3HAYEHHS, W0 MOPOOXHYEMbCA PO3CitOBAHHAM iHWUX 3Ha4yeHs (Foucault). el
e MexaHi3M po3Cito8aHHA peanizye cebe 8 MIHOUCKYpPCHIil 83aemo0il, gpopmyroyu
Ha b6inbw 8uUCOKOMY pieHi OUCKypcusHy ¢hopmauito. [nas ideHmudikayii i nidpaxyHKy
oduckypcie 8 meKkcmax eukopucmosysasci memod T-toHimie (Hunt). PaHmcy8aHHSA
ducKypcie peasiz08aHO 3a Kpumepiem ix cemaHmMUKo-CUHMAKCU4YHOI a8MoHOMiIi.
Pe3synemamu. posedeHe Helipomepexrcese MOOenOBAHHA BUABUIO BUCOKY MOYHICMb
npedukyii  pesynemamie pobomu pyHKUIl MosHOI ceidomocmi, Mos’a3aHuUx 3
pempocrneKmuBHUM CAMOOUIHIOBAHHA | GHMUYUMYOYOK YAB0t0 pecrioHOeHmis. Lle
00HUM pe3ys1mamom 303HOYeHO020 MOOenN08aHHA € 4Yacmkose idmeepoOieHHA
MpUnyweHHA MNpo HAABHICMb B830EMO38'A3KY MiX CMPYKMYpHUMU napamempamu
OUCKYpcuBHo20 oA (paHe npucymHix OucKypcie ma ix micue y 8i0nosioHili niHiliHil
nocnidosHOCMi) ma MposiOHO CEMAHMUKOK MmeKcmy.

BucHoeku. [uckypconoziyHuli nioxid 0o eusyeHHA MOBHOI ceidomocmi, po3yMiHHA I
nobydosu ma ocobausocmeli hyHKYiOHYy8aHHA — npedcmasaaemosca 0b6rpyHmMo8aHo
douyineHUM. Peanizauia makozo nidxody nepedbayae HeobxiOHicMb HopPMyBaAHHS
6a3u niHe8ICMUYHUX KOPIycie 3 BK/AOYEHHAM 8 PO3MIMKY KOMCHO20 MeKCmy makxux
napamempis, AK-om: HAABHICMb KOHKpPemHux OUCKYpCig, ix paHau, no3uuii 8 aiHiliHil
nocnidosHocmi AucKypcie mekcmy.

Knto4osi cnoea: Ouckypc, OUCKypcueHe mose, OUCKYpCosoeis, MOBHA Cc8idomMicms,
ceMaHmMuKa, HelipoHHA Mepexca, Helipomepexcese MoOesO8AHHSA, KOPycC.

Wumko Bumanuii. JucKypcosnoaus  A3bIKOB020 CO3HAHUA: Helipocemesoe
MoOdenuposaHue HEKOMopbIX CMPYKMYPHbIX U ceMaHmMuU4YecKux esaumocesseli

AHHOTAUNA

Leno. U3yyeHue sanudHocmu u HAOexHOCMU OUCKYpPCOM02U4eCcKo20 nooxoda 0/
MCUXOMUH2BUCMUYECKO20 MOHUMOHUA npupodsl, ycmpolicmea u ocobeHHocmeli
hYHKUUOHUPOBAHUSA A3bIKOBO2O CO3HAHUA.

Memoduku uccnedosaHus. B OdaHHOU pabome nposedeH aHAU3 UCKYCCMBEHHbIX
Helipocemesbix Modeneli, MOCMPOEHHbIX HA KOPIyce MEeKCMOo8, Komopblie Mosy4YeHsl
8 rnpouyecce 3SKCMNEePUMEHMAnbHO20 UCCAEO008AHUA KOHUEMd KOPOHABUPYCHO20
KapaHMUHQa, KaK HOB8OU Kame20puu A3bIK08020 CO3HAHUA. MCronb308aHa Mmemooonoaus
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Helipocemeli npaAmo2o pacrnpocmpaHeHus (MHO20CA0UHbIU nepyenmpoH) ¢ uensko
OUeHKU 803MoMtHocmell Mpo2HOo3uposaHus eedywielli CemMaHMUKU MmMeKcmos Ha
OCHOBE PAH208bIX XAPAKMEPUCMUK, COOepHAWUXCA 8 HUX OUCKYpcos u ux mecma
8 coomsemcmsytoweli nuHeliHol nocnedosamenbHoCMU. AHAM02UYHbIE UCXOOHbIEe
napamempesl  UCMOAb308AHbI  04A NPedUKyuU CAOMOOUEHOK pecroHdeHmos 06
U3MEHEHUAX UX [CUXos02udecKkoe camodyyscmeue U rnosce0HesHoU MHU3HU 8 nepuold
KaOPaHMUHG, @ makxe 014 MpedcKa3aHua rnpednoyumaemsiX UMU KAPAHMUHHbIX
cmpamezuli. lpu smom uccnedosaHue onupanoce Ha 6aszosvie npedcmasneHuUs
0 OucCKypce, KAk O 3HQ4YeHUU, MOPoHOAaeMoM pacceusaHuem Opyaux 3Ha4vyeHull
(Foucault). dmom e MexaHU3M pacceusaHus peanausyem cebsi 8 MeHOUCKYPCHOM
e83aumoodelicmsuu, opmupysa Ha b6osee 8bICOKOM yposHe OUCKYPCUBHY hopMayuio.
Ana udeHmucpukayuu u nodcyema OUCKYpCO8 8 MeKCMax UCrosab3080sCA Memoo
T-loHUmos (Hunt). PaH3uposaHue OUCKYpCO8 peasau3o8aHo Mo Kpumepur ux
CEMAaHMUKO-CUHMaKcu4Yeckoli asmoHomuu.

Pesynabmamel.  [lposedeHHoe Helipocemesoe MmooenuposaHue obHapyxusaem
8bICOKYD MOYHOCMb npedukyuu pabomel yHKYUU A3bIKOBO20 CO3HAHUSA, CB8A3Q0HHbLIX
C pempocrneKmusHbIM CAMOOUeHUSaHUeM U aHMUYUMUPYUWUM 8006paxeHuem
pecrioH0eHmMos. Euje 00HUM pe3ynbmamoM YKA3aHHO20 MOOenuposaHuUs Aensemcs
yacmuyHoe noomeepxcoeHue mnpeonosoHeHuUa O HAAUYUU B83AUMOCBA3U MEHOY
CMPYKMYPHLIMU  Napamempamu  OUCKYPCUBHO20 MOAA  (paHe n[pucymcmsyouux
OUCKypco8 u ux AuHeliHaa nocaedosamesibHOCMb) U 8edyueli cemaHmMuKkol mekcma.
Bbi1800bI. [JJucKypcosnoaudeckuli mooxo0 K U3yyeHUro A3b6IKO8020 CO3HAHUSA, MOHUMAHUI
e2o ycmpolicmea u ocobeHHocmell (PyHKUUOHUPOBAHUA — rnpedcmasnaemcs
060CHOBAHHO yenecoobpasHeiM. Peanu3ayus makozo nodxoda npednonazaem
Heobxodumocmb opmuposaHua 6a3bl AUH2BUCMUYECKUX KOPIYyCco8 C BK/HOYeHUeM
8 pasmMemky Kam0020 MeKCMa MAKUX Mapamempos, KAK — HAAUu4Yue KOHKPemHbIx
OUCKypcos, Ux paHau, no3uyuu 8 auHeliHol nocnedosamenbHOCMU OUCKYPCO8 meKcma.

Kntouesvle cnoea: OUcKypc, OUCKYpCcUBHoe rose, OUCKYPCOso2us, A3bIKosoe CO3HAHUE,
ceMaHmuka, HelipoHHaa cemso, Helipocemesoe MOeOIUPOBAHUE, KOPMYC.
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