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Abstract
Under the assumption that anticipatory models are required for anticipatory behavior, an important question arises about 
the different manners in which organisms acquire anticipatory models. This article aims to articulate four different non-
exhaustive ways that anticipatory models might possibly be acquired over both phylogenetic and ontogenetic timescales 
and explore the relationships among them. To articulate these different model-acquisition mechanisms, four schematics will 
be introduced, each of which represents a particular acquisition structure that can be used for the purposes of comparison, 
analysis, and hypothesis formulation. By bringing to the fore the differences and similarities between each of the four ways 
that anticipatory models are acquired, a more complete picture of both anticipatory behavior and its pervasive role in bio-
logical self-maintenance can be offered. In doing so, this article helps not only to shed light on how anticipatory behavior 
might arise in the wide range of organisms that it has been observed in but also to throw into relief the subtle and often still 
overlooked causal interplay between ontogenetic and phylogenetic plasticity.

Keywords  Associative learning · The Baldwin effect · Epigenetic inheritance systems · Evo-devo · Evolution · Evolution of 
cognition · Future-coordinated response · Model instantiation · Phenotypic plasticity

Introduction

Anticipatory behavior (henceforth AB) refers to the ability of 
an organism to coordinate its behavior with one or more future 
environmental or organismal states, proactively influencing how 
or whether such states occur. Such behavior has been of great 
interest to cognitive science and psychology because it has often 
been seen as indicative of cognition (Bartlett 1932; Craik 1943; 
Piaget 1970; Neisser 1976; Drescher 1991; Arbib 1992; Castelf-
ranchi 2005; Lyon 2006 ; Pezzulo 2008 ; Bickhard 2009; Deacon 
2012; Clark 2016; Corcoran et al. 2020; Sims 2021). Interest-
ingly, within the last 30 years various biological studies have sug-
gested that AB is not limited to neuronal organisms but may also 
be exhibited by organisms such as bacteria (Schild et al. 2007; 
Tagkopoulos et al. 2008), fungi (Mitchell et al. 2009; Rodaki 
et al. 2009), acellular slime mold (Saigusa et al. 2008), amoebae 
(De la Fuente et al. 2019), and plants (Novoplansky et al. 1990; 
Latzel and Münzbergová 2018). For example, it has been shown 

that after being repeatedly exposed to episodes of three regularly 
spaced bursts of dry air, each separated by a 60-minute period 
without stimulus, acellular slime mold (Physarum polycephalum) 
spontaneously decreases its locomotion speed prior to the onset 
of when the next air burst episode would have occurred were the 
same temporal pattern continued (Saigusa et al. 2008). Whether 
this example or any of the other instances of AB in non-neuronal 
organisms should truly be considered an expression of cognition 
is a matter of contested debate (see Corcoran et al. 2020). Setting 
the topic of cognition aside, one important question that arises for 
AB across the biological board is how its various instances arise 
in the first place. That is, what imbues an organism, whether an 
E. coli or a human, with the capacity to coordinate its behavior 
with yet-to-be encountered environmental (or organismal) states?

One answer that has been suggested by numerous scholars 
is that AB requires that organisms instantiate internal anticipa-
tory models, the structure of which simultaneously captures the 
structure of the organism’s environment and the manner in which 
the organism’s actions affect both it and its environment (Rosen 
1985/2011; Tagkopoulos et al. 2008; Friston et al. 2010, 2019; 
Louie 2010, 2012;   Ginsburg and Jablonka 2019; Levin 2019; 
Corcoran et al. 2020; Sims 2021; Sims and Pezzulo 2021). In 
acquiring an anticipatory model, organisms may exploit such 
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models to guide anticipatory adaptive control, preparing for 
resource fluctuations or mounting defensive responses prior to 
encountering a threat. If it is indeed the case that anticipatory 
models are required for AB, an important question arises about 
the different manners in which organisms acquire anticipatory 
models.

This article aims to articulate four different non-exhaustive 
ways that anticipatory models might possibly be acquired over 
both phylogenetic and ontogenetic timescales and explore the 
relationships between them. They are: (1) mutation-based acqui-
sition, (2) epigenetic inheritance-based acquisition, (3) associa-
tive learning-based acquisition, and (4) Baldwin effect-based 
acquisition. To articulate these different model acquisition mech-
anisms, four schematics shall be introduced, each of which rep-
resents a particular acquisition structure that can be used for the 
purposes of comparison, analysis, and hypothesis formulation. It 
is my hope that by bringing to the fore the differences and simi-
larities between each of the four ways that anticipatory models 
are acquired, a more complete picture of both AB and its perva-
sive role in biological self-maintenance can be offered. In doing 
so, this article helps shed light on how AB might arise in the wide 
range of organisms that it has been observed in, something that 
is important under the assumption that not every form of model 
acquisition is found across all taxa. Associative learning-based 
acquisition, for example, might go a long way in explaining how 
many cases of AB arise in many animals (Ginsburg and Jablonka 
2019) and plants (Gagliano et al. 2016; but see Markel 2020) and 
amoebae (De la Fuente et al. 2019; Carrasco-Pujante et al. 2021); 
however, it fails to account for AB in bacteria, yeast, or slime 
mold, organisms for which there is currently a lack of substanti-
ated evidence supporting the presence of associative learning. 
Something else in these organisms must account for their AB. 
By exploring some of the relationships among these possible 
paths to AB and hence throwing into relief the subtle and often 
still-overlooked causal interplay between ontogenetic and phylo-
genetic plasticity, this article moves the discussion forward about 
the relationship between learning and evolution, a foundational 
topic in both biology and cognitive science.

The organization of this article proceeds as follows: the second 
section provides a brief overview of the notion of anticipatory 
models and their relation to AB as proposed by Robert Rosen 
(1985/2011). The third section articulates four possible ways that 
anticipatory models might be acquired, proposing four respective 
core mechanisms, and providing a simplified schematic for each. 
To this, examples supporting the presence of each mechanism, 
with the exception of associative learning-based acquisition, shall 
be provided. Taking into consideration the characterization of the 
four manners of acquiring anticipatory models, the fourth section 
considers some of the environmental and organismal features 
that constrain each acquisition type, thereby offering a few rough 
heuristics to guide both the identification of the different model-
acquisition types in nature and experimental evolutionary design.

Before moving on, a few preliminary remarks are in 
order: the notion of behavior, as it will be used through-
out this article, refers broadly to both motor responses (i.e., 
movement or non-movement produced by striated contractile 
tissues) and to biochemical responses (i.e., the production 
or inhibition of biochemical gene products) at the level of 
an individual organism. This notion of behavior diverges 
significantly from that deployed in comparative psychol-
ogy and is more akin to how behavior is understood in the 
process theory, active inference (Friston et al. 2017), and 
within biogenic approaches to cognition (Lyon 2006) such 
as autopoetic theory (Maturana and Varela 1980).

Moreover, in this article I shall follow Rosen (1985/2011) 
in assuming that all AB requires that a system instantiate 
an anticipatory model (also see Poli 2010). Just how such 
models may be construed is the topic of the section to which 
we now turn.

A General Overview of Anticipatory Models

The idea that AB results from the exploitation of anticipa-
tory models is one that has been extensively developed and 
defended in the context of systems biology by theoretical 
biologist Robert Rosen (1985/2011). According to Rosen, 
living systems are anticipatory systems. Their capacity 
to adaptively coordinate their behavior with the future is 
something that Rosen argued sets living systems apart from 
nonliving systems. An anticipatory system is one that “con-
tains a predictive model of itself and/or of its environment, 
which allows it to change state at an instant in accord with 
the model’s predictions pertaining to a latter instant” (Rosen 
1985/2011, p. 313). If living systems are anticipatory sys-
tems, then, as this characterization makes clear, the concept 
of an anticipatory model is central to explaining any instance 
of AB across the range of all living systems. More recently, 
anticipatory models have found a statistical analogue in the 
notion of recognition models within the theory of active 
inference (Friston 2010; Pezzulo et al. 2015; Corcoran et al. 
2020; Tschantz et al. 2020) where they, together with gener-
ative models, function to proactively control perception and 
action (Sims and Pezzulo 2021). Avoiding unnecessary tech-
nical details, in this section I will provide a general overview 
of anticipatory models. The notion of anticipatory models 
that shall be presented here is not meant to be faithful to 
Rosen’s account or to active inference but may be seen as 
largely compatible with such accounts of anticipatory mod-
els. The purpose of this overview is to get a clear general 
picture of what such internal models are, a picture that can 
be referred to later when considering the various ways that I 
will suggest anticipatory models might be acquired.
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In order to grasp what anticipatory models are, it is first nec-
essary to understand what they are models of and hence the 
conditions that make anticipatory models possible. Living sys-
tems inhabit environments in which such regularly sequenced 
structural relations are ubiquitous (Betchel 2011; Feddilino and 
Tavazoie 2012; Bernhardt et al. 2020). To be sure, correlational 
structures may take at least two forms: one form describing the 
structure that exists between an environmental state/event type 
at one time and that same state/event’s tendency to follow a par-
ticular trajectory over time. The example above of periodic dry 
air bursts that Physarum polycephalum proactively responds to 
is an illustration of this form of correlational structure. Another 
form of correlational structure describes the relation between 
one environmental event type that follows regularly from another 
environmental event type. It is this latter kind of correlational 
structure that the current article will be focused upon. Whether 
it is the tendency that an increase in temperature will be followed 
by a decrease in ambient oxygen upon entering the mammalian 
gastrointestinal tract (see below) or the tendency for fluid remains 
of the freshwater crustation (daphnia) to be followed by the con-
tinued presence of their predators in the next generation (Laforsch 
et al. 2006), such regular temporal correlations abound. Impor-
tantly, these structures between events can occur across many 
timescales, ranging from one event type following another in a 
matter of seconds to being separated by one or more generations. 
The correlated events that this article is concerned with are those 
that are occur within the lifetime of an individual organism at 
least once. As we shall see, it is often the case that the tempo-
ral nature of a given correlational structure determines how that 
structure is captured in the dynamics of an anticipatory model. It 
is the existence of these regular structures and the fact that they 
can be both harnessed and exploited for adaptive behavior that 
the notion of anticipatory models is meant to capture.

An anticipatory model may be characterized as a living 
system’s way of being organized, such that the organism’s 
dynamic patterns of organization capture the regular cor-
relational structure of the environment and/or organismal 
sensory state trajectories (Bernhardt et al. 2020; Sims 2021) 
(see also Landmann et al. 2021 for “model predictive con-
trol”).1 Capturing the environmental and/or organismal 
structure is a process of abstraction (Rosen 1985/2011) and 

refers to the idea that a subset of states (properties or charac-
teristics) of the modelled system are mapped onto some set 
of distinct states (properties or characteristics) of the model-
ling organism. It is because this mapping relation is structure 
preserving that state changes in the model can be reliably 
correlated with state changes in the environment and/or sen-
sory states.2 Structured model dynamics, as a result, may 
be used to drive behavior that is adapted to environmental 
structure prior to encountering part of the structure.

Importantly, anticipatory models do not capture just any 
property or characteristic of the target system. They capture 
regular correlational structure. Such capturing may be cast 
as a form of data compression in which many instances of 
observation pairs are encoded into a compact rule (i.e., a 
generalization). It should be noted here that model deploy-
ment and rule-following are subpersonal-level process that 
need not (but can at some level of increased complexity) 
rise to personal-level awareness (Poli 2010; Clark 2016; 
Corcoran et al. 2020; Sims 2021). Crucially, it is because 
the model’s structure-capturing dynamics are faster than the 
dynamics of the modelled system that the outcome state in 
the model is anticipatory of the outcome state of the mod-
elled system/process (Rosen 1985/2011; Pezzulo 2008; Poli 
2009; Louie 2010).

For example, say there is an organism, O, with a model, 
M. Let us also say that M captures a structural relation 
between two sensory states, call them S1 and S2, such that 
S1 maps onto S* and S2 maps onto S** in M. The relation 
between S1 and S2 is such that the latter regularly follows 
the former and in M this maps onto [if S* at tn then S** at 
tn+1]. In other words, the fact that S* occurs prior to S** in 
the model encodes information about the temporal order of 
the environmental event types that cause sensory states S1 
and S2. If state S1 at t1 is encountered, then because of the 
captured correlational relation and the fact that trajectory of 
M’s dynamics (going from S* to S**) runs faster than the 
trajectory of the environmental states causing both S1 and 
S2 and hence faster than S1 to S2, M can elicit predictive 
dynamics, allowing O to behaviorally cope with S2 upon 
encountering S*. That is, as a result of the mapping of states 
and structural relations in M, M’s dynamics can be exploited 
by O to anticipate an environmental/sensory state at a future 

1  Interestingly Riegler (2001) writes: “Can we find an answer to the 
question of whether anticipation needs an internal model in the mind 
or whether it is a fundamentally embedded in the organization of the 
subject?” (p. 1). If the characterization I’ve provided of anticipatory 
models here is accurate, then posing such a question introduces a 
false dichotomy; internal models are fundamentally embedded in the 
organization of the subject.

2  In Rosen’s theory, the notion of structural preservation is spelled 
out mathematically in terms of conjugacy between sets of states in a 
natural system and sets of states in a model. For the details see Rosen 
(1985/2011). In active inference, structural preservation is given a 
statistical gloss as the tuning of the priors that feature in an internal 
model (see Sims and Pezzulo 2021).
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timestep and proactively behave, B, in a way that prepares it 
for S2 prior to S2’s coming about (see Fig. 1).

The benefit of a cue to an organism rests in its ability 
to reduce environmental uncertainty about future states in 
virtue of the cue and the future state exhibiting high mutual 
information (Donaldson-Matasci et al. 2010; Bernhart et al. 
2020).3 Given that subsequent environmental states that fol-
low the presence cue (S1) are often non-neutral with respect 
to how such states affect the organism, exploiting antici-
patory models is key for the control of adaptive behavior. 
For example, hearing rapid and evolving rhythmic patterns 
against the surface of a stairway cupola is not only a cue that 
it is raining outside but also that your plans to walk to the 
shop now will most likely result in your getting drenched. 
By capturing correlational structure between the occurrence 
of certain environmental states and the environmental and 
sensory outcomes that follow from such states, a model may 
be leveraged to generate behavior that influences whether 
or how those outcomes unfold (walk to the shop later if 
you prefer not to get wet!). This is particularly important 
when the negative effects that might follow the occur-
rence of a particular environmental (cue) state threaten to 
destabilize long-term homeostasis. Given that homeostatic 
equilibrium is dependent upon an organism’s remaining in 
a select range of phenotypic states (its homeostatic range) 
despite environmental perturbation (Cannon 1932), AB is 
driven and nuanced by anticipatory models that fundamen-
tally answer to an organism’s long-term homeostasis.4 It 

is via future-oriented internal dynamics in the model that 
an organism’s behavior is tuned so as to continue to bring 
about homeostasis-compatible sensory states (Sims 2021). 
Thus, AB—when all goes well—may make the difference 
between something as menial as staying dry and getting wet 
but it also may be that which makes the difference between 
defending or foregoing biological integrity.

Hence, we arrive at Rosen’s (1985/2011) claim that liv-
ing systems are anticipatory systems; it is difficult to imag-
ine purely responsive systems would live very long given 
that such a system’s behavior would be error driven. Such 
systems would be condemned to a (short) life of corrective 
responses and since it takes time to initiate a corrective 
response, they would run the risk of irrecoverable dysho-
meostasis prior to recovery (cf. Poli 2009, 2010; Bern-
hart et al. 2020; Sims 2021). As such, we should expect 
anticipatory models that allow for proactive rather than 
reactive behavior to be a ubiquitous feature of the living 
world (Louie 2010). It is in virtue of its contribution to the 
robustness at the level of the individual that “anticipation 
also becomes one of the primary drivers in the process of 
evolution and adaptation as well of a product of it” (Rosen 
2009, pp. 8–9).

With this general notion of anticipatory model to hand, let 
us now move onto exploring four possible ways that antici-
patory models might be acquired across a diverse range of 
organisms.

Four Paths to Anticipatory Behavior

In this section I will begin by articulating some of the 
simpler mechanisms that underwrite anticipatory model 

Fig. 1   Schematic of an anticipa-
tory model: S1 and S2 = regu-
larly successive sensory states; 
S* and S**= successive organ-
ismal states; M = the model; 
B = behavior

3  Mutual information is a probabilistic measure that quantifies the 
mutual dependence between two random variables when sampled 
simultaneously.
4  The homeostatic range that defines an organism’s phenotype is 
interpreted in active inference in terms of its generative model, a stip-
ulated normative model that is entailed by the realized (anticipatory) 
recognition model.
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acquisition; given the simplicity of these proposed mecha-
nisms it is reasonable to think that they are good contenders 
for anticipatory model acquisition in basal organisms. I will 
then proceed to work my way up, looking at more complex 
mechanisms that may or may not be restricted to explaining 
anticipatory model acquisition in more complex organisms. 
In presenting these mechanisms from simple to complex, 
the evolutionary order in which such mechanisms may have 
historically arisen is hinted at. The various paths to AB that 
I will trace out here span a range from phylogenetic acquisi-
tion to ontogenetic acquisition and each successive mecha-
nism presented builds upon the details of the mechanism(s) 
that preceded it. The nature of this section involves some 
empirically supported speculation. However, as long as the 
content that is core to any speculation is subject to adjudica-
tion and is able to inform testable hypotheses, then specula-
tion itself remains an invaluable part of scientific discourse. 
As such, nothing that will be presented in this section is 
meant to decide anything a priori. It should merely serve 
as a call to and a tool for further investigation theoretically, 
computationally, and at the bench.

Mutation‑Based Acquisition

A first possible manner that organisms might acquire an 
anticipatory model that I would like to explore is based 
on genetic variation via random mutation. Mutation-based 
model acquisition refers roughly to the idea that some sub-
population of organisms comes to capture the correlational 
structure of the environment after repeatedly encountering 
that structure over multiple generations via the role that her-
itable random mutation (e.g., a permanent modification in 
the DNA sequence of a gene) plays in an embedding regu-
latory network. The presence of the mutation—as interpre-
tated—results in an otherwise merely reactive regulatory 
network exhibiting anticipatory dynamics (i.e., instantiating 
an anticipatory model) and the form that these dynamics 
take may be transmitted across generations.

In an extremely simplified representation of mutation-
based acquisition we might imagine something like the fol-
lowing occurring: members of a microbial subpopulation 
encounter some environmental cue that causes a sensory 
state (call it S1).5 As a result of that encounter, the gene 

product that is expressed (or repressed) (call it S*) in the 
organism sets into motion the expression of a secondary, 
auto-catalyzing gene product (call it S**) in virtue of the 
mutation of gene S**. Autocatalysis is a kind of positive 
feedback mechanism in which the presence of the auto-cata-
lyzing product both causes and speeds up its own production 
and as such is produced rapidly in a short amount of time (cf. 
Kauffman 2000). Given the specificity of the environmental 
inducer of S*, and that S** can be induced by either gene 
product S* or by the environment via S2, the configuration 
between genes S* and S** encodes information about the 
regular temporal order of the environmental event types that 
cause S1 and S2. As such, the induction of S* raises the 
probability that S2 will occur afterwards. If the product S** 
is both produced more rapidly than the environmental state 
trajectory causing both S1 and the subsequent sensory state 
(S2) and the expression of S** allows the organism to com-
pensate for the yet-to-be encountered environmental cause of 
S2 to the degree that without S** the probability of a cell’s 
surviving would decrease, then mutation-based acquisition 
can occur. This compensation takes the form of some antici-
patory (meta-metabolic, physiological, or motoric) behavior 
(B). Importantly, in those organisms lacking the gene S** 
mutation, the gene product S* does not induce S**; rather, 
product S** is induced directly by sensory state S2 (i.e., 
by encountering the environmental change that causes S2) 
(see Fig. 2).

Given the presence of the mutation and its effect on the 
regulatory pathway and the regular correlational structure 
in the environment, as long as the conditions brought about 
in the latter act as a stable selection pressure for the popu-
lation, and there happens to be no other mechanism that 
the population can deploy more efficiently to cope with that 
selection pressure, the genetic variation will confer a fitness 
advantage to the subpopulation. That is, via natural selec-
tion, increased differential fitness will result in an eventual 
increase in the frequency of the random mutation within the 
population until most of the population acquires the antici-
patory model, or the niche is altered in such a way that the 
variation is no longer adaptive.

Since natural selection is the driving mechanism behind 
this way of acquiring anticipatory models, and because 
natural selection when driven alone by random mutation is 
a slow and gradual process, mutation-based acquisition is 
itself slow and gradual. That being said, for organisms such 
as bacteria, because of their capacities to reproduce sexually 
via conjugation in addition to both picking up genetic mate-
rial directly from their environments and merging via fusion, 
the time it takes for such mutation to propagate through a 
bacterial population is comparatively much less than it is 
for organisms that are limited to sexual reproduction alone 
for the exchange of genetic material. This is not a trivial 
point: once an individual bacterium inherits this form of 

5  The simplified schematics I offer throughout this article, like all 
other models, abstract away from the many details that we might 
expect to find in the target phenomena. For example, as it may occur 
in actual organisms, mutation-based acquisition will certainly involve 
complex gene regulatory network dynamics in which multiple genes 
and proteins interact by way of transcription factors and RNA. Nei-
ther these complex regulatory interactions nor the constraints put in 
place by epistasis are featured in the mutation-based acquisition sche-
matic.
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mutation-based anticipatory model, the fast-paced rate of 
asexual reproduction (binary fission) is likely to ensure that 
all daughter cells, having an identical genome, carry the 
mutation and hence the model.

Under what conditions might mutation-based model 
acquisition arise? Generally, such model acquisition would 
be likely to occur in instances in which populations face new 
selective pressures because of their exposure to new environ-
mental conditions that are potentially dyshomeostasis induc-
ing. Such exposure may be non-exhaustively driven by (a) a 
population’s colonizing a new environment that exhibits an 
already present exploitable regular structure; (b) a popula-
tion modifying their own environment over time;6 or (c) the 
colonization of an already occupied environment by new 
populations (i.e., predators and/or competitors), and those 
colonizers introducing new exploitable structures for those 
organisms that were already there. Given the complex nature 
of ecologies (Gilbert 2000; Watson and Szathmary 2016), it 
is most likely that all three of these conditions set the stage 
for mutation-based acquisition to arise.

That mutation-based acquisition is a plausible explana-
tion for at least some of the AB exhibited by basal organ-
isms finds support in studies (and the interpretations thereof) 
on AB in bacteria (Tagkopoulos et al. 2008; Mitchell et al. 
2009; Freddolino and Tavazoie 2012) and yeast cells (Mitch-
ell et al. 2009; Freddolino and Tavazoie 2012; Dhar et al. 
2013; Mitchell and Lim 2016). For instance, studies by 
Tagkopoulos et al. (2008) provided evidence for anticipa-
tory behavior in E. coli which occurs in the metabolically 

important transition from aerobic to anaerobic environments, 
the kind of transition that E. coli encounter when migrating 
from a terrestrial environment into the gastrointestinal tract 
of a mammal. Using a bioreactor to simulate the kind of 
correlational structure between a temperature upshift (25 ºC 
to 37 ºC) and an ambient oxygen downshift that would be 
encountered as a bacterium enters the GI tract, Tagkopoulos 
et al. (2008) found that E. coli use the temperature upshift as 
cue to both repress genes encoding for products that allow 
for aerobic respiration (cytochrome bo3 oxidase complex 
and components of the TCA cycle) and induce genes that 
allow them to engage in anaerobic respiration (components 
of the cytochrome bd oxidase complex) prior to encoun-
tering an oxygen-poor environment. Redescribing these 
findings using the simplified schematic of mutation-based 
acquisition: a sensed temperature upshift (S1) results in the 
repression of aerobic respiration-enabling gene products 
(S*), which induces the expression of anaerobic respiration-
enabling gene products (S**), the activity of S* and S** 
together engaging an anaerobic metabolic system prior to 
the bacterium’s sensing oxygen-poor environmental condi-
tions (S2).

The coregulation of genes mediating such anticipatory 
bacterial behavior, according to Tagkopoulos et al., is an 
adaptive anticipatory response to the correlational struc-
ture between temperature change and oxygen change that 
has evolved over phylogenetic timescales. It is clear that 
these researchers see something like mutation-based model 
acquisition as being responsible for the presence of E. coli’s 
anticipatory response as evidenced when they write:

More generally, the correlation-structure of the envi-
ronment can be internalized as a probabilistic model in 
the high-dimensional space of an organism’s complete 

Fig. 2   Schematic of mutation-
based anticipatory acquisition: 
S1 and S2 = regularly suc-
cessive sensory states; S*= 
gene; S**=gene mutation with 
auto-catalyzing gene product; 
M = the model; B = behavior. 
S1 induces the production of S* 
which leads to the expression of 
secondary auto-catalyzing gene 
product S**. Given the high 
rate at which S** is produced 
and its influence on B, the regu-
latory network dynamics that 
embody M result in proactive B 
prior to S2

6  For example, the presence of oxygenated environments on Earth 
was preceded by an anaerobic environment populated with bacteria 
whose metabolic waste created the aerobic environment that they had 
to metabolically adapt to.
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sensory perception. As such, the very organization of 
microbial regulatory networks may, in large part, rep-
resent the physical instantiation of this probabilistic 
model. (Tagkopoulos et al. 2008, p. 6)7

The idea that AB is an evolved response and that the 
capacity for AB in microorganisms is underwritten by an 
internalized anticipatory model of the environment’s cor-
relational structure, suggests that the acquisition of an 
anticipatory model in the case of E. coli’s anticipatory 
metabolic regulation may indeed be explained in a man-
ner that is consistent with mutation-based model acquisition 
(see also Mitchell and Lim 2016; Freddolino and Tavazoie 
2012).8 The plausibility of this interpretation for these strik-
ing experimental results is dependent upon the assumption 
that heritable variation takes the form of gene variation (i.e., 
classical mutation). We, however, will see in the next sub-
section that this needn’t always be the case.

Epigenetic Inheritance‑Based Acquisition

Before articulating the details of the next form of model 
acquisition that I would like to propose, a few remarks are 
in order regarding the notion of epigenetic inheritance itself. 
This form of inheritance refers to “the transmission to sub-
sequent generations of cells or organisms of phenotypic 
variations that do not stem from variations in the DNA base 
sequence” (Jablonka 2017, p. 3). As such, it represents a 
form of soft inheritance: a case in which the environment 
can directly influence variation in heritable material, having 
persistent, adaptive phenotypic effects. Such epigenetic vari-
ation may be induced by the external environment, internal 
regulatory factors, and random fluctuations in the cellular 
milieu (Jablonka and Lamb 2005).9 Although the molecu-
lar mechanisms underwriting epigenetic inheritance are 
still not known in many systems, some of the mechanisms 
that are currently recognized include structural templating 
(e.g., conformation of prion proteins) (Harvey et al. 2020), 

self-sustaining gene regulatory loops (Roberts and Wick-
ner 2003; Dubnau and Losick 2006; Zordan et al. 2006), 
small RNA interference (Nowacki et al. 2008; Rechavi et al. 
2011), and chromatin marking (e.g., patterns of DNA meth-
ylation and histone modification) (Chandler 2007; Castel 
and Martienssen 2013).10 Importantly, these mechanisms are 
overlapping and interdependent (Cedar and Bergman 2009; 
Bateson and Gluckman 2011), the interaction between small 
noncoding RNAs and other epigenetic mechanisms likely 
playing a major role in providing specificity to other epige-
netic mechanisms (Koziol and Rinn 2010).

Transmission of phenotypic variations can occur 
through asexual reproduction (i.e., binary fission in 
prokaryotes) (Roberts and Wickner 2003; Dubnau and 
Losick 2006; Hu et  al. 2018), in addition to meiotic 
(germ cell) division (Champagne and Meaney 2006; 
Rechavi et al. 2011; Rodgers et al. 2013; Yu et al. 2013).11 
Through the transmission of functionally adaptive phe-
notypic states, offspring may be preadapted to some of 
the environmental conditions that their parent(s) encoun-
tered, hence avoiding the cost of deleterious effects that 
accompany being in nonadaptive phenotypic states and/
or the cost of having to expend metabolic energy and time 
on switching phenotypes.12 As such, epigenetic inherit-
ance can contribute to an individual’s selective advantage, 
facilitating evolutionary change as a source of heritable 
variation. Moreover, it can also increase the rate of evolu-
tion because epigenetic variation can occur simultaneously 

7  To describe a model as being probabilistic is to say that the cor-
relational rules that govern the state transitions in a model (and hence 
behavior) are governed by something akin to Bayes’s rule. We have 
already seen above that active inference (Friston et  al. 2017; Kiefer 
and Hohwy 2018; Tschantz et al. 2020 ) is committed to a similar sta-
tistical understanding of anticipatory model dynamics.
8  Circadian rhythms may be plausibly understood as a kind of instan-
tiated anticipatory model (Tagkopoulos et  al. 2008), one that may 
have been acquired early on in evolutionary history via mutation-
based acquisition in ancient photosynthetic bacteria such as Cyano-
bacteria (see Edgar et  al. 2012 for a detailed theory on the chang-
ing environmental conditions that drove the evolution of circadian 
rhythms).
9  Strictly speaking, epigenetically inherited phenotypes can also be 
the product of random differential DNA methylation regions, or what 
are known as epimutations (see Holliday 1987).

10  For a detailed overview of these mechanisms see Jablonka and Raz 
(2008) and Heard and Martienssen (2014).
11  Although there is evidence suggesting that histone modification 
may play a role in mediating transgenerational epigenetic inheritance 
in invertebrates and plants (Lim and Brunet 2013; Heard and Mar-
tienssen 2014; Fallet et al. 2020), the notion of transgenerational epi-
genetic inheritance remains controversial (Radman-Livaja et al. 2010; 
Ptashne 2012; Cantone et al. 2013). One reason for such skepticism 
is that histone marks (which include histone methylation, acetylation, 
and phosphorylation) are removed during mammalian oogenesis. 
However, while such marks are also removed during spermatogen-
esis in mammals, they are replaced by protamines which may play a 
role in transgenerational epigenetic inheritance in mammals (Brun-
ner et  al. 2014). DNA methylation marks, on the other hand, are 
usually removed in both males and females in mammals but may be 
reconstituted in the next generation, presumably through interactions 
with transmitted gametic RNAs (these two epigenetic mechanisms 
are often linked, it seems) (Grewal and Jia 2007; Ringrose and Paro 
2007). Moreover, there seem to be many genomic regions in verte-
brates that may not be subject to demethylation (see Van der Heijden 
et al. 2006), thus warranting further investigation into DNA methyla-
tion as a mediator of transgenerational epigenetic inheritance in verte-
brates (Nestler 2016).
12  In the sense that offspring are preadapted, epigenetic inheritance 
may be cast as a developmental anticipatory process at the level of 
the lineage. Although interesting in its own right, I would like to 
remind the reader that here I am interested in AB exclusively at the 
level of the individual.
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in multiple individuals when the inducing environmental 
conditions are encountered (Jablonka and Lamb 2020). 
Importantly, the kinds of inherited responses that are 
adaptive are those that “can be inherited for a while in the 
absence of the environmental trigger, but not for a very 
long period of time” (Lachmann and Jablonka 1996, p. 
5). Progeny is thus preadapted, and yet over the course 
of ontogeny if environmental conditions change and such 
phenotypic states are no longer adaptive in the current 
context, they may be (developmentally) selected against 
whilst other heritable adaptive phenotypic variations are 
environmentally induced (cf. Soen et al. 2015).13 Epige-
netic inheritance thus represents a significant form of phe-
notypic plasticity.

Anticipatory model acquisition that is based upon epi-
genetic inheritance, I would like to suggest, refers to the 
idea that heritable epigenetic variation via any of the afore-
mentioned epigenetic mechanisms can capture environ-
mental correlational structures that organisms are regularly 
exposed to over time and thus lead to adaptive anticipa-
tory behavioral phenotypes that may be transmitted across 
generations. Unlike mutation-based acquisition, this form 
of model acquisition does not have to wait upon the pres-
ence of a random mutation to occur. Like mutation-based 
acquisition, however, the regularity of a particular correla-
tional structure in the environment at the level of epigenetic 
inheritance-based acquisition reinforces a model acquisition 
across generations: in order for the model to be acquired, 
it is not the case that a single individual must encounter the 
correlational structure multiple times in its lifetime; rather, 
that structure needs only to be regularly encountered by the 
population over many generations. Moreover, given that epi-
genetic inheritance mechanisms such as chromatin marking, 
self-sustaining loops, and regulation and heritability of small 
RNAs are taxonomically ubiquitous (Ginsburg and Jablonka 
2009), anticipatory model acquisition based on these par-
ticular mechanisms may also underwrite the capacity for 
AB in a host of organisms of varying complexity—from 
prokaryotes to eukaryotes. For reasons of limited space my 
current focus will however be restricted to offering a pro-
posal as to how epigenetic inheritance-based acquisition 
might occur in virtue of a general epigenetic mechanism—
a mechanism that can be filled out more accurately with 

details of chromatin marking, self-sustaining loops, and/or 
small RNA interference.

For the basis for the schematic, let’s consider a hypotheti-
cal asexually reproducing organism. This organism encoun-
ters a change in its environmental conditions via sensory 
state S1 for the first time. Assume also that the environmen-
tal cause of S1 is regularly followed by (in a manner of min-
utes) a stress-inducing event, the cause of S2. The continued 
presence of S1 induces the expression of gene product S*, 
the expression of which is otherwise normally inhibited in 
conspecifics lacking any encounters with environmental 
causes of S1. The occasioning of S1 also results in the epi-
genetic modification of gene S*, engendering autocatalysis 
with respect to product S*. As long as the signal from S1 
is occasioned, it amplifies the production of S*. When S* 
has reached a high enough concentration, it affects gene 
S** by acting itself as an amplifier of cellular signal S2 at 
gene S** and thereby lowering the threshold of the specific 
signal associated with S2 required to induce the expression 
of product S**. Such amplification, for instance, may take 
the form of the binding of multiple copies of a transcription 
factor to a promotor. Importantly, the concentration level of 
S* required for the maintenance of the autocatalytic loop is 
not as high as the level required for amplifying the signal 
S2 at gene S**. When and only when the environmental 
cause of S2 is encountered—even at low trace values—is 
the expression of S** induced, allowing the organism to 
adapt to homeostatically challenging environmental states 
prior to encountering them by making a difference as to 
how a resulting biochemical behavioral response (B) will 
come about. More precisely, the activity of the epigenetic 
mechanism as situated within the dynamics of the regula-
tory network primes biochemical behavior, allowing for a 
more rapid and stronger response to S2 when (and if) it 
arises. The epigenetically modified activity of gene S* in 
relation to the disposition of gene S** to be affected by S* 
(i.e., the anticipatory model) respectively encodes infor-
mation about the fact that a specific environmental event 
type that uniquely engenders S1 has been detected by the 
organism in its lifetime (or in the lifetime of the organism’s 
progenitor(s)) and how the temporal order of the environ-
mental event types that uniquely engender S1 and S2 are 
likely to come about in a natural environment: there a high 
probability that S1 will be followed by S2 (see Fig. 3).

When S1 is no longer occasioned, the levels of S* slowly 
decrease, but because of the autocatalytic activity engendered 
by the epigenetic mechanism, product S* remains present 
in the network. Although the concentration of S* does not 
remain high enough to have effects upon gene S** (and thus 
the occasioning of S2 without S1 will not elicit a primed 
response), it remains high enough to self-perpetuate at gene 
S*. Once the epigenetic molecular mechanism is in place 
and some form of autocatalysis is occurring, given that the 

13  The idea that phenotypic variation in epigenetic inheritance can 
be environmentally induced seems to be very similar to the general 
notion of phenotypic accommodation (Baldwin 1896, 1902; West-
Eberhard 2003). Although related, there are important differences 
between the two notions. In phenotypic accommodation, there is 
environmentally inducible phenotypic variation without heritability or 
genetic change. In epigenetic inheritance, however, although environ-
mentally induced phenotypic variation is not a genetic change, it is 
heritable via epigenetic mechanisms. Moreover, it is heritable despite 
the absence of the environmental state that originally induced the 
phenotype.
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markers involved in such a mechanism can be transmitted 
from parent to offspring, the network dynamics between the 
autocatalyzing S* and gene S** (i.e., the model M) can be 
transmitted across generations. In short, anticipatory models 
can be maintained across generations in virtue of the fact that 
epigenetic markers act as a type of transgenerational memory 
and that the configuration between S* and S** has already 
been genetically encoded and may thus be inherited.14 If S1 
is occasioned in the same organism or its progeny, levels of 
S* will be amplified (again) to the degree that this product 
will prime gene S** for a stronger and faster response to the 
highly probable occurrence of S2. The adaptive advantage of 
this form of model acquisition lies in the fact that after repro-
duction (e.g., division or budding) it is more physiologically/
metabolically efficient for offspring to be preadapted to the 
environment rather than having to endure a period of time 
adapting to it—particularly if the environmental correlational 
structure encountered by the offspring is similar to that which 
was experienced by the parent.

Since some forms of epigenetic variations are heritable, 
the phenotypes they engender can be acted upon by natural 
selection, such that those members of the population exhibit-
ing epigenetic marks that enable AB, given the continuation 

of the environment’s correlational structure, will have a 
selective advantage over those organisms that fail to exhibit 
such nongenetic variations. This proposed manner in which 
anticipatory models might spread throughout a population 
over generations exemplifies an important feature of both 
epigenetic and genetic inheritance; namely that in natural 
circumstances both forms of inheritance exert an influence 
upon one another. That said, since epigenetic variations are 
both “context-sensitive and more frequent than genetic vari-
ations, they may often initiate, bias, and facilitate evolution-
ary change” (Jablonka 2017, p. 6). For example, by allowing 
fast adaptation to correlational structure in the environment, 
epigenetic inheritance-based acquisition allows organisms to 
be situated in a niche where certain mutations can be advan-
tageous and some of these mutations might indeed allow 
mutation-based acquisition to get a foothold.15

One phenomenon that lends support to the idea that epi-
genetic inheritance-based model acquisition is found in the 
natural world is transgenerational priming in plants (Sobral 
et al. 2021). Depending upon the nature of their encounter 
with herbivores, plants’ defense metabolite expression can be 
either directly induced or indirectly induced to increase their 
resistance to herbivore damage (Morrell and Kessler 2014). 
Direct induction occurs when a plant induces the expres-
sion of defense metabolites as a result of the detection of 
herbivore salivatory chemicals. Indirect induction is a form 
of priming in which a plant detects volatile organic com-
pounds (VOCs) emitted by neighboring herbivore-damaged 
plants and these VOCs act as cues, priming the plant for both 
faster and stronger defense responses (direct induction) in 

Fig. 3   Schematic of epige-
netic inheritance-based model 
anticipatory acquisition: S1 and 
S2 = regularly successive sen-
sory states; S*= epigenetically 
modified gene; S**= gene with 
lowered induction threshold; 
M = the model; B = behavior. 
S1 induces epigenetic modifica-
tion of S*, the auto-catalyzing 
product of which reduces the 
threshold of reaction of S** to 
input from S2. M consists of the 
epigenetically mediated regula-
tory dynamics between S* and 
S** which brings about a more 
rapid B in response to S2

14  If the epigenetic mark is somehow erased over meiosis, the model 
is lost despite the configuration between genes S* and S** being kept 
intact. Similarly, if a random mutation disturbs the configuration 
between genes S* and S**, then the model is lost despite the main-
tenance of the epigenetic mark. In this sense, anticipatory models 
acquired via epigenetic inheritance build upon the correlational struc-
ture that has already been captured by gene regulatory networks, but 
neither can such models nor their acquisition be reduced to the struc-
ture that has been captured by gene regulatory networks over phylo-
genetic timescales.

15  For possible examples of how the epigenome may influence muta-
tion see Anastasiadi and Piferrer (2019) and Monroe et al. (2022).
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anticipation of the likely future encounters with herbivores 
(Morrell and Kessler 2014). I would like to argue that when 
indirect induction (i.e., priming) is taken into consideration 
with two additional facts, a clearer picture of evidence for 
epigenetic inheritance-based model acquisition starts to 
reveal itself.

The first fact is that VOC priming is thought to be under-
written by epigenic molecular mechanisms (Kim and Felton 
2013; Morrell and Kessler 2014). The second  is that herbi-
vore-related induction in mother plants can lead to increased 
defense responses in offspring, and evidence suggests that 
this transgenerational priming capacity is the result of off-
spring inheriting the methylated states of herbivore-sensitive 
loci from their mothers (Sobral et al. 2021). These authors, 
commenting on the results of their study on the wild radish 
(Raphanus sativus), write:

This work shows that the patterns of defense deploy-
ment through plant ontogeny are partly shaped by 
herbivore-induced plasticity not only in the current 
generation but across generations too. Such influence 
of herbivory in the former generation can be directly 
expressed (direct induction) or retained as priming, a 
hidden potential, and thus expressed only in response 
to the appropriate herbivore cues early or late in the 
plant’s life. (Sobral et al. 2021, p. 2)

Together these facts suggest that the reconfigured nucleo-
some and its subsequent activity within a regulatory network 
instantiates an anticipatory model acquired via epigenetic 
inheritance. Abstracting away from the many still unknown 
details of how information is propagated through a plant 
during direct and indirect induction (Morrell and Kessler 
2014) and using the proposed epigenetic inheritance-based 
acquisition schematic, we can roughly represent the anticipa-
tory process leading up to the expression of herbivore resist-
ance-mediating phenotypes as follows: First, a plant detects 
VOCs, S1, at its membrane; this results both in the induction 
of product S* and the epigenetic modification of associated 
gene S*. The continued presence of the VOC (or detecting 
it at a later time) amplifies the level of S* beyond that which 
is required for autocatalysis. After a sufficiently high level of 
product S* is reached, it affects gene S** by amplifying the 
signal associated with S2 (herbivore salivatory chemicals) 
that is needed to begin and sustain production of a defense-
related gene product. When herbivore salivatory chemicals 
are detected at the plant’s membrane, a faster and stronger 
response can be initiated due to the fact that gene S** in the 
context of the larger regulatory network has been proactively 
primed for delivering a defense-related response.16

Let us now briefly turn to consider how associative learn-
ing results in the acquisition of anticipatory models within 
the lifetime of an organism.

Associative Learning‑Based Acquisition

Associative learning may be characterized as “learning 
about the relationship between two separate stimuli, where 
the stimuli might range from concrete objects and events 
to abstract concepts, such as time, location, context, or cat-
egories” (Lafontaine et al. 2020). In keeping with the notion 
of correlational structure introduced in the second section 
and used above in what follows, I shall focus exclusively 
upon the relationship between event types. The two primary 
experimental procedures with which associative learning 
is studied are Pavlovian conditioning and operant condi-
tioning. In Pavlovian conditioning a contingency relation 
is learned between a conditioned stimulus and an uncon-
ditioned stimulus. A conditioned stimulus is both valence 
neutral (e.g., auditory tone) and does not elicit a regular 
response. An unconditioned stimulus, on the other hand, is 
one that has some biological relevance and hence positive or 
negative valence for a given organism (e.g., food or electric 
shock) and will typically elicit an unconditioned response 
(e.g., salivation in the presence of food or aversive jumping 
behavior to shock). Pavlovian conditioning occurs when an 
organism is regularly exposed to the conditioned followed by 
unconditioned stimulus, such that via some internal associa-
tive linking of the two stimuli the unconditioned response—
also called the conditioned response—can be elicited by the 
presence of the conditioned stimulus alone (e.g., an auditory 
tone triggers salivation in the absence of food) (Ginsburg 
and Jablonka 2009).

In contrast to the stimulus-stimulus contingency rela-
tion of Pavlovian conditioning, in operant conditioning a 
stimulus-response relation is learnt (e.g., food will follow 
from pushing a lever). After regularly being exposed to the 
stimulus-response pair and hence learning the association 
between the two, the learner engages in or avoids a particu-
lar response behavior (an operant) in expectation that the 
stimulus (a reinforcement or a punishment) will result from 
that behavior (e.g., push the lever for food) (Domjan 2018). 
In both of these forms of associative learning, it is in virtue 
of the fact that one event is a predictor of another that an 
organism’s behavior is proactive. In the case of Pavlovian 
conditioning, it is the conditioned stimulus that regularly 
follows an unconditioned stimulus that a response is directed 
towards; in the case of operant conditioning, it is the yet-
to-be encountered reinforcement (or punishment) regularly 
brought about by the learner’s own behavior which that 
behavior is directed towards. As such, anticipation is part 
and parcel of successful associative learning.

16  For an additional support for epigenetic inheritance-based model 
acquisition see Latzel and Münzbergova’s (2018) study on anticipa-
tory behavior of clonal plant Fragaria vesca and its basis in epige-
netic transgenerational memory.
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With this in mind, associative learning-based acquisi-
tion can be characterized as follows: in learning stimulus-
stimulus or stimulus-response contingencies, an organism 
acquires an anticipatory model of the environmental corre-
lational structure that it regularly encounters in its lifetime. 
In other words, the process of one event becoming linked to 
another is analogous to acquiring an anticipatory model via 
associative learning.

Redescribing this form of model acquisition schemati-
cally and limiting the focus to Pavlovian conditioning: 
a sensory state, S2, brought about by an unconditioned 
stimulus, causes internal state S**, which encodes informa-
tion about the presence of the unconditioned stimulus. Due 
to the biological relevance of the unconditioned stimulus, 
S** brings about an unconditioned behavioral response, B. 
Subsequently, the organism regularly encounters a condi-
tioned stimulus that is registered by sensory state S1 and 
followed by S2. S1 gives rise to a distinct internal state, S*, 
that encodes information about the presence of the condi-
tional stimulus. Given that S* is regularly followed by S2’s 
causing S**, the two internal states S* and S** are linked. 
This linking between S* and S** is the instantiation of a 
correlational rule in the model which (statistically) captures 
the environmental structure of the events causing S1 and 
S2. That a model has been acquired is evidenced by the fact 
that S1 via the model can activate S** and hence elicit B 
prior to the occurrence of S2 (or even in the absence of S2) 
(see Fig. 4).

In comparison to mutation-based and epigenetic inher-
itance-based acquisition, one distinct feature of associative 
learning-based model acquisition is that such model acquisi-
tion brings with it the ability for individuals to plastically 
adapt to changing environmental structures, the correlational 

(re)organization of which happens during an individual’s 
lifetime. In other words, because associative learning occurs 
across ontogenetic timescales, it allows organisms to har-
ness and extrapolate within a model possibly many, if not in 
some cases innumerable (cf. Ginsburg and Jablonka 2019), 
regular changes to correlational structure. Associative learn-
ing-based model acquisition allows for the rapid update of 
anticipatory models which takes the form of modified cor-
relational rules and hence the pruning and modification of 
molecular pathways.17 This of course says a lot about the 
timescales at which the correlational structures that associa-
tive learning-based models capture occur; such structures 
are themselves occurring repeatedly across an organism’s 
lifetime. Moreover, the fact that neural pathways operate on 
a millisecond-to-second timescale as compared to the min-
ute-to-day timescale of gene regulatory networks suggests 
that the timescales of the correlational structures that neural 

Fig. 4   Schematic of associa-
tive learning-based anticipa-
tory model acquisition: S1 and 
S2 = regularly successive sen-
sory states; S*, T*, and S**= 
internal states; M = the model; 
B = behavior. Prior to learning, 
the connections between T* 
and S** and S* and S** may 
be similar in strength. During 
learning, S* and S** become 
strongly linked due to the organ-
ism regularly experiencing S2 
following S1, while the linkage 
between T* and S** decreases 
(or is lost altogether) due to the 
lack of encountering S2 fol-
lowing T1. S* and S** jointly 
instantiate M that elicits B prior 
to the occurrence of S2

17  In neuronal organisms, this can be understood in terms of the 
strengthening of synaptic connections between neurons that are 
regularly and contiguously activated, thereby increasing the likeli-
hood that when one neuron fires, the other will subsequently fire. The 
strength of other synaptic connections that may have been in place, 
but which have not been regularly activated are down-weighted (i.e., 
“pruned”) by experience. This process of Hebbian learning is often 
expressed as neurons that “fire together, wire together.” Given the 
evidence that associative learning is not limited to neuronal organ-
isms, this notion of synaptic plasticity cannot be used to account for 
the underlying mechanisms of associative learning in non-neuronal 
organisms. I will assume that in the case of non-neuronal organisms, 
molecular activity plays the role of memory which predisposes meta-
bolic pathways and regulatory networks to respond in ways that are 
history dependent, in much the same way that synaptic connection 
activity does in neuronal systems (cf. De la Fuente 2015; Gershman 
et al. 2021).
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pathways can capture are significantly faster than those that 
are able to be captured by the molecular activity of gene 
regulatory networks. This difference is particularly relevant 
when considering the possibility that non-neuronal organ-
isms engage in associative learning-based model acquisition 
and thus thinking about the timescales of the correlational 
structures that their internal molecular dynamics encode.

In associative learning-based acquisition it is the regular-
ity between correlated environmental events (e.g., stimu-
lus-stimulus or stimulus-response pairs) within the lifetime 
of an individual that determines whether or not (and how) 
an anticipatory model is acquired. In order for learning to 
occur, a correlational structure may have to be encountered 
by an individual many times. In contrast to both mutation-
based and epigenetic inheritance-based acquisition, envi-
ronmental regularity encountered across generations does 
not play a role in associative learning-based acquisition. 
As we shall see in the next subsection, however, Baldwin 
effect-acquisition represents an interesting case where an 
individual regularly encountering some correlational struc-
ture (within its lifetime) may lead to regular structure across 
generations, having an influence upon whether a model is 
acquired in later generations.

There are many examples of associative learning in the 
literature and given the straightforward relationship between 
such learning and associative learning-based anticipatory 
model acquisition, each example of the former may be used 
to exemplify a case in which the latter has occurred. As 
such, I will refrain from rehearsing any particular example(s) 
here and refer the interested reader to Ginsburg and Jablonka 
(2019). That said, it is interesting to note that as of today, 
examples of associative-like learning in non-neuronal organ-
isms are rare and limited to a few studies on paramecia (Gel-
ber 1952, 1958; Armus et al. 2006), amoebae (De la Fuente 
et al. 2019; Carrasco-Pujante et al. 2021), and a possible 
example in pea plants (Gagliano et al. 2016). This might 
be taken to suggest that anticipatory learning-based model 
acquisition is largely restricted to neuronal organisms. I 
would caution, however, that more ecologically valid testing 
conditions of such capacities in non-neuronal organisms are 
needed before pronouncing associative learning (and hence 
associative learning-based acquisition) in non-neuronal 
organisms to be something that is actually rare in nature. 
For the claim that associative learning is rarely found in 
non-neuronal organisms is certainly not equivalent to the 
claim that associative learning in non-neuronal organisms 
is rarely found in laboratory conditions that bear little (if 
any) resemblance at all to the natural habitats in which such 
learning might be homeostatically motivated.

Let us now move on to the final manner of anticipatory 
model acquisition that I shall consider in this article. In the 
next subsection, I will start by providing a general over-
view of the Baldwin effect and then go on show how this 

mechanism might form the basis of one additional manner 
of acquiring anticipatory models.

The Baldwin Effect‑Based Acquisition

The Baldwin effect refers to a hypothetical evolutionary 
process proposed by psychologist James Mark Baldwin 
(1896, 1902).18 It was introduced as a manner of supple-
menting Darwinian evolution by natural selection largely 
due to Baldwin’s contention that random mutation by itself 
was unlikely to account for how all the variations that are 
selected for in nature are produced (Crispo 2007). The 
Baldwin effect, as such, posits a case in which some novel, 
nonheritable phenotype that is plastically induced in a sub-
population not only results in the increased survival and 
fitness of those individuals that exhibit it, but over many 
subsequent generations of selection acting in the direction 
of the phenotype, it becomes a heritable trait. The Baldwin 
effect may be construed in terms of a process that progresses 
though the three related stages: phenotypic accommodation, 
organic selection, and orthoplasy. The first stage, phenotypic 
accommodation, refers to the idea that a novel or unusual 
environmental input (challenge) induces a particular nonher-
itable phenotypic plastic response without genetic change. 
The second stage, organic selection, refers to the notion that 
the presence of an adaptive plastic phenotypic response in 
its inducing environment increases the survival of the organ-
isms that are able to exploit it and those organisms as a 
result produce more offspring. Importantly, any developmen-
tal systems that converge on an adaptive phenotype more 
easily, earlier, and/or across a wider range of contexts, may 
be subject to organic selection and this may occur without 
necessarily seeing any significant change in gene frequencies 
across the population (cf. Nijhout et al. 2021). The third and 
last stage, orthoplasy, refers to the idea that over time, as a 
result of evolution by natural selection, the plastic response 
that was originally environmentally induced is selected for 
and genetically embedded such that the response becomes 
heritable. In other words, natural selection acts on “varia-
tions in the direction of plasticity” (Baldwin 1902, p. 37).

The Baldwin effect applies to a wide range of pheno-
typic accommodations that include learning and behavioral 
changes in addition to morphological and developmental 
changes.19 Moreover, insofar as the possibility that some 
of these plastic responses are epigenetic variations, there is 
potential for the Baldwin effect to also facilitate the genetic 

18  The history of the Baldwin effect is not a straightforward matter. 
For the details see Depew (2000).
19  For striking empirical evidence regarding the Baldwinization 
of novel developmental and morphological accommodations in the 
North American house finch see Badyaev (2009).
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fixation of epigenic responses (cf. Bateson and Gluckman 
2011; see also Badyaev 2009).

With respect to learning, individual learned behaviors 
are subject to orthoplasy by way of natural selection act-
ing on interacting metabolic, physiological, morphological, 
developmental, and/or behavioral recurrent trait complexes 
(West-Eberhard 2003), each element of which contributes to 
a learned behavior’s coming about. Given that such a behav-
ior increases survival and/or fitness, natural selection will 
favor any genetic differences with respect to the underlying 
trait complex that enable learning of the behavior to come 
about more easily (i.e., with less practice and/or earlier in 
development). Over time such selection will result in the 
fortification of the recurrent complex and the need for less 
and less learning in order for the behavior to be expressed in 
the population. The Baldwin effect thus posits a path from 
more efficient learning of a behavior in ancestorial popula-
tions to heritable behavior that requires no initial learning 
on the part of that population’s distant progeny. It should be 
emphasized, however, that the selection and genetic embed-
ding of a plastic phenotype does not entail that plasticity as 
a general feature is lost (Bateson 2014). On the contrary, 
selection can change the mean trait values of a phenotype 
leaving the level of plasticity in the population untouched 
(Crispo 2007) or increase plasticity in the population given 
that the most plastic individuals are those that have the most 
extreme phenotypes and hence are the ones that are selected 
for (Baldwin 1902, pp. 36–37).20 So although it might be the 
case that a specific phenotype after genetic encoding (i.e., 
genetic accommodation) becomes nonplastic, plasticity in 
a population can increase via its being directly subject to 
selection (Schlichting and Pigliucci 1993).

With a general understanding of the Baldwin effect to 
hand, we may now articulate Baldwin effect-based acqui-
sition. This particular path to anticipatory model acquisi-
tion refers to the idea that a model that is initially acquired 
in virtue of plasticity (i.e., associative learning) during an 
individual’s lifetime may be genetically encoded over time, 
resulting in a heritable anticipatory model. Using the three 
stages of the Baldwin effect to sharpen this more general 
description, Baldwin effect-based acquisition may be charac-
terized as follows: during their lifetime, certain individuals 
in a population learn (via associative learning) a particular 
correlational relation between a regularly occurring envi-
ronmental cue and outcome states and in doing so gain the 

ability to anticipatorily behave in response to that cue. This 
is the phenotypic accommodation stage. Those individu-
als in the population that both learn this correlation more 
easily and/or earlier, and can respond adaptively with the 
appropriate AB across a wider range of contexts, survive 
longer and reproduce more than those that do not. This is 
the organic selection stage. Over generations, any genetic 
variation that makes learning the specific association and the 
respective AB easier is selected for, resulting in the eventual 
genetic encoding of the correlational structure and respec-
tive adaptive AB across the population.21 At this point, an 
anticipatory response to the cue is no longer dependent upon 
the individuals in the population establishing contingency 
links (stimulus-stimulus or stimulus-response) via associa-
tive learning. This is the orthoplasy stage.

One question that arises is whether Baldwin effect-based 
acquisition—as described—presupposes that an anticipa-
tory model has already been acquired via associative learn-
ing (during the phenotypic accommodation stage). At first 
blush, such a presupposition would seem to be problematic 
given that it suggests that this form of model acquisition 
presupposes the very thing that it is meant to explain. This 
explanatory circularity, however, can be shown to merely 
be apparent by recognizing that although Baldwin effect-
based acquisition includes associative learning (and hence 
another form of model acquisition), learning by itself is not 
sufficient for Baldwin effect-based acquisition to arise. The 
type of explanation that is being offered by Baldwin effect-
based acquisition is directed at cases in which an organism 
exhibits AB, but that AB is not the direct result of learning 
on the part of that organism; rather, such behavior is the 
result of a history of (accelerated) learning on the part of 
that organism’s ancestors in addition to their being subject 
to organic selection and orthoplasy. In contrast to this, the 
AB exhibited by members of the initial ancestral subpopula-
tion of associative learners is not subject to explanation by 
Baldwin effect acquisition.

Crucially, what is thrown into relief by Baldwin effect-
based acquisition is a possible path from an initial associa-
tive learning-based acquisition in individuals to a form of 
mutation-based acquisition across generations, the result of 
which is AB in individuals without their needing to engage 
in associative learning. As such, Baldwin effect-based 
acquisition may be represented by a two-part schematic. For 
example, we might start out with an individual organism that 
after moving into a new environment regularly encounters 

20  This somewhat deflates various arguments against the Baldwin 
effect that are based on the idea that as a result of the effect popu-
lations become “dumb” or inflexible (cf. Godfrey-Smith 2003). As 
remarked by Crispo (2007), it is phenotypic assimilation (Wadding-
ton 1953, 1957), an evolutionary mechanism that is often confused 
with the Baldwin effect, that entails a loss of plasticity via canaliza-
tion.

21  One contender that may act as a possible steppingstone between 
learning a particular association and encoding that association in the 
activities of gene regulatory networks may be epigenetic inheritance 
mechanisms. For an overview as to how epigenetic modification may 
facilitate genetic fixation of particular plastic phenotypes more gener-
ally see Bateson and Gluckman (2011).
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some environmental event causing sensory state S1 (a con-
ditioned stimulus) followed by another event causing sen-
sory state S2 (an unconditioned stimulus). Given that S2 is 
a state that challenges the organism’s sustained homeostatic 
maintenance, S1 elicits an anticipatory avoidance behavior 
in the organism prior to its encountering the negative uncon-
ditioned stimulus. This anticipatory avoidance behavior 
occurs in virtue of the fact that an internal state S**, one 
that is typically caused by S2, becomes linked to another 
internal state S* that is caused by S1. The linking of the two 
internal states is the result of the repeated activity of S** 
following S* such that a correlational rule is established via 
dynamics of the interacting states.

Up to this point, I have just described associative 
learning-based acquisition—a specific form of phenotypic 
accommodation. To this, we may imagine a subpopulation 
of individuals in the new environment that are similar to 
this organism in that they are able to acquire an anticipa-
tory model via associative learning. Importantly, however, 

some do it more easily and earlier in development than 
others. Given that experiencing S2 may be both common 
in the new environment and that it leads to deleterious 
effects, those organisms that do not acquire the antici-
patory model or do so less efficiently will neither live 
as long  nor reproduce as much as those organisms that 
acquire the model rapidly. After multiple generations in 
which this process of organic selection proceeds to select 
for better learners in the same environmental context, 
orthoplasy takes place; namely, any random changes in 
DNA sequences that might contribute to the learnt model 
becoming heritable will be selected for and effectively 
push the model down into the genes and into the activity of 
complexes of gene regulatory networks. As a result of this 
process occurring over multiple generations, a descendant 
organism when sensing S1 can respond with the appropri-
ate avoidance behavior prior to encountering S2 via an 
inherited anticipatory model that is largely instantiated in 

Fig. 5   Schematic of Baldwin effect-based anticipatory model acquisi-
tion: in the two stages of this form of anticipatory model acquisition 
(associative learning-based acquisition and mutation-based acquisi-
tion), all symbols have the same referents as they did in each respec-

tive form of model acquisition as described above. Here, M, firstly 
acquired via associative learning, is then by way of organic selection 
and subsequent orthoplasy embedded in the genome over multiple 
generations
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the very organization of its gene regulatory networks (S* 
and S**) (see Fig. 5).22

Although there are no examples that I am aware of which 
directly support Baldwin effect-based acquisition, one 
study by Mery and Kaweki (2002) is of particular interest 
for evaluating such acquisition not only because it provides 
an example of the Baldwin effect (Hayes et al. 2020), but 
because it provides an opportunity to consider how a simi-
lar experimental design might be used to uncover Baldwin 
effect-based model acquisition. Deploying an experimen-
tal evolution design, Mery and Kaweki (2002) investigated 
the conditions in which an improved learning ability might 
evolve in the lesser fruit fly (Drosophila melanogaster). 
In this experiment, a group of 150 flies were first allowed 
the choice to lay eggs on either an orange medium with a 
small percentage of quinine (an aversive gustatory chemi-
cal) or on a pineapple medium without quinine. This first 
period allowed flies to learn an association between a flavor/
odor (e.g., orange) and quinine, one that is relevant for the 
females’ substrate choice for ovipositing; eggs are typically 
laid on the same substrates that are fed on by adult flies and 
thus feeding provides a chance to sample and evaluate the 
quality of the oviposition substrate.

Subsequently, during two additional consecutive three-
hour periods these same 150 flies were given a choice 
between two fresh media (orange and pineapple), neither 
of which contained quinine. The proportion of eggs laid 
on each type of media in periods two and three was used 
to track oviposition preference. After the third period, 250 
eggs were collected (i.e., selected) exclusively from the 
medium that was not adulterated with quinine in the first 
period. These three periods together were considered equiv-
alent to one Drosophila generation. After incubating and 
hatching the eggs from the first (odd) generation, the new 
(even) generation was exposed to the same conditions over 
three periods, except that in the first period the quinine was 
paired with the pineapple medium and not the orange. The 

same selection regime was applied. After 45 generations 
a comparison between a control population (i.e., flies that 
over the course of 45 generations were exposed to similar 
conditions but without quinine) and the experimental popu-
lation was made in which both were presented with a choice 
between a quinine-free and a quinine-adulterated medium. 
This comparison revealed that the “experimental fly popu-
lations evolved an improved ability to associate the taste or 
smell of an oviposition medium with an aversive chemical 
cue (quinine) and to avoid this medium several hours later, 
when the cue was no longer present” (Mery and Kaweki 
2002, p. 14,278).

These results provide strong evidence for Baldwinized 
learning (Heyes et al. 2020). Drosophila’s exposure to new 
environmental conditions is met by phenotypic accommoda-
tion (associative learning) that, via experimentally imposed 
selection, is pushed down into the genes over multiple gen-
erations. It is important to note, however, that it is improved 
learning (e.g., less time required for conditioning) itself and 
not the specific stimulus-(aversive)stimulus learnt pairs that 
is shown to be subject to the Baldwin effect, seeing as pair 
types alternate between even and odd generations over the 
course of the evolutionary experiment. With these details 
in mind, we are now in a position to formulate an impor-
tant question: if the learning progressively improves when 
the general learning conditions (i.e., that selection is based 
on a quinine paring) are reliable across generations, what 
might we expect when specific learning conditions such as 
orange-quinine and pineapple-no quinine are stable across 
generations? One hypothesis that calls out for testing—
and one that is central to evaluating Baldwin effect-based 
acquisition—is this: not only might the comparative time 
required for conditioning in the experimental lineage  be 
less than that of the control linage, but we might also expect 
that a learned association between specific stimuli (orange-
quinine) becomes genetically embedded over many genera-
tions under the selection regime constraints of experimental 
evolution. This orthoplasy would be evidenced by the obser-
vation that the experimental lineages would increasingly opt 
for non-orange ovipositing substrates without the need to 
be conditioned in the first period. In other words, at some 
point, flies from the experimental lineages might engage in 
non-learned anticipatory avoidance behavior, flying directly 
to any other available medium to feed and lay their eggs 
when given a choice between it and an orange medium. Such 
results would support the notion of Baldwin effect-based 
model acquisition.

Taking stock: in this section I have presented four dif-
ferent yet interrelated paths to AB, each of these paths 
representing different ways that organisms might acquire 
anticipatory models (see Table 1). In laying these differ-
ent paths out for inspection on the same theoretical table, 
it should be evident that although they occur across a range 

22  With respect to the qualification “largely”: strictly speaking, in 
neuronal organisms the learned association (and associated AB) is 
never fully “handed over” to the genes; rather, the genome plays an 
increasingly central role in stabilizing the association and the respec-
tive AB. This stabilization may take the form of heritable genomic 
changes or epigenetic control exerted on the genome that makes the 
at-one-time experience-dependent weighting of certain synaptic path-
ways less and less dependent upon learning. For example, one way 
that gene activity may affect weighting of particular pathways or 
pathway structures is by increasing the amount of metabolic energy 
directed at and governing particular synaptic connections (see Yuan 
et al. 2018). Additionally, over many generations developmental pro-
cesses (e.g., hormone signalling) triggered by gene regulatory net-
works may provide a manner for regularly encountered environmental 
structure to influence synaptic pathway structure and function (Sinha 
et  al. 2020), such that the development of those synaptic structures 
becomes part of the regular developmental trajectory of a population 
(as long as the AB such structure engenders remains adaptive).



	 M. Sims 

1 3

of timescales (from ontogeny to phylogeny), these ways of 
acquiring anticipatory models often and regularly interact, 
constraining and/or enabling one another.

Given these characterizations of four paths to anticipatory 
behavior, we may now reason to some select constraints that 
may serve as guidance for the identification of each form of 
model acquisition in nature. This is the task of the next and 
final section.

Guidance for Model Acquisition Identification

Assuming that the characterizations of the four manners of 
acquiring anticipatory models are accurate, they provide 
insight into the particular conditions under which each of 
them might be expected to be found in nature. Understand-
ing these conditions is particularly important for identifying 
and investigating those forms of model acquisition that occur 
over phylogenetic timescales: such conditions can be used 
to inform the design of experimental evolutionary studies, 
offering substantial empirical support to theorizing about 
such forms of model acquisition and the historical environ-
ments in which may have arisen.

With respect to mutation-based model acquisition, we 
might expect it take place in organisms that occupy envi-
ronments in which (survival-relevant) correlational structure 
has been stable over multiple generations. If, for example, 
some environmental correlational structure only lasts half 
the average lifetime of an individual organism and never 
shows up again for that individual or its progeny, then this 
would not be the kind of correlation that mutation-based 
model acquisition would be able to capture. We might also 
expect mutation-based acquisition to occur in environments 
where the trajectory between two correlated events (as 
detected by S1 to S2) is slower than the relevant phenotype-
modifying gene expression/repression that the cue event 
triggers.

Moving on to epigenetic inheritance-based model 
acquisition: like mutation-based acquisition, this form of 

acquisition might be expected to take place in organisms 
that occupy environments in which correlational structure 
has been stable over multiple generations. However, mod-
els acquired in this manner can be transmitted even in the 
absence of an organism’s encountering the correlational 
structure that the model captures and hence in the absence 
of needing to actualize model-based AB. For example, a 
plant that fails to experience herbivory may still instantiate 
an anticipatory model that was acquired from its progenitor, 
a mother plant that acquired a model in virtue of its encoun-
ters with herbivores. Relatedly, epigenetic inheritance-based 
model acquisition might be expected in those organisms that 
are regularly subject to the same environmental stressors 
that their progenitors also face/faced. Like mutation-based 
acquisition, we would also expect epigenetic inheritance-
based model acquisition in environments where the trajec-
tory between correlated events is slower than the phenotype-
modifying gene expression/repression that compensates for 
the yet-to-be encountered event.

With respect to associative learning-based acquisition, 
we might expect to find this kind of acquisition indepen-
dently of whether or not progeny encounter the same cor-
relational environmental structure as their progenitors; this 
is because associative learning-based acquisition does not 
involve model transmission across generations. We also 
might expect to find such model acquisition to occur in envi-
ronments where the trajectory across correlated events is 
slower than the gene expression/repression that underwrites 
phenotypic plasticity and/or slower than the induced motor 
response to the cue. To see why this is the case, consider the 
following: an auditory tone and an aversive shock are paired 
such that the onset of both stimuli is always identical over 
the course of the training period. In this case, although the 
tone might become associated with the shock (or the shock 
associated with the tone), since there is no time gap between 
the onsets of the two stimuli and hence no possibility for the 
tone to act as a cue for the shock, there would be no expe-
riential context for an anticipatory response and hence no 
experiential context for an anticipatory model to be acquired.

Table 1   Different ways to acquire anticipatory models

Mutation-based acquisition Random genetic mutations result in a regulatory network’s being able to harness environmental cor-
relational structure, allowing for anticipatory behavioral phenotypes that can be transmitted across 
generations

Epigenetic inheritance-based acquisition Heritable epigenetic variation via epigenetic mechanisms as situated within a gene regulatory network 
can harness environmental correlational structure and thus lead to adaptive anticipatory behavioral 
phenotypes that can be transmitted across generations

Associative learning-based acquisition Learning stimulus-stimulus or stimulus-response contingencies on the part of an organism within the 
course of its lifetime results in non-heritable anticipatory behavioral phenotypes

Baldwin effect-based acquisition A non-heritable anticipatory behavioral phenotype acquired via associative learning-based acquisition 
is embedded genetically over multiple generations due to its adaptive benefits, resulting in a herit-
able anticipatory model and a heritable anticipatory behavioral phenotype
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Lastly, we would expect Baldwin effect-based acquisition 
to be found only in those organisms that have the capacity to 
engage in associative learning. Akin to mutation-based and 
epigenetic inheritance-based acquisition, Baldwin effect-
based acquisition might be expected to occur in organisms 
that occupy environments with a stability of correlational 
structure that spans multiple generations. Particular to Bald-
win effect-based acquisition is that this form of acquisition 
might be expected to arise in populations of organisms that 
have variable learning rates. Were there no variance or outli-
ers in the population learning-rate distribution, then organic 
selection would not get off the ground. This is not to sug-
gest that there are cases in which no variance in learning 
rate across a population exists; rather it is to suggest that 
Baldwin effect-based acquisition might be more likely to 
occur in populations where the variable learning rate is more 
extreme, creating an adaptive difference that can be selected 
for.

Conclusion

Under the assumption that the AB found in biological sys-
tems is underwritten by anticipatory models, the fact that 
AB is found across the biological board suggests that antici-
patory models may be a ubiquitous feature of life. The aim 
of this article has been to explore four non-exhaustive ways 
that anticipatory models might be acquired in a range of 
living systems, and by doing so provide a sharper picture 
of AB and the conditions under which it arises across dif-
ferent timescales. By articulating some of the various ways 
that anticipatory models might be acquired, the learning 
versus evolution discussion is brought forward by throw-
ing light upon interaction between ontogenetic and phylo-
genetic adaptive processes; learning, although happening 
exclusively over ontogenetic timescales, is contextually 
embedded in and influenced by the results of acquisition that 
has occurred at evolutionary timescales; model acquisition 
occurring at phylogenetic timescales can be influenced by 
plasticity occurring within the lifetime of an individual. This 
kind of bidirectional causal influence is often overlooked and 
yet should hardly be surprising given that an individual’s 
phenotype is neither wholly the product of its interactions 
nor wholly the product of the interactions of its progeni-
tors. Although the idea that phenotypical phenomena come 
about via the interaction of a host of causal influences across 
different levels (from genetic to environmental) is not new 
(cf. Waddington 1957; Goodwin 1994; Oyama 2000), its 
importance for the project of understanding the intricacies 
of biological adaptive processes cannot be understated. The 
many paths to anticipatory behavior are no exception.
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