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Abstract. In this paper, we present a new semantic framework designed to
capture a distinctly cognitive or epistemic notion of meaning akin to Fregean
senses. Traditional Carnapian intensions are too coarse-grained for this pur-
pose: they fail to draw semantic distinctions between sentences that, from
a Fregean perspective, differ in meaning. This has led some philosophers to
introduce more fine-grained hyperintensions that allow us to draw semantic
distinctions among co-intensional sentences. But the hyperintensional strat-
egy has a flip-side: it risks drawing semantic distinctions between sentences
that, from a Fregean perspective, do not differ in meaning. This is what we call
the ‘new problem’ of hyperintensionality to distinguish it from the ‘old prob-
lem’ that faced the intensional theory. We show that our semantic framework
offers a joint solution to both these problems by virtue of satisfying a version
of Frege’s so-called ‘equipollence principle’ for sense individuation. Frege’s
principle, we argue, not only captures the semantic intuitions that give rise to
the old and the new problem of hyperintensionality, but also points the way
to an independently motivated solution to both problems.

Keywords: Hyperintensionality ⋅ Semantic content ⋅ Possible worlds ⋅ Im-
possible worlds ⋅ Fregean content

1



1 Two Problems of Hyperintensionality

When do two linguistic expressions differ in meaning, and when not? Answers
to this question, arguably, depend on which aspect of meaning one has in
mind. But if Frege is right, there is at least one aspect of meaning—what
he called ‘sense’ (Frege 1892)—that is intimately related to the cognitive
significance of linguistic expressions. Thus, when seen through a Fregean
lens, the opening question becomes distinctly cognitive or epistemic in nature:
whether two linguistic expressions differ in meaning comes down to whether
they play suitably different roles in our cognitive lives.

Of course, Fregean notions like ‘sense’ and ‘cognitive significance’ are
notoriously vague and imprecise. But Carnap (1947) proposed a way of sub-
stantiating the Fregean vision by understanding semantic content in modal
terms. His idea was to identify the semantic content of a linguistic expression
with its intension, defined as a function from possible worlds to extensions.
Accordingly, on the Carnapian view, two linguistic expressions differ in mean-
ing if and only if they have different intensions, that is, if and only if they are
not co-extensional across all possible worlds. For example, “Mount Everest”
and “the world’s highest mountain” differ in intensional content, because
there could’ve been a mountain higher than Mount Everest, even if there
isn’t one.

But for the purpose of capturing the kind of cognitive or epistemic aspect
of meaning that Frege alluded to with his notion of sense, the intensional in-
dividuation of semantic content is too coarse-grained. Consider, for instance,
the following pairs of sentences:

(1) a. Hesperus is Hesperus.
b. Hesperus is Phosphorus.

(2) a. 7 = 7.
b. (52 × 211 − 4) ÷ 753 = 7.

(3) a. A.
b. (A ∧ (¬(¬A ∨B))) ∨ (A ∧B).1

1Throughout we shall understand capital letters (A, B, . . . ) as placeholders for inter-
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These sentence pairs clearly seem to differ in cognitive significance. It can
presumably be cognitively significant to learn that (2a) and (2b) are equiva-
lent: it requires non-trivial cognitive work to establish that (52×211−4)÷753 =
7 is equivalent to 7 = 7, and in establishing the equivalence, we can learn
something new about mathematics. Similarly, (1a) and (1b) can presumably
behave differently in conversational contexts: while uttering that ‘Hespe-
rus is Phosphorus’ may well change the conversational presuppositions in a
group of Babylonian astronomers, uttering the trivial truth that ‘Hesperus is
Hesperus’ won’t. Finally, (3a) and (3b) are not substitutable salva veritate
in propositional attitude contexts: it may well be true in a given context
to say that ‘Bob believes that A’, but false to say that ‘Bob believes that
(A∧(¬(¬A∨B)))∨(A∧B)’. Thus, if we look at the roles that sentence pairs
such as (1) to (3) play in our cognitive lives, there is a clear sense in which
they differ in meaning.

Yet, since each pair of sentences in (1) to (3) have the same truth-value
across all possible worlds, they have the same intension, and are hence as-
sociated with the same semantic content. So from a Fregean perspective,
the intensional account does not make sufficiently fine-grained distinctions
among contents. We will call this the ‘old problem of hyperintensionality’—
old because it was recognized from the early beginnings of the intensional
revolution in the second half of the twentieth century.2

While the old problem of hyperintensionality has led some philosophers to
reject the worlds-based approach to semantics altogether, others have tried to
solve the problem within a worlds-based framework. Perhaps the most popu-
lar strategy has been to replace Carnapian intensions with more fine-grained
hyperintensions, defined as functions from possible or impossible worlds to
extensions. Intuitively, while possible worlds represent ways the world could
be, impossible worlds represent ways the world could not be. That is to say,
impossible worlds allow for the metaphysically, analytically, mathematically,

preted sentences (‘snow is white’, ‘Joe is hungry’,. . . ).
2See, e.g., Barwise and Perry (1983), Cresswell (1975), and Fine (2015). Already Car-

nap (1947) noted that attitude contexts are problematic for the intensional individuation
of content and proposed to handle such contexts by appeal to a notion of ‘intensional
isomorphism.’
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and logically impossible to happen. For example, there might be impossible
worlds at which A is true, but its logical equivalent (A∧(¬(¬A∨B)))∨(A∧B)

is not. This, in turn, allows us to associate (3a) and (3b) with distinct hy-
perintensions, and hence with distinct contents. So if we avail ourselves of
impossible worlds, we seem well-equipped to solve the old problem of hyper-
intensionality.

However, impossible worlds can be a bit of a mixed blessing. On the one
hand, if impossible worlds are to provide assistance in solving the old prob-
lem of hyperintensionality, they must allow us to draw distinctions among
contents that are not licensed by possible worlds. On the other hand, if im-
possible worlds allow us to draw arbitrarily fine-grained distinctions among
contents, we end up making semantic distinctions where, from a Fregean per-
spective, there should be none. Consider, for instance, the following pairs of
sentences:3

(4) a. The number of primes is infinite.
b. There are infinitely many primes.

(5) a. x = y.
b. y = x.

(6) a. A.
b. A ∧A.

These sentence pairs, in contrast those in (1) to (3), do not seem to differ
in cognitive significance. It will hardly be cognitively significant to be told
that (6a) and (6b) are equivalent: it requires only trivial cognitive work to
establish that A is equivalent to A ∧A, and in establishing the equivalence,
we do not seem to learn anything new about logic. Similarly, it will hardly
make a difference in ordinary conversational contexts whether one utters
(4a) or (4b): uttering that ‘the number of primes is infinite’ may well have
an impact on the conversational presuppositions in a group of speakers, but

3The pairs (5) and (6) are extracted from Frege (1984, pp. 390-406). While some might
find the particular examples in (4) to (6) contentious, they are in our opinion well-suited
to motivate the idea that Fregean content should not be arbitrarily fine-grained. See also
Chalmers (2011), Jago (2014), Bjerring and Schwarz (2017), and Nolan (forthcoming) for
similar examples.
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a subsequent utterance of ‘there are infinitely many primes’ will presumably
not have any additional impact. Finally, the sentences (5a) and (5b) are
substitutable salva veritate in propositional attitude contexts: if it is true in
a given context to say that ‘Bob believes that x = y’, it is presumably also
true to say that ‘Bob believes that y = x’. Thus, if we look at the roles that
sentence pairs such as (4) to (6) play in our cognitive lives, there is a clear
sense in which they have the same meaning.

Yet, if there are impossible worlds at which, say, ‘x = y’ is true but ‘y = x’
is not, we end up associating (5a) and (5b) with distinct hyperintensions, and
hence distinct contents. And the same goes for the pairs in (4) and (6). So
for the purpose of capturing a notion of meaning that is intimately related
to cognitive significance, the hyperintensional strategy risks individuating
semantic content in an overly fine-grained manner.4 We call this the ‘new
problem of hyperintensionality’—new because it has received comparatively
little attention in the literature on semantic content individuation.5

The new problem of hyperintensionality can be seen as the flip-side of the
old problem: while the old problem concerns overly coarse-grained content,
the new problem concerns overly fine-grained content. Henceforth, we shall
also say that the old problem of hyperintensionality is that of accommodating
hyperintensional content, whereas the new problem of hyperintensionality is
that of accommodating non-trivial content. If a semantic theory fails to as-
sociates sentence pairs like (1) to (3) with distinct contents, it fails to make
room for hyperintensional content, and hence fails to solve the old problem
of hyperintensionality. Conversely, if a semantic theory fails to associate sen-
tence pairs like (4) to (6) with the same content, it fails to make room for
non-trivial content, and hence fails to solve the new problem of hyperinten-
sionality.

The aim of this paper is to develop a joint solution to the old and the new
problem of hyperintensionality, and to do so within a broadly worlds-based
framework. At the heart of our proposal lies a version of Frege’s so-called

4For further motivation of the idea that too much fine-graining is as troublesome as
too much coarse-graining, see again Chalmers (2011), Jago (2014), Bjerring and Schwarz
(2017), and Nolan (forthcoming).

5A notable exception is Jago (2014) whose proposal we shall discuss further in §6.
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‘equipollence principle’ for semantic content individuation. According to this
principle, two sentences A and B have the same content if and only if

they stand in such a relation that anyone who recognizes the content
of A as true must thereby also recognize the content of B as true and,
conversely, that anyone who accepts the content of B must immedi-
ately accept that of A. (Frege 1969/1979, pp. 197–98)

Effectively, that is, the equipollence principle individuates semantic content
by appeal to an epistemic or cognitive relation of being immediately rec-
ognizable as equivalent. Even without a formally precise rendering of this
relation, it is not hard to appreciate how it can help to solve the two prob-
lems of hyperintensionality. Intuitively, while ordinary persons like you and
me can immediately recognize that pairs such as (4) to (6) are equivalent,
we cannot immediately recognize that pairs such as (1) to (3) are equivalent.
As such, the equipollence principle looks tailor-made to deliver the semantic
distinctions that we are after.

As we shall see, a semantics built around the equipollence principle gen-
erates a whole spectrum of notions of content with different levels of granu-
larity, ranging from extremely fine-grained—and potentially trivial—content
to content that is individuated up to a priori equivalence. This semantic flex-
ibility is desirable since different hyperintensional contexts are likely to call
out for different levels of granularity.6 Moreover, by making the equipollence
principle central to our semantic framework, we can circumvent a recent im-
possibility result by Bjerring and Schwarz (2017). Their result shows that
any solution to the old and the new problem of hyperintensionality must
give up the assumption that semantic content should be individuated in a
transitive manner. And the relation of ‘being immediately recognizable as
equivalent’ is, as we shall see, most naturally understood as an intransitive
relation. So the equipollence principle offers an independently motivated way
around Bjerring and Schwarz’s impossibility result.

Before we proceed, let us make three further remarks about the aim and
scope of the paper. First, since the equipollence principle invokes a distinctly

6For further motivation of this point, see Bjerring and Schwarz (2017), Faroldi (2017)
and Leitgeb (ms.).
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epistemic constraint on content individuation, the Fregean approach to se-
mantics differs importantly from the kinds of externalist approaches that
we find in, e.g., Kripke (1980), Putnam (1975), and Burge (1979a; 1979b).
Roughly, on their views, the semantic content of a linguistic expression is
determined solely by the referential relations that it bears to various exter-
nal or mind-independent entities in the world. Philosophers of an externalist
bend sometimes complain that Fregean senses are ‘mysterious entities’ that
must either be taken as primitive or cashed out in terms of equally obscure
‘modes of presentation’.7 In our framework, however, Fregean content will be
spelled out in terms of hyperintensions that are nothing but functions from
worlds to extensions. So although our aim is not to criticize the externalist
approach to semantics—nor to defend the Fregean approach—the charge of
obscurity should not trouble us.

Second, while we hope to show that our semantic framework can capture
one key aspect of meaning akin to Fregean senses, we do not claim that it
can do all the work that one might ask of a semantic theory. In particular,
due to its epistemic nature, the equipollence principle might not be useful for
reasoning about semantic phenomena that arguably require a non-epistemic
analysis such as, say, consequence relations in natural languages. But as we
see it, there is no problem here. There are many roles that one might want a
semantic theory to play, and we need not assume that a single theory should
be able to play all of those roles.

Finally, it bears mentioning that there are alternative stances on hy-
perintensionality that differ importantly from the broadly worlds-based ap-
proach that we will adopt. Perhaps most prominently, there are structuralists
about content, who understand propositions as structured entities consist-
ing of objects, properties, relations, and the like.8 Typically, structuralists
agree that hyperintensionality is a problem, and aim to make room for fine-
grained semantic distinctions within a structuralist framework. But there
are also skeptics about hyperintensionality, such as Stalnaker (1984) who
argues that seemingly hyperintensional distinctions can be explained away

7See, e.g., Stalnaker (2012, p. 758) and Stanley (2011, ch. 4).
8See King (2016) for an overview of structuralist approaches to semantic content.
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meta-linguistically. Thus, not everyone agrees that there is a problem of
hyperintensionality to begin with. While we believe that there are serious
problems with both the structuralist and the skeptic stance on hyperinten-
sionality, this is not the place to air these misgivings.9 Our aim here is not to
defend the worlds-based approach from its structuralist critics, nor to con-
vince the skeptic that hyperintensional phenomena should indeed find their
way into our semantic theories. Rather, we aim to give those who already
find the worlds-based approach attractive a way to solve the old and the new
problem of hyperintensionality. To the extent that we succeed, this might be
taken to confer at least some indirect support on the worlds-based approach
to semantics more generally.

With these preliminary remarks in place, here is a brief overview of the
paper. In §2, we begin by clarifying and refining various aspects of Frege’s
equipollence principle. In §3, we then use the refined equipollence principle
to define a class of ‘non-trivial’ hyperintensions. In §4, we use these hyper-
intensions to give a formal rendering of the equipollence principle within a
worlds-based framework. In §5, we show that the resulting semantic frame-
work allows us to solve both the old and the new problem of hyperintension-
ality. In §6, we argue that the proposed framework is superior to another
hyperintensional framework, due to Mark Jago (2014), which also promises to
accommodate a hyperintensional, yet non-trivial notion of semantic content.
In §7, we offer some concluding remarks.

2 The Fregean thesis

The aim of this section is to clarify and refine various aspects of the following
generic formulation of Frege’s equipollence principle:

(Fregean thesis1) Two sentences A and B have the same content if and
only if A and B are immediately recognizable as equivalent.

As mentioned, (Fregean thesis1) offers an individuation of semantic content
that is distinctively cognitive or epistemic in nature. In order for two sen-

9For detailed criticism, see Stanley (2010) and Jago (2014, ch. 2-3).
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tences to have the same content, it is not enough for them to be equivalent—
they must be so in a “trivial” or “immediate” way. And what counts as
immediate or trivial is closely related to the cognitive resources that agents
have available for inferential reasoning. If we focus on the Kurt Gödels of
this world, even fairly complex mathematical and logical equivalences may
be immediate or trivial, whereas this is not so if we focus on people as they
are most. So, according to (Fregean thesis1), the question of whether two
sentences differ in content turns on the cognitive resources that agents have
available. To reflect this epistemic aspect of Frege’s principle in our ter-
minology, we will henceforth talk about the epistemic content of linguistic
expressions.10

The epistemic aspect of Frege’s equipollence principle also reveals that
(Fregean thesis1) cannot strictly be the right way of formulating the princi-
ple. According to (Fregean thesis1), whether two sentences have the same
content depends on whether they are immediately recognizable as equivalent.
However, while the relation of having the same content is most naturally un-
derstood as an identity relation, which is transitive, the relation of being
immediately recognizable is not transitive. Here is a simple illustration of
why: consider a sequence A0, A1, . . . , An of sentences such that An can be
inferred from A0 in no less than n inferential steps (and A0 can likewise
be inferred from An in no less than n steps). In other words, the shortest
inference from A0 to An (and vice versa) involves n applications of simple in-
ference rules such as modus ponens, conjunction elimination, and the like.11

10Note that Frege’s equipollence principle does not make content individuation depend
on the stock of empirical information that an agent has available. Obviously, what is
“immediately recognizable as equivalent” strictly speaking depends on one’s empirical
information. For example, an astronomer might immediately recognize that “Hesperus
is Phosphorus” is equivalent to “Hesperus is Hesperus.” But since Frege’s equipollence
principle quantifies over all agents, regardless of their empirical background, content in-
dividuation remains insensitive to empirical information.

11For example, the sequence (A0, A1, A2) = (p ∧ q, p, p ∨ r) can be seen as a two-step
derivation from p ∧ q to p ∨ r in a proof system that includes conjunction elimination
and disjunction introduction. Strictly speaking, the number of inferential steps needed to
derive An from A0 need not coincide with the number n, since there may be inference rules
with more than one premise. For example, the sequence (B0, B1, B2) = (p → q, p, q) is a
one-step derivation in a proof theory that includes modus ponens. But this is immaterial
for the general point that the relation of being ‘immediately recognizable as equivalent’
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Given that the value of n is sufficiently high—that is, given that the short-
est derivation of the equivalence of A1 and An is sufficiently complex—A1

and An will not count as immediately recognizable as equivalent for ordinary
persons like you and me. Yet, since a single application of a simple inference
rule presumably counts as immediate or obvious for agents like us, each pair
of adjacent sentences Ai and Ai+1 will count as immediately recognizable as
equivalent.12 So the relation of being immediately recognizable as equivalent
cannot be transitive: a sentence A need not be immediately recognizable as
equivalent to C, even if A is immediately recognizable as equivalent to B,
and B is immediately recognizable as equivalent to C.

Thus we need to find a formulation of the equipollence principle that
appeals to intransitive relations on both sides of the biconditional. This
means searching for an intransitive replacement of the relation of having the
same content that remains faithful to the epistemic aspect of the equipollence
principle. For reasons that will become clear, we will refer to this relation
as that of having indistinguishable epistemic contents. If we substitute this
relation in (Fregean thesis1), we obtain:

(Fregean thesis2) Two sentences A and B have indistinguishable epis-
temic contents if and only if A and B are immediately recognizable as
equivalent.

The relation of having indistinguishable epistemic contents should be under-
stood as a term of art that captures the sense in which pairs such as (1) to
(3) differ in content, whereas pairs such as (4) to (6) do not. As explained
in the introduction, sentence pairs like (4) to (6) seem to say much the same
thing, and seem to play much the same role in our cognitive lives. And
when a pair of sentences display these features, we will say that they have
‘indistinguishable’ epistemic contents. By contrast, we will say that sentence
pairs like (1) to (3), which do not display these features, have distinguishable

cannot be transitive.
12Of course, it is a moot point exactly what it takes for an inference rule to be “trivial”

or “obvious”. For now we shall rely on an intuitive grasp of these notions, but later on,
we will offer a formally precise account.

10



epistemic contents.13

A desirable consequence of individuating content by appeal to an intran-
sitive relation is that it allows us to circumvent a recent impossibility result
by Bjerring and Schwarz (2017). To see the gist of their result, consider
again the sequence A0, . . . An of sentences from above. Given a high enough
value of n, we can hold that A0 and An differ in content for the same sorts
of reasons that (3a) and (3b) differ in content. Yet, given that a single appli-
cation of a simple inference rule counts as immediate or trivial, each pair of
adjacent sentences Ai and Ai+1 will not differ in content for the same sorts
of reasons that (6a) and (6b) do not differ in content. This spells trouble
for the familiar strategy of individuating content by appeal to an identity
relation. For if the content of Ai is identical to that of Ai+1, for each i, it
follows by the transitivity of identity that A0 and An have identical contents
as well. In other words, A0 and An cannot have distinct contents, if each
adjacent pair of sentences have identical contents. But as we have seen, a
joint solution to the old and the new problem of hyperintensionality should
allow us to say that A0 and An differ in content (in some sense of ‘differ in
content’), whereas each adjacent pair of sentences Ai and Ai+1 do not. So,
insofar as we want to develop a joint solution to the old and the new problem
of hyperintensionality, Bjerring and Schwarz’s result shows that content must
be individuated in an intransitive manner. And the equipollence principle
promises a way to do just that.

Let us now introduce a formally precise rendering of what it means for
two sentences to be ‘immediately recognizable as equivalent’. First off, note
that what is ‘immediately recognizable as equivalent’ seems closely related
to what is ‘immediately a priori inferable’. Consider again the sentence pairs
in (4) to (6). Plausibly, these sentence pairs are immediately recognizable
as equivalent precisely because it is immediately a priori inferable that they
are equivalent. For example, we take it that A and A ∧ A are immediately
recognizable as equivalent because it is easy to establish their equivalence a

13To be sure, nothing of importance hinges on the exact choice of terminology. The
notion of “indistinguishability” strikes us as a particularly natural way of replacing “same-
ness” with an intransitive counterpart, but other intuitive notions such as “cognitive syn-
onymy” or “likeness in meaning” may do the job just as well.
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priori.
What counts as immediately a priori inferable also seems to depend in

the right way on the cognitive resources that agents have available. While it
may be trivial for a skilled mathematician to show that 7 = 7 is equivalent
to (52 × 211 − 4) ÷ 753 = 7, this may be non-trivial for people like you and
me. Thus it seems natural to understand the relation of being immediately
recognizable in terms of what is immediate a priori inferable.

Given that what counts as immediately a priori inferable depends on
an agent’s cognitive resources, we need a way of quantifying the resources
that agents have available for immediate a priori reasoning. Many different
measures may in principle do the job here, whether they appeal to time
consumption, neural firings in the brain, or some other quantity. But to
keep things relatively simple, we will think of an agent’s cognitive resources
in terms of the number n of steps of a priori reasoning that the agent can
immediately perform. Accordingly, we will think of a priori reasoning as
a rule-bound process whereby agents reason step-by-step by applying rules
from a designated set S of a priori inference rules.14

As a first stab, we can understand S as an inferential system that contains
enough rules to accommodate the kinds of reasoning that we find in logic,
mathematics, and analytic or conceptual analysis. We are familiar with
thinking about logical reasoning in terms of rules such as modus ponens,
conjunction elimination, and so on. And later, in §4, we shall discuss in
more detail how one might think of mathematical and conceptual reasoning
in a similar rule-bound fashion. But for now, it suffices to bear two points
about the system S in mind. First, all rules in S, whether logical or non-
logical, should be strictly a priori. For example, there should be no rules in S
that allow agents to move from sentences containing ‘Hesperus’ to sentences
containing ‘Phosphorus’ since it requires significant empirical information
to connect facts about Hesperus to facts about Phosphorus. Second, our
framework below does not presuppose any particular specification of the rules

14For similar ways of modelling resource-bounded reasoning, see Bjerring and Skipper
(forthcoming), Drapkin and Perlis (1986), Jago (2014), Rasmussen (2015), and Smets and
Solaki (2018).
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in S. For all we say, there may be a uniquely correct way of encoding a
priori reasoning as a rule-bound process. But just as different contexts may
require different levels of cognitive resources (and hence different values of n),
different contexts will likely also require different reasoning mechanisms (and
hence different specifications of S). So we take it to be a desirable feature of
our framework that it allows for different specifications of the system S.

If a sentence B can be inferred from another sentence A within n appli-
cations of the rules in S, we will say that B is “n-step inferable in S” from
A. Accordingly, we will say that B is immediately a priori inferable from A

if and only if B is n-step inferable in S from A. If B can be inferred from
A by some (sufficiently large) finite number of applications of the rules in
S, we will say that B is in principle inferable in S from A. And if A is
n-step inferable in S from the empty set, we will simply say that A is n-step
inferable in S.

We will make two further assumptions about n-step inferability in S.
First, we will assume that nothing is 0-step inferable in S, except the trivial
inference ‘A therefore A’. Nothing of importance hinges on this assumption,
but it will simplify the exposition. Second, for our central result below, we
will assume that S is monotonic. That is, we will adopt the orthodox view
that valid priori inferences cannot be defeated by the addition of further
premises. This assumption is not entirely uncontroversial, but we find it
plausible enough to serve as a working assumption in this context.15

In order to reflect the step-based picture of immediate a priori inferability
in our terminology, we will henceforth talk about the “epistemic n-content” of
a sentence. This gives us the following rendering of the equipollence principle:

(Fregean thesis3) Two sentences A and B have indistinguishable epis-
temic n-contents if and only if it is n-step inferable in S that A and B

are equivalent.

Let us highlight two important features of (Fregean thesis3). First, the princi-
ple preserves the intransitivity of the previous renderings of the equipollence
principle: C need not be n-step inferable from A, even if B is n-step infer-

15See Russell (2017) for additional background on defeasibility of a priori reasoning.

13



able from A, and C is n-step inferable from B. For example, if S contains
conjunction elimination, A will be 1-step inferable from A∧A, and A∧A will
be 1-step inferable from (A∧A)∧ (A∧A), but A will not be 1-step inferable
from (A ∧A) ∧ (A ∧A). So the notion of n-step inferability in S provides us
with an intransitive relation that remains faithful to the epistemic aspect of
the equipollence principle.

Second, by varying the value of n, (Fregean thesis3) gives rise to a whole
spectrum of notions of content with different levels of granularity. In the limit
where n = 0, content is individuated in a highly fine-grained manner: any
two sentences will come out with distinguishable epistemic n-contents. In
the opposite limit where n goes towards infinity, content is individuated in a
highly coarse-grained manner: any two a priori equivalent sentences will come
out with indistinguishable epistemic n-contents. For intermediate values of
n, we find notions of content that are hyperintensional, yet non-trivial: some,
but not all, a priori equivalent sentences will have indistingushable epistemic
n-contents.

With a refined version of the equipollence principle at our disposal, the
next task is to develop a worlds-based semantic framework that satisfies
(Fregean thesis3).

3 Epistemic n-intensions

The guiding idea behind our semantic framework is to understand the no-
tion of ‘n-step inferability in S’ as a kind of epistemic necessity, which is
sensitive to an agent’s cognitive resources. More specifically, we will say that
a sentence A is necessary (in the relevant epistemic sense of ‘necessity’) if
and only if A is n-step inferable in S. Hence, since only a priori truths are
in principle inferable in S, only a priori truths will ever be necessary in our
framework. But which truths come out as necessary depends on the value of
n. When n = 0, no a priori truths come out as necessary, since we assume
that nothing is 0-step inferable in S. When n approaches infinity, all a priori
truths come out as necessary, since we assume that all a priori truths are in
principle inferable in S. For intermediate values of n, some, but not all, a

14



priori truths come out as necessary.
Why understand n-step inferability in S as a kind of necessity? Because

it allows us to give a semantic analysis of (Fregean thesis3) that mirrors the
following classical individuation principle from intensional semantics:

(Intensional content) Two sentences A and B have the same inten-
sional content if and only if the intension of A↔ B is necessary.

In our framework, the relevant epistemic notion of necessity will play much
the same role as the standard non-epistemic notion of necessity plays in
(Intensional content). More specifically, we will define a class of non-trivial
hyperintensions—or, as we shall call them, ‘epistemic n-intensions’—that will
allow us to say that A and B have indistinguishable epistemic n-contents if
and only if the epistemic n-intension of A↔ B is necessary.

To situate our proposal within the existing theoretical landscape, it is
instructive briefly to compare it to the general approach that we find in
Chalmers’ epistemic two-dimensional semantics.16 Roughly, on this account,
two sentences are said to have the same epistemic content if and only if
they are a priori equivalent. As in our framework, Chalmers’ framework
is based on an understanding of apriority in terms of a notion of epistemic
necessity. But in contrast to the notion of immediate a priori inferability that
we are targeting, Chalmers targets an idealized notion of apriority, which is
not sensitive to an agent’s cognitive resources. As a result, his framework
renders all a priori truths epistemically necessary, and hence associates all
a priori truths with the same content. However, Chalmers also speculates
that, if we want to cut content more finely than a priori equivalence, we might
try to develop a semantics around a non-ideal notion of epistemic necessity,
which is sensitive to limited cognitive resources. Among his candidates for
such a non-ideal notion of epistemic necessity are “knowability through such-
and-such amount of a priori reasoning” and “provability in n steps of logical
reasoning” (Chalmers 2011, pp. 102-03). Our proposal below may be seen as
an attempt to put flesh on these bones.

As a first step, we need to define a space of worlds or ‘scenarios’ at which
16See, e.g., Chalmers (2006; 2011).
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we can evaluate sentences for truth and falsity. We will think of scenarios
as representations of ways the world might be for all an agent can tell a
priori. Given that some agents have limited resources available for a priori
reasoning, some scenarios will give an a priori inconsistent representation of
the world. Such scenarios look possible to agents with limited capacities for
a priori reasoning, but are nonetheless impossible in the sense that it is in
principle possible to reveal them as being a priori inconsistent. Moreover,
given that some (idealized) agents have unlimited resources available for a
priori reasoning, some scenarios will give an a priori consistent representation
of the world. Such scenarios are a priori possible in the sense that no amount
of a priori reasoning will reveal them as being inconsistent.

For present purposes, we will construct scenarios linguistically as sets of
sentence types in some world-making language L. While there is much to say
about the specifics of such a world-making language, it suffices here to spec-
ify just a few general requirements that L should meet.17 First, the content
of sentence types in L should be sufficiently fine-grained and, in particular,
more fine-grained than Fregean content. For if the content of sentences in
L is more fine-grained than Fregean content, there should be no obvious cir-
cularities involved in appealing to scenarios constructed in L to develop a
semantics built around Frege’s equipollence principle. Second, L should be
rich enough to represent every possible and impossible way the world might
be for agents with (potentially) limited resources available for a priori rea-
soning. In particular, it should allow us to express the kinds of sentences that
we find in logic, mathematics, science, and so on. Finally, L should display
no context-dependent features. For if we constructed scenarios in a context-
dependent language, scenarios need not give determinate representations of
ways the world might (or might not) be. For instance, if a scenario included
a demonstrative sentence like “this is blue,” it would be unclear what this
scenarios represented, and hence unclear what would be true and false at
that scenario. But aside from such general requirements, we need not make
any substantive assumptions about the world-making language L.

17For further considerations in this direction, see Berto (2013), Chalmers (2011), and
Jago (2014).
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Next, we need to say what it means for a sentence token in English
to be true or false at a scenario. For ease of exposition, we shall ignore
the relation between English and the world-making language L and simply
pretend that scenarios correspond to sets of sentences in English. This allows
us to evaluate sentence tokens in English—henceforth just ‘sentences’—for
truth and falsity at scenarios by reference to simple set-membership.18 That
is, if V is an evaluation function from sentences and scenarios to truth-values:

(Verification) V (A, w) = T if and only if A ∈ w.
(Falsification) V (A, w) = F if and only if ¬A ∈ w.

If w neither verifies nor falsifies A, we will say that A is indeterminate at w

and that w contains a ‘truth-value gap’.
While every scenario corresponds to a set of sentences, not all sets of

sentences should correspond to a scenario. For recall that we want scenarios
to represent ways the world might be for agents with (potentially) limited re-
sources available for a priori reasoning. And there are non-trivial constraints
on what the world might be like for such agents. In particular, scenarios
that are “blatantly” impossible in the sense that it is trivial or immediate
for a given agent to see that they are inconsistent do not count as ways the
world might be for the agent.19 Thus, given that we focus on agents who can
immediately or trivially perform n steps of a priori reasoning, we will restrict
our attention to scenarios from which no hidden contradiction can be inferred
within n steps of a priori reasoning. That is, we will restrict our attention to
scenarios that are n-consistent in the following sense (where ‘Γ ⊢n

S Γ′’ means
that the set Γ′ of sentences can be inferred from the set Γ of sentences by n

applications of the rules in S):

(n-consistency) A scenario w is n-consistent if and only if w /⊢
n
S �,

where � is an arbitrary contradiction of the form {A,¬A}.
18A detailed account of the relation between L and English would appeal to a translation

of tokens in English to types in L; see Jago (2014, §5) for such an account.
19This sort of requirement goes back at least to Hintikka (1975) who noted that “im-

possible possible worlds” may well be epistemically possible for ordinary agents as long
as they are not too logically ill-behaved; see also Lewis (2004), Bjerring (2013), and Jago
(2014) for similar ideas.
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In other words, a scenario w is n-inconsistent if and only if the shortest
derivation of a contradiction from w is no longer than n steps in S.20 Here
is a simple illustration: suppose that S contains just modus ponens, and let
w = {A, A→ B,¬B}. Since it takes exactly one application of modus ponens
to derive a contradiction from w, w is 0-consistent, but 1-inconsistent. By
comparison, the scenario v = {A, A → B, B → C,¬C} is 1-consistent, but
2-inconsistent, since it takes exactly two applications of modus ponens to
derive a contradiction from v. Finally, a scenario such as u = {A ∨ B} is
consistent simpliciter since it is not possible to derive a contradiction from
u in any number of steps in S.

Henceforth, let Wn denote the set of all n-consistent scenarios. Since
all scenarios are at least 0-consistent, no scenario in Wn will ever verify an
explicit contradiction of the form {A,¬A}. In other words, while scenarios in
Wn might well contain truth-value gaps, they will never contain truth-value
gluts. By varying the value of n, we can vary the ‘degree of consistency’ of the
scenarios in Wn. For n = 0, Wn is a highly permissive space of scenarios, which
excludes only scenarios that verify explicit contradictions. By contrast, when
n approaches infinity, Wn becomes highly restrictive, excluding all scenarios
that fail to be a priori consistent simpliciter. For intermediate values of n,
the scenarios in Wn will display different intermediate degrees of a priori
consistency.

While (n-consistency) guarantees that scenarios in Wn are not too bla-
tantly inconsistent, it does not itself give us the required tools to treat n-step
inferability as a kind of necessity. For on the usual understanding necessity,
a sentence is necessary if and only if it is true across all worlds (in some
designated space of worlds). But since (n-consistency) does not impose any
constraints on how many truth-value gaps scenarios in Wn may contain, no
sentence will ever be true at all scenarios in Wn, regardless of the value of n.
To ensure that our framework accommodates an appropriate class of neces-
sities, we therefore need a formal device that can help us to eliminate certain

20Accordingly, whether a contradiction can be derived from w in more than n steps is
irrelevant for whether w is n-consistent. Thanks to an anonymous reviewer for asking us
to clarify this point.
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obvious or blatant truth-value gaps from scenarios in Wn:

(n-expansion) For any scenario w ∈ Wn, the n-expansion of w is written
‘wn’ and defined as: wn = {A ∣ w ⊢n

S A}.

In other words, the n-expansion of w contains all sentences that can be
inferred from w within n steps in S (including those sentences that are already
contained in w). For example, suppose that S contains just conjunction
elimination and double negation elimination, and let w = {¬¬(A ∧B)}. The
1-expansion of w is then given by w1 = {¬¬(A ∧ B), A ∧ B}, whereas the
2-expansion of w is given by w2 = {¬¬(A ∧B), A ∧B, A, B}. Note that the
0-expansion of w is identical to w itself, since nothing is 0-step inferable in S.
Note also that the n-expansion of scenarios in Wn will never verify explicit
contradictions, since all scenarios in Wn are n-consistent.

We are now in a position to define the epistemic n-intension of a sentence
as a function from scenarios in Wn to truth-values:

(Epistemic n-intension) The epistemic n-intension of A is true at w if
and only if V (A, wn) = T , and false at w if and only if V (A, wn) = F .

As usual, if the epistemic n-intension of A is neither true nor false at w, we
will say that A is indeterminate at w.

By varying the value of n, we get a whole spectrum of epistemic n-
intensions. When n = 0, epistemic n-intensions will be highly a priori ill-
behaved: they are only guaranteed not to verify and falsify the same sentence
at the same scenario. By contrast, when n approaches infinity, epistemic n-
intensions will be highly a priori well-behaved: they will deliver truth-values
that are in full accordance with what can in principle be established a priori
about our world. For intermediate values of n, epistemic n-intensions will
display different degrees of a priori well-behavedness.

Finally, we can define what it means for epistemic n-intensions to be
possible or necessary:

(Possibility) The epistemic n-intension of A is possible if and only if
the epistemic n-intension of A is true at some scenario in Wn.
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(Necessity) The epistemic n-intension of A is necessary if and only if
the epistemic n-intension of A is true at all scenarios in Wn.

If the epistemic n-intension of A is possible but not necessary, we will say
that A is contingent. As in other frameworks that allow for truth-value gaps,
possibility and necessity cannot be treated as duals, since the epistemic n-
intension of A need not be true at w, even if it fails to be false at w (and
vice versa). This is why possibility and necessity are defined separately.

Despite obvious differences, epistemic n-intensions are comparable to clas-
sical intensions in a number of respects. Here are three notable examples.
First, classical intensions are often understood as “carving up” the space of
possible worlds into those worlds that verify a given sentence, and those that
do not. Similarly, we can understand epistemic n-intensions as carving up
the space of n-consistent scenarios into those scenarios whose n-expansions
verify a given sentence, and those whose n-expansions do not. Second, classi-
cal intensions allow us to spell out a notion of necessity in terms of intensions
being true-at-all-possible-worlds. Similarly, we have seen that epistemic n-
intensions can be used to spell out an epistemic notion of necessity in terms of
epistemic n-intensions being true-at-all-worlds-in-Wn. Finally, classical in-
tensions are often used to give set-theoretic representations of various logical
connectives. For example, the meaning of conjunection (‘∧’) and disjunction
(‘∨’) can be expressed by the following subset relations (where ‘∣A∣’ denotes
the set of possible worlds that verify A):

(∧) ∣A ∧B∣ ⊆ ∣A∣ ∩ ∣B∣ (∨) ∣A ∨B∣ ⊆ ∣A∣ ∪ ∣B∣

∣A∣ ∩ ∣B∣ ⊆ ∣A ∧B∣ ∣A∣ ∪ ∣B∣ ⊆ ∣A ∨B∣

It is well-known that these classical dependencies fail once we move into
an impossible-worlds framework.21 However, we can still use epistemic n-
intensions to give informative set-theoretic representations of various logical
connectives. For example, if S contains the standard introduction and elim-
ination rules for conjunction and disjunction, we get the following subset

21For details, see for instance Elliott (2017).
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relations (where ‘∣A∣n’ denotes the set of scenarios in Wn at which the epis-
temic n-intension of A is true):22

(∧) ∣A ∧B∣n ⊆ ∣A∣n+1 ∩ ∣B∣n+1 (∨) ∣A ∨B∣n ∩ ∣¬A∣n ⊆ ∣B∣n+1

∣A∣n ∩ ∣B∣n ⊆ ∣A ∧B∣n+1 ∣A∣n ⊆ ∣A ∨B∣n+1

These subset relations show that, although not truth-functional in the classi-
cal sense, our semantics nevertheless offers informative dependencies between
the epistemic n-intensions of complex sentences and those of their parts.

With the core elements of our semantic framework on the table, we can
now return to Frege’s equipollence principle.

4 The Fregean thesis formalized

Just as the intensional theory identifies the semantic content of a sentence
with its intension, we will identify the epistemic n-content of a sentence
with its epistemic n-intension. Accordingly, we will accommodate Frege’s
equipollence principle within our semantic framework in the following way:

(Fregean thesis) Two sentences A and B have indistinguishable epis-
temic n-contents if and only if the epistemic n-intension of A ↔ B is
necessary.

As promised, this principle offers an intransitive individuation of epistemic n-
content: the epistemic n-intension of A↔ C need not be necessary, even if the
epistemic n-intensions of A↔ B and B ↔ C are both necessary. For example,
if S contains the standard introduction and elimination rules for conjunction,
the epistemic 2-intensions of A↔ (A∧A) and (A∧A) ↔ (A∧A)∧(A∧A) will
both be necessary, whereas the epistemic 2-intension of A↔ (A∧A)∧(A∧A)

will not.
22For those interested in the formal details, here is a brief proof of the upper subset

relation involving conjunction: suppose w ∈ ∣A ∧ B∣n. By (Epistemic n-intension) and
(Verification), A ∧B ∈ wn. Given that S contains conjunction elimination, wn ⊢1

S
A and

wn ⊢1
S

B. Hence, w ⊢n+1
S

A and w ⊢n+1
S

B. By (n-expansion), A ∈ wn+1 and B ∈ wn+1. By
(Epistemic n-intension) and (Verification), the epistemic n+ 1-intension of A is true at w,
and similarly for B. Thus, w ∈ ∣A∣n+1 and w ∈ ∣B∣n+1, which means that w ∈ ∣A∣n+1∩∣B∣n+1.
The other subset relations can be established in similar ways.
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The following result shows that (Fregean thesis) satisfies (Fregean thesis3)
in the sense that the two theses deliver precisely the same semantic verdicts:

Theorem 1. The epistemic n-intension of A is necessary if and only if ⊢n
S A.

Proof. For left-to-right, suppose that the epistemic n-intension of A is nec-
essary. By (Necessity), the n-intension of A is true at every scenario w ∈ Wn.
By (Epistemic n-intension), V (A, wn) = T , for every w ∈ Wn. So, by (Verifi-
cation), A ∈ wn, for all w ∈ Wn. Since ∅ ∈ Wn, A ∈ ∅n. So, by (n-expansion),
⊢n
S A. For right-to-left, suppose that ⊢n

S A. By monotonicity of S, w ⊢n
S A, for

all w ∈ Wn. So, by (n-expansion), A ∈ wn, for all w ∈ Wn. By (Verification),
V (A, wn) = T , for every w ∈ Wn. By (Epistemic n-intension), the epistemic
n-intension of A is true at every scenario w ∈ Wn. Thus, by (Necessity), the
epistemic n-intension of A is necessary.

It follows as an immediate corollary of Theorem 1 that the epistemic n-
intension of A ↔ B is necessary if and only if A ↔ B is n-step inferable
in S. Hence, (Fregean thesis) and (Fregean thesis3) individuate epistemic
n-content in precisely the same manner.

By varying the value of n, we can use (Fregean thesis) to reason about
a whole spectrum of notions of content with different levels of granularity.
When n = 0, content is individuated in a highly fine-grained manner: any
two sentences are associated with distinguishable epistemic n-contents. By
contrast, when n goes towards infinity, content is individuated in a highly
coarse-grained manner: any two a priori equivalent sentences are associated
with indistinguishable epistemic n-contents. For intermediate values of n, we
get a range of notions of hyperintensional, yet non-trivial content: some, but
not all, a priori equivalent sentences are associated with indistinguishable
epistemic n-contents.

There are three interesting observations to make about the limit where
n approaches infinity. First, while the resulting notion of content is highly
coarse-grained, it remains hyperintensional in the sense that a posteriori
equivalent sentences are still associated with distinguishable epistemic n-
contents. For example, ‘Hesperus is Hesperus’ and ‘Hesperus is Phosphorus’
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have distinguishable epistemic n-contents, for any value of n, since S does
not contain any rules that allow agents to move from facts about Hesperus
to facts about Phosphorus (or vice versa).

Second, the relation of having indistinguishable epistemic n-content turns
into an identity relation in the limit where n approaches infinity. For in that
case, what is n-step inferable in S coincides with what is in principle inferable
in S. Hence, if A and B are a priori equivalent, the epistemic n-intension of
A↔ B is necessary, when n goes towards infinity. As a result, the epistemic
n-intensions of A and B will be co-extensional at all scenarios in Wn.

Third, when n goes towards infinity, epistemic n-intensions individuate
content in much the same way as Chalmers’ so-called primary intensions.23

On Chalmers’ picture, the primary intension of a sentence represents what we
might call its “ideal” epistemic content: roughly, the conditions under which
the sentence is true or false at a priori closed and consistent scenarios. Two
sentences A and B are then said to have the same ideal epistemic content if
and only if the primary intension of A↔ B is necessary, which holds if and
only if it is a priori true for an agent with no cognitive limitations that A

and B are equivalent (Chalmers 2011). Essentially, that is, A and B have
the same ideal epistemic content if and only if it is in principle inferable in
S that they are equivalent. As we saw above, when A ↔ B is in principle
inferable in S, A and B will have indistinguishable epistemic n-contents, for n

going towards infinity. So epistemic n-intensions behave much like primary
intensions in the limit where n approaches infinity. For finite values of n,
we may think of epistemic n-intensions as “non-ideal” primary intensions
that represent the “non-ideal” epistemic content of sentences: roughly, the
conditions under which sentences are true or false at the n-expansions of
scenarios in Wn.24 As such, there is a natural sense in which epistemic n-
intensions may be understood as generalized Chalmersian primary intensions.

23See Chalmers (2002; 2011) for details.
24Of course, these similarities between epistemic n-intensions and primary intensions

presuppose that S contains enough rules to allow us to infer the class of sentences that
count as a priori in Chalmers’ framework.
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5 Revisiting the two problems of hyperintensionality

We now want to show how the proposed semantic framework can provide
a joint solution to the old and the new problem of hyperintensionality. To
do so, we must look for a value of n for which the sentence pairs in (1)
to (3) get associated with distinguishable epistemic n-contents, whereas the
sentence pairs in (4) to (6) get associated with indistinguishable epistemic n-
contents. Obviously, the limit cases where n = 0 or n approaches infinity are
non-starters: when n approaches infinity, we cannot solve the old problem of
hyperintensionality because all a priori equivalent sentences get associated
with indistinguishable epistemic n-contents; and when n = 0, we cannot solve
the new problem of hyperintensionality because all sentences whatsoever get
associated with distinguishable epistemic n-contents. What is needed is an
intermediate value of n. The appropriate value is, of course, going to depend
on the exact specification of the rules in S. But for the sake of concrete-
ness, let us illustrate how our semantic framework can deliver the intuitively
correct verdicts in (1) to (6) when n = 2 and S contains just a few familiar
inference rules.

Consider first the logical cases (3) and (6):

(3) a. A.
b. (A ∧ (¬(¬A ∨B))) ∨ (A ∧B).

(6) a. A.
b. A ∧A.

Given that S contains the standard introduction and elimination rules for
conjunction and disjunction, A ∧ A is 1-step inferable in S from A, and A

is 1-step inferable in S from A ∧ A. So A ↔ (A ∧ A) is 2-step inferable in
S. By Theorem 1, this means that the epistemic 2-intension of A↔ (A∧A)

is necessary.25 Hence, by (Fregean thesis), it follows that A and A ∧A have
25Again, depending on how we exactly specify the logical fragment of S, further steps

might be needed to infer A ↔ (A ∧ A). For example, if we adopt a Lemmon-style nat-
ural deduction system, it would take five proof steps to infer A ↔ (A ∧ A), because we
would need additional steps for making and discharging assumptions. But such details are
unimportant for the issue at hand.
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indistinguishable epistemic 2-contents. By contrast, since there are no logical
rules that allow us to infer the complex biconditional A↔ (A∧(¬(¬A∨B)))∨

(A∧B) in just 2 steps, it will not be 2-step inferable in S that (3a) and (3b)
are equivalent. Thus, by Theorem 1, (3a) and (3b) have have distinguishable
epistemic 2-contents. So (Fregean thesis) delivers the right semantic verdicts
in the logical cases.

Consider next the mathematical cases (2) and (5):

(2) a. 7 = 7.
b. (52 × 211 − 4) ÷ 753 = 7.

(5) a. x = y.
b. y = x.

Given that S contains a rule for commutativity of identity that allows us to
infer x = y from y = x in one step, it follows that x = y ↔ y = x is 2-step
inferable in S. By Theorem 1 and (Fregean thesis), this means that x = y

and y = x have indistinguishable epistemic 2-contents. By contrast, 7 = 7
and (52 × 211 − 4) ÷ 753 = 7 have distinguishable epistemic 2-contents, since
no reasonable specification of the mathematical fragment of S will make it
possible to infer 7 = 7↔ (52×211−4)÷753 = 7 in just two steps. So (Fregean
thesis) delivers the right semantic verdicts in the mathematical cases.

Finally, consider the analytic and metaphysical cases (1) and (4):

(1) a. Hesperus is Hesperus.
b. Hesperus is Phosphorus.

(4) a. The number of primes is infinite.
b. There are infinitely many primes.

As previously mentioned, ‘Hesperus is Hesperus’ and ‘Hesperus is Phospho-
rus’ get associated with distinguishable epistemic n-contents, for any value of
n, since S only contains a priori inference rules. So (Fregean thesis) delivers
the right semantic verdict in the metaphysical case. As for the analytic case,
we can ensure that ‘the number of primes is infinite’ and ‘there are infinitely
many primes’ get associated with indistinguishable epistemic 2-contents by
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including in S a simple a priori rule that allows us to infer that ‘the number
of F s is x’ from ‘there are x many F s’ (and vice versa). So (Fregean thesis)
delivers the right semantic verdict in the analytic case as well.

This illustrates how our semantic framework can provide a joint solution
to the old and the new problem of hyperintensionality. It solves the old
problem of hyperintensionality by allowing us to draw semantic distinctions
between sentence pairs—such as (1) to (3)—that are equivalent, but only
non-trivially so. And it solves the new problem of hyperintensionality by
allowing us to ban semantic distinctions between sentence pairs—such as (4)
to (6)—that are trivially equivalent. In other words, the proposed semantic
framework offers a way of making cuts in content that are neither implausibly
coarse-grained nor implausibly fine-grained.

While we have illustrated on a case-by-case basis how we can specify the
rules in S so as to ensure that (Fregean thesis) delivers the right semantic
verdicts, it remains an open question whether it is feasible to model all sound
a priori reasoning in a step-wise fashion. Obviously, there is no requirement
that the rules in S need be anywhere near as simple as the ones we made use
of above. Nor is there any requirement that S contains only one type of rule
for sentences containing a given expression. The rules in S need not even
offer a positive characterization of the types of situations in which a given
sentence can be inferred from a set of premises. It may turn out that, for some
sentences, we can only specify rules that allow us to infer their negations. For
instance, while Gettier cases have taught us a lot about situations in which
it is not correct to say that a subject knows some proposition, it remains
unclear whether there is a specifiable set of conditions under which it is
always correct to say that the subject does know some proposition.

More generally, the issues involved in specifying S are very similar to
issues that arise in discussions of entailment patterns in natural languages.
If we adopt a too restrictive view on what entailment is—say, entailment in
propositional logic—we will fail to capture many entailment patterns in nat-
ural language. For instance, while a sentence like “Peter painted the fence”
lexically entails that “a fence was painted”, the former does not logically en-
tail the latter. So to capture such entailments, we must focus on a broader,
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more permissive notion of entailment. Questions concerning how to specify
this broader notion of entailment bear resemblance to questions concerning
how we should specify the rules in S to capture a sufficiently permissive no-
tion of a priori entailment. As such, it might be useful to look to work in
formal semantics when deciding which rules should be included in S. For
instance, we might want S to contain an appropriate set of meaning postu-
lates similar in spirit to those that semanticists in the Montagovian tradition
have used to define a notion of entailment that is less strict than logical en-
tailment. Or we might want S to contain various rule-bound encodings of
semantic relations that exist among entries in a natural language lexicon.26

But regardless of whether it is feasible to capture all sound a priori rea-
soning in this way, let us stress that the guiding idea behind our semantics
does not rest on this assumption. As explained in §3, we are free to use any
quantitative measure of the complexity of different lines of a priori reasoning;
and we take it to be uncontroversial that different lines of a priori reasoning
indeed do differ in complexity.

6 Jago on Fregean content

In recent work, Jago (2013b; 2014) has developed a hyperintensional frame-
work that—much like ours—promises to accommodate a notion of hyper-
intensional, yet non-trivial content. In this section, we briefly review his
framework and argue that ours is superior in a number of respects.

Jago’s hyperintensions are defined over a set of possible and impossible
worlds—call it WJ—where the impossible worlds are assumed not to contain
any “blatant” or “trivial” inconsistencies. According to Jago, it is a vague
matter what counts as a trivial inconsistency, and hence a vague matter which
impossible worlds belong to WJ . For example, while a world that falsifies
the trivial logical truth “1 + 3 = 3 + 1” is determinately not part of WJ , it is
indeterminate whether worlds that falsify more subtle logical truths are part
of WJ (Jago 2014, ch. 7). Yet, irrespective of how the line is drawn between
trivial and non-trivial inconsistencies, Jago allows that worlds in WJ may be

26For further discussion, see Glanzberg (2015) and Zimmermann (1999).
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arbitrarily partial or “truth-gappy”. That is, while no world in WJ falsifies
trivial logical truths such as A ∨ ¬A, there are plenty of worlds in WJ that
fail to verify such truths.

Since the boundaries of WJ are vague, Jago’s account of semantic content
treats content as a vague phenomenon. More specifically, on Jago’s account,
two sentences A and B do not determinately differ in content if and only
if no world that is determinately part of WJ verifies A and falsifies B, and
vice versa (Jago 2014, p. 255). For instance, since no world that verifies
A ∧ B and falsifies B ∧ A is determinately part of WJ , A ∧ B and B ∧ A

do not determinately differ in content. By contrast, if B is a complicated
logical equivalent of A, A and B do determinately differ in content. For there
are worlds that determinately belong to WJ , which verify A and falsify B.
Subtleties aside, this is how Jago proposes to treat semantic content as a
vague phenomenon.

But why should we understand semantic content as a vague phenomenon
in the first place? Jago’s motivation stems from an alleged vagueness at the
level of knowledge ascriptions, which he tries to capture by developing an
epistemic logic that satisfies the following principle (the label is ours):

(Epistemic indeterminacy) If ‘A’ is a trivial consequence of what an
agent i knows, then it’s never determinate that i fails to know that A.
(Jago 2013b, pp. 1166-1167)

According to Jago, this principle helps us solve a resilient problem within
epistemic logic: the problem of modeling boundedly rational epistemic agents;
that is, agents who fall short of logical perfection or “logical omniscience”,
but who nevertheless display some amount of logical competence. Consider
an agent who is minimally logically competent in the sense that the agent
knows at least all the trivial logical consequences of what she knows. The
problem is that it can be shown that such agents must thereby also know all
logical consequences of what they know, and hence count as logically omni-
scient. Jago refers to this problem as “the problem of rational knowledge”
(Jago 2013b).27 To avoid logical omniscience, Jago concludes that it must

27For further discussion of this result, see Bjerring (2013) and Bjerring and Skipper
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be “possible to fail to know or believe trivial truths (and, more generally,
trivial consequences of one’s beliefs” (Jago 2014, p. 243). Yet, says Jago,
if agents can miss out on trivial logical consequences of what they know,
it seems that we have merely traded logical omniscience for radical logical
incompetence. So to retain an appropriate measure of logical competence,
Jago submits that it cannot be determinate that a given agent fails to know
any particular trivial consequence of what she knows. This is the motivation
behind (Epistemic indeterminacy).

Given (Epistemic indeterminacy), it follows that whenever A and B are
trivially equivalent, any agent who knows A cannot determinately fail to
know B, and vice versa. If we combine this result with the claim that any
two trivially equivalent sentences A and B do not determinately differ in
content, we thus obtain the following thesis: two sentences A and B do not
determinately differ in content if and only if anyone who knows A does not
determinately fail to know B, and vice versa. While Jago does not explicitly
state this relationship between his models of knowledge and semantic content,
it seems to capture his motivation for treating semantic content as a vague
phenomenon.

However, Jago’s reliance on (Epistemic indeterminacy) in the context of
epistemic logic faces a number of problems, and since his motivation for
treating semantic content as a vague phenomenon derives from (Epistemic
indeterminacy), these problems carry over to the semantic context as well.
Elsewhere, we have leveled a detailed critique of (Epistemic indeterminacy)
and its role in Jago’s epistemic logic.28 But it is worth here highlighting three
problems that we find particularly troublesome for his semantic theory.

First, we remain unconvinced by Jago’s central motivation for (Epistemic
indeterminacy), which trades on a purported analogy between the problem
of rational knowledge and the Sorites Paradox. Here is Jago’s motivation of
the analogy:

The problem of rational knowledge can be formulated in terms of a
step-by-step deduction D from premises C which the agent in question

(forthcoming).
28Bjerring and Skipper (forthcoming, §4).
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clearly knows, to a conclusion ‘A’ that the agent clearly does not know.
By assumption, not every step of reasoning in D preserves the agent’s
knowledge (since we eventually arrive at a conclusion the agent does
not know). Yet any attempt to say precisely at which point in the
deduction the agent’s knowledge gives out is doomed to failure. [...]
Formulating the problem in this way brings out its structural similarity
with the sorites paradox. In this case, the principle that rational
agents know the trivial consequences of what they know plays the role
that tolerance conditionals play in the sorites. (Jago 2013b, p. 1155)

Our worry is that the alleged analogy between the problem of rational knowl-
edge and the Sorites Paradox in fact presupposes (Epistemic indeterminacy),
in which case it cannot provide non-circular support for (Epistemic inde-
terminacy). Recall that Jago motivates the analogy by saying that “any
attempt to say precisely at which point in the deduction the agent’s knowl-
edge gives out is doomed to failure.” Yet, this claim seems plausible only
if we already accept (Epistemic indeterminacy). Otherwise, nothing would
prevent us from saying precisely at which point in the relevant deduction
the agent’s knowledge gives out. As such, the analogy seems to presuppose
rather than support (Epistemic indeterminacy). Consequently, Jago has of-
fered no independent motivation for (Epistemic indeterminacy), and hence
no independent motivation for treating semantic content individuation as a
vague phenomenon.

Second, even if we grant that semantic content may be treated as a vague
phenomenon, Jago’s account does not seem to deliver the semantic verdicts
that we should expect of such an account. On his account, we know that
whenever A and B are trivially equivalent, A and B do not determinately
differ in content. But in many cases, it seems, it is simply too weak only
to say that A and B do not determinately differ in content. For example, it
seems obviously determinate that pairs such as ‘x = y’ and ‘y = x’ do not differ
in content, just as it seems obviously determinate that ‘7 = 7’ and ‘(52×211−
4) ÷ 753 = 7’ do. More generally, as we hope to have motivated throughout
the paper, whenever two sentences A and B are trivially equivalent, we are
prepared to assert outrightly that they do not differ in content. But then it
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also seems clear that we are prepared to assert that it is determinate that A

and B do not differ in content. Yet, Jago’s framework does not deliver this
result. It only delivers the weak result that trivially equivalent sentences do
not determinately differ in content.

Finally, since worlds in WJ may contain arbitrarily many truth-value
gaps, no sentence will ever be necessary in the sense of being true across all
worlds in WJ . This strikes us as an odd, if not straightforwardly problematic
result. Since Carnap (1947) we have been used to thinking about content
individuation in terms of different notions of necessity. On Carnap’s own
account, A and B have the same content if and only if the intension of
A↔ B is necessary. On Chalmers’ account (which we discussed in §5), A and
B have the same ideal epistemic content if and only if the primary intension
of A ↔ B is necessary. On our account, A and B have indistinguishable
epistemic n-contents if and only if the epistemic n-intension of A ↔ B is
necessary. Yet, Jago’s framework does not have the resources to individuate
content by appeal to a notion of necessity, since nothing is necessary relative
to WJ . We thus take it to be an advantage of our account that it allows us
to retain the traditional Carnapian idea of understanding semantic content
in terms of a kind of necessity.

7 Concluding remarks

In the foregoing, we have outlined a worlds-based theory of semantic content
built around a version of Frege’s equipollence principle for content individu-
ation. The semantics identifies the content of a sentence with its epistemic
n-intension, which is defined as a function from n-consistent scenarios to ex-
tensions. On the proposed picture, two sentences A and B are associated
with indistinguishable epistemic n-contents if and only if the epistemic n-
intension of A↔ B is necessary. We have shown that, for appropriate values
of n, non-trivially equivalent sentence pairs such as (1) to (3) get associated
with distinguishable epistemic n-contents, whereas trivially equivalent sen-
tence pairs such as (4) to (6) get associated with indistinguishable epistemic
n-contents. As such, the proposed semantics offers a joint solution to what
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we called the “old” and the “new” problem of hyperintensionality.
While we have focused our efforts on individuating the semantic content

of sentential expressions, one might naturally wonder whether our semantic
framework can be extended to also apply to subsentential expressions such as
singular terms, predicates, and the like. We are optimistic that the core ele-
ments of our semantic framework can be used to develop a generalized version
of (Fregean thesis) that applies to sentences and subsentences alike. How-
ever, there is a plethora of complicated issues pertaining to how the semantic
content of sentences relate to the contents of their subsentential parts.29 In
particular, there are tricky issues about how we should populate scenarios
with objects and properties when we understand scenarios linguistically as
(potentially inconsistent) sets of sentences in some world-making language.30

For this reason, we defer a detailed investigation of the subsentential case to
future work.

One might also wonder whether epistemic n-intensions may be used to
account for various other semantic phenomena concerning how language con-
veys information and expresses thought content. For instance, we suspect
that epistemic n-intensions can help us to explain how utterances of math-
ematical or logical truths can be informative for ordinary persons. On the
standard intensional theory of information, a sentence is informative if and
only if its intension is contingent.31 Consequently, all logical and mathe-
matical truths are deemed uninformative in the intensional framework. By
contrast, mathematical and logical truths may well have contingent epis-
temic n-intensions. As such, our framework promises to capture the sense
in which mathematical and logical truths can be informative for ordinary
persons. Relatedly, epistemic n-intensions might also help to explain how
deductive reasoning can be informative for ordinary agents. In the inten-
sional framework, A → B will be necessary whenever A entails B. Conse-
quently, the intensional framework has the counterintuitive implication that
deductive reasoning never carries any information. By contrast, the epis-

29For a survey of questions and problems in this direction, see Szabó (2017).
30For further discussion of these issues, see Jago (2014, §5.6) and Chalmers (2011, §7).
31See Bar-Hillel and Carnap (1952) for an early exposition of the intensional account of

information.
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temic n-intension of A → B may well be contingent, even if A entails B. As
such, there is reason to hope that the “scandal of deduction”—as Hintikka
(1973) called it—can be avoided in our framework.

Although we believe that epistemic n-intensions will have many inter-
esting applications, we are not claiming that our framework can be used to
shed light on all hyperintensional phenomena that one might want to rea-
son about. For instance, Nolan (2014) surveys a number of interesting and
important issues in the area of hyperintensional metaphysics that lie beyond
the scope of our framework. Moreover, we are not claiming that epistemic
n-intensions can be used to shed light on all the semantic phenomena that
one might want to reason about. Epistemic n-intensions capture a notion
of semantic content that is sensitive to the cognitive resources that ordinary
speakers have available when they judge and reason semantically. As such, if
we are interested in capturing an externalist notion of content—as champi-
oned by, e.g., Kripke (1980) and Burge (1979a; 1979b)—epistemic n-content
may not be of much use. In particular, since all inference rules in S are a
priori, no sentences in our framework will display the type of necessity that
a posteriori necessities such as “water is H2O” arguably display. But even
if epistemic n-content is not able to play all the semantic roles that one
might care about, we nonetheless hope to have illustrated its use and value
in semantic theorizing.

Let us close by addressing a residual worry that one might have about
our semantic framework. The worry centers on the observation that our
framework is ‘proof-theoretic’ in the sense that the central notions of (n-
consistency) and (n-expansion) are defined in terms of a priori inferability
(i.e., inferability in S). This prompts the worry that our framework, although
superficially worlds-based, does not inherit the semantic virtues of a tradi-
tional possible-worlds framework, which does not rely on any proof-theoretic
structure.

We want to offer two remarks in response to this worry—a dialectical
remark, and a substantive one. First, we take one of the central lessons of
Bjerring and Schwarz’s impossibility result (discussed in §2) to be that any
framework that promises a joint solution to the old and the new problem of
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hyperintensionality will have to employ some sort of proof-theoretic structure.
In particular, as we have seen, this holds of Jago’s hyperintensional frame-
work, which—much like ours—trades on a proof-theoretic relation among
worlds. So to the extent that there are problems involved in appealing to
proof-theoretic notions within a worlds-based framework, they are not spe-
cific to our account, but apply more broadly.32 Second, it seems to us that
our framework indeed preserves many interesting features of a traditional
possible-worlds framework. In particular, as we showed in §3, epistemic n-
intensions play many of the same theoretical roles as classical intensions.
Thus, although much more can and should be said about the merits or de-
merits of appealing to proof-theoretic notions in a semantic context, we find
it worthwhile to further develop and apply the proposed semantic framework.
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