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This article identifies and examines a tension in mental health researchers’ growing enthusiasm for the use of computational tools powered by advances in artificial intelligence and machine learning (AI/ML). Although there is increasing recognition of the value of participatory methods in science generally and in mental health research specifically, many AI/ML approaches, fueled by an ever-growing number of sensors collecting multimodal data, risk further distancing participants from research processes and rendering them as mere vectors or collections of data points. The imperatives of the “participatory turn” in mental health research may be at odds with the (often unquestioned) assumptions and data collection methods of AI/ML approaches. This article aims to show why this is a problem and how it might be addressed.

Public Significance Statement
Technologies powered by artificial intelligence (AI) and machine learning (ML) are transforming many aspects of society, including mental health research and treatment. We show why it is more important than ever to ensure that those most impacted by mental health research have a significant say in how these technologies are developed and deployed.
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This article identifies and examines a tension that arises in the context of mental health researchers’ growing enthusiasm for the use of various computational tools powered by advances in artificial intelligence and machine learning (AI/ML). On the one hand, there is increasing recognition of the value of participatory methods in science generally and in mental health research specifically. But on the other hand, many AI/ML approaches, fueled by an ever-growing number of sensors collecting multimodal data, risk further distancing participants from research processes and rendering them as mere vectors or collections of data points. To put it bluntly, the imperatives of the “participatory turn” in mental health research may be at odds with the (often unquestioned) assumptions and data collection methods of AI/ML approaches. This article aims to show why this is a problem and how it might be addressed.

In The Participatory Turn section, we review some core commitments of the participatory turn in mental health research. Then, in the AI/ML Applications in Mental Health Research section, we review some recent developments in AI/ML methods used for mental health research. Next, in the Tensions Between AI/ML and Participatory Principles...
section, we explore whether and to what extent these developments are compatible with the participatory principles described in The Participatory Turn section. We then conclude by describing several avenues through which participatory principles might be brought to bear in mental health research using AI/ML.

The Participatory Turn

The participatory turn in research can be situated within broader trends toward the democratization of knowledge, in which it is often argued that publics have a rightful place in the governance of science and technology (Burgess, 2014). The justification for the inclusion of broader publics in research rests on the observation that science relies heavily on public funding and public support and that it has broad ramifications for how societal decisions are made on important public policy issues. This shift toward democratizing knowledge can be seen in various initiatives such as participatory research, public and patient involvement and engagement, public deliberation, and citizen science, as well as requirements related to public or patient involvement in the practices of funders, editors, researchers, and research ethics boards.

In mental health research, calls for democratization, inclusion, and the rights of service users to participate in the construction of knowledge are new. Such demands have long been part of efforts to resist the status quo in psychiatry, including the dominant focus on biomedical research to the neglect of structural factors, the frequent use of coercion and restraints, and the harmful and stigmatizing stereotypes often invoked. These efforts have been most prominent within the antipsychiatry movement, the recovery movement, and the consumer/survivor/ex-patient (c/s/x) movement, and also play a role in recent developments in survivor-led research and Mad studies (LeFrançois et al., 2013; Sweeney, 2016; Sweeney et al., 2009). As such, it is worth considering the unique aspects of mental health research that underlie the participatory turn in this domain, before looking at how this turn may be in tension with developments in AI/ML. Below, we briefly outline both epistemic and ethical reasons for the inclusion of mental health service users, as well as members of the public who may become service users, in research relevant to them.  

Epistemic Considerations

Epistemic justifications underlying the participatory turn often emphasize positive, instrumental impacts that result from including those impacted by research in the research process itself. Studies related to this have proliferated in recent years, such that there are now several systematic reviews (Brett et al., 2014a, 2014b; Domecq et al., 2014). While these reviews tend to differ in scope and focus, conclusions drawn often emphasize how participatory research approaches can improve the research process itself (e.g., identifying hurdles in advance, supporting recruitment, increasing dissemination opportunities), improve outcomes and data (e.g., as they may be more relevant to service users), and how stakeholders are impacted by involvement (e.g., through increased awareness, reflection, and understanding).

This focus on the impact of participation can be seen in mental health research as well and is often raised in response to worries that participatory research is less rigorous than traditional research. As Diana Rose has put it, there is a view that participatory research, “particularly in mental health, is biased, anecdotal and carried out by people who are over-involved” (Rose, 2014, p. 155). However, research related to the positive impacts of active engagement of patients and publics in research helps to counteract these worries, underlining an epistemic justification for involvement. For example, Gillard and colleagues report that involving mental health service users in their qualitative research project related to self-care led to the identification of novel themes and increased critical reflection of the research team (Gillard et al., 2010, 2012), while Simpson and House (2002) report that enlisting service users to conduct interviews “may have brought out negative opinions of services that would not otherwise have been obtained.” Impacts related to increased enrollment, retention, improved methodologies, and the relevance of research have also been documented (Crocker et al., 2017, 2018; Domecq et al., 2014; Staley, 2009).

1 While we use the terms “patients” and “service users” interchangeably in this article, we recognize that “patient” is a contested concept and that patience is not a unified phenomenon. For example, some prefer to be referred to as clients, survivors, ex-patients, service users, and so forth. Following Tekin (2022, p. 4), what we have in mind with these terms is “the individual who is in a position of need due to the distress she is experiencing and who seeks help from a professional to address her condition.” Similarly, it is worth noting how in many contexts the term “research participant” has come to replace earlier uses of terms such as “subjects” to denote humans who are the objects of scientific investigation. This use of the term “participant” thus positions human subjects of research as relatively passive, compared to the scientists who are conducting the research and who have the authority to make epistemic claims based on data collected about the subjects/participants. In contrast, when we speak of the “participatory turn” in mental health research, we are referring to calls for more active involvement of patients, service users, and broader publics in the production of knowledge. For research to be participatory, in this sense, means for subjects of research to also be engaged with more substantive aspects of the research process. The specific ways in which such involvement may occur vary and may include contributions to research design and analysis, decisions about funding research projects, and inclusion in the governance of research projects and infrastructure.

2 While we refer separately to epistemic and ethical arguments below, such arguments are often overlapping and mutually reinforcing and cannot be cleanly untangled.

3 Additional reviews have been led by funders focused on participatory research, like PCORI (the Patient-Centered Outcomes Research Institute) in the United States and INVOLVE in the United Kingdom (Forsythe et al., 2019; Staley, 2009).
These efforts to measure the impact of participatory research have grown significantly in recent years, particularly in jurisdictions where there are formal requirements for inclusion by institutions or funding calls (e.g., the National Institute for Health and Care Research in the United Kingdom and Canadian Institutes of Health Research in Canada).\footnote{Well-known examples in other domains include female primatologists’ ability to identify problematic assumptions guiding the field when they entered its ranks and Black women’s contributions to sociology through the lens of intersectionality (Collins, 1986; Haraway, 1989).}

While there are various ways of theorizing which service users may be uniquely capable of contributing to mental health research, standpoint theory offers one helpful approach for understanding the basis of these claims related to expertise grounded in lived experience. The epistemic advantage identified by standpoint theory is also sometimes referred to as experiential expertise or experience by virtue of lived experience.

The basic premises of standpoint theory are that (a) those who have been marginalized often have unique epistemic potential related to their marginalization and (b) this potential can be activated through critical reflection, particularly related to power and knowledge. Standpoint theory asserts that marginalized individuals who have engaged in critical reflection have an epistemic advantage when it comes to knowledge projects relevant to their marginalization (Friesen & Goldstein, 2022; Figueroa et al., 2003).\footnote{However, such a focus on instrumental justifications for inclusion often serves to obscure ethical reasons for involvement (Friesen et al., 2021). See Ethical Considerations section below.}

In mental health research, standpoint theory has been proposed as a justification for the importance of participatory research by several authors (Faulkner, 2017; Friesen & Goldstein, 2022; Rose, 2014, 2017). Their primary assertion is that lived experience of receiving a mental health diagnosis and/or engaging with the mental health system as a service user can provide one with an epistemic advantage, often involving the ability to identify problematic assumptions within a knowledge project, the ability to develop new hypotheses and theories or to operate with stronger objectivity in research\footnote{Strong objectivity is a form of objectivity espoused by Sandra Harding that involves explicitly acknowledging and reflecting on values that may inform one’s methods and theories in a scientific project (Harding, 1992).} (Friesen & Goldstein, 2022; Figueroa et al., 2003).

**Ethical Considerations**

In contrast to arguments that focus on epistemic benefits of engaging participants in research, many of the ethical justifications for participatory research make the case that those being directly impacted by mental health research have a right to contribute to the guidance of such research, often captured by the motto: “Nothing about us without us.” Arguments in this vein emphasize the importance of sharing power related to knowledge production with service users because they deserve it rather than because it is likely to benefit researchers or research. Possible foundations for this right may involve the unique stake service users have in research and how those receiving services are most likely to take on both risks and benefits within, and as a result of, research activities. Regardless of how it is understood, the right to be engaged in knowledge production, rather than a mere source of data, is well recognized; when surveyed, 90% of service users agreed that “service users have a fundamental right to actively participate as researchers in mental health research” (Patterson et al., 2014).

Justifications taking this shape are much more political in nature than those focused on epistemic reasons for involvement and are often tied to deep dissatisfaction and resistance to institutional mental health research and services. Mad studies, for instance, have been described as “the radical reclaiming of psychic spaces of resistance against the psychiatric domination of Mad people” (LeFrançois et al., 2013). Many have expressed worries about the likelihood of these more political, justice-oriented concerns being co-opted or swept under the rug in participatory projects led by academic centers or health care institutions, who may not wish to associate themselves with such overtly political or critical messages or aims (Pilgrim, 2005). This has led to increasing complaints about the “sanitization” of participatory research and practices related to selecting service user researchers as collaborators who are unlikely to disagree with the project as a whole (Faulkner, 2017; Russell et al., 2018).

Related justifications for the right of service users to contribute to mental health research focus on harms and abuse within the field. Indeed, the history of mental health research and practice is littered with examples of abuse and wrongdoing. Lists of treatments that were used in the past often sound like lists of torture techniques (e.g., lobotomies, bleeding, insulin comas, ice water baths, forced sterilizations). Research involving mental health patients was often abusive and unethical, from Nazi experiments to research conducted by the Imperial Japanese Army (López-Muñoz et al., 2007). Mental health diagnoses have often been used to silence or detain political dissidents or to further oppress marginalized groups, as in the famous cases of drapetomania, a diagnosis reserved for runaway slaves, or homosexuality, which was in the *Diagnostic and Statistical Manual of Mental Disorders (DSM)* until 1973 (López-Muñoz et al., 2007; Spitzer, 1981; Willoughby, 2018).

Unfortunately, the harms prevalent within mental health research and practice are not only a thing of the past. Shackling and limited access to fundamental rights such as food, water, and daylight are far too commonly experienced by individuals deemed mentally ill in much of the Global South, while in the Global North, use of restraints (physical and chemical), seclusion, forced treatments, and police violence are common...
Such harmful and traumatizing forms of care are often justified through depictions of those diagnosed with mental health disorders as lacking capacity or rationality.\(^7\) These patterns of harm have led to deeply ingrained distrust and dissatisfaction with the mental health system and the research related to it (Geoffrey, Kloos & Ornelas, 2014). Ethical arguments for the participatory turn that foreground these harms highlight how, owing to hierarchies and power structures in mental health research, marginalized groups are rendered unable to speak for themselves on their own terms. In this way, participatory research can offer a corrective, balancing out the unfair distribution of power, in which one group of experts, those with academic training, are always in a position of speaking for others, despite the latter group’s experiential expertise. As such, democratization of mental health research can be seen as protectionist, in that to prevent continued harm from occurring, it is important to have those most likely to experience such harms at the table. These arguments can also be read as reparative or restorative, in that shifting power to those who have been harmed can serve to repair or restore justice where it has been lost (Friesen et al., 2021).\(^8\)

**Participatory Principles**

With these epistemic and ethical considerations in mind, we can extract two key commitments of the participatory turn as it relates to mental health research. This is not to say that these are the only two such commitments, but rather, that these are the most relevant for assessing the rising enthusiasm for the use of AI/ML in mental health research.

First, the foregoing highlights (a) ethical and epistemic commitments to the value and richness of lived experience in knowledge production about mental health. While it might seem obvious that the first-person experience of mental illness is relevant to mental health research, Tekin (2022) points out that the *DSM*—the primary classification system for mental health diagnosis—has never included service users as either "subjects" who generate research on mental illness nor as decision makers (e.g., members of DSM taskforce or working groups). Instead, "to the extent that they were part of the DSM’s research into mental disorders, they have almost always been simply the ‘objects’ of investigation" (p. 3). In contrast, participatory approaches to mental health research recognize that there is a form of expertise generated from the lived experience of mental illness that is distinct from the more familiar clinical, diagnostic, and training-based forms of expertise. Such lived experience can be reflected not only in research design by including qualitative studies but also by including patients in decision-making roles and governance of mental health research.

Second, the foregoing highlights (b) ethical and epistemic commitments to stakeholders—whether individually or collectively—being able to speak for themselves. This follows directly from (a) because once the distinctive value of lived experience is recognized, the epistemic advantages gained from inhabiting particular standpoints can only be realized when occupants of those standpoints are able to describe their experience in their own terms. When exercised, this ability for participants to speak on their own terms is what delivers the benefits mentioned above, including uncovering novel themes in data, identifying barriers to implementation, increased study enrollment and retention, and so forth. For these benefits to be realized, mechanisms need to exist whereby stakeholders can articulate their perspectives, be heard by researchers, clinicians, and policy makers, and their perspectives be acted upon. Such spaces for dialogue do not occur naturally and must therefore be purposefully built into research processes and governance.

**The AI/ML Applications in Mental Health Research**

Having seen some of the epistemic and ethical justifications for participatory methods in mental health research, we turn now to a summary of some recent work using AI/ML in mental health research. The guiding question henceforth will be whether these new AI/ML approaches are likely to be compatible with the participatory justifications and principles just described.

It would be impossible to review all the recent developments in this rapidly evolving field (but for a helpful general methodological overview, see Garcia-Ceja et al., 2018), so our review is necessarily selective. Still, it aims to be representative of larger trends at the intersections of AI/ML and mental health, especially as these are relevant to the ethical and epistemic considerations described in The Participatory Turn section.

**Language and Mental Health**

Stanley Milgram said, "if the world were drained of every individual and we were left only with the messages that passed between them, we would still be in possession of the information needed to construct our discipline" (Milgram, 1977, p. 253, quoted in Dehghani & Boyd, 2022, p. xi). It is perhaps unsurprising, then, that one of the most active areas of research at the intersection of AI/ML and psychology generally, and

---

7 Such depictions are increasingly being understood through the lens of epistemic injustice, in which individuals are deemed to lack credibility on the basis of prejudicial beliefs (Catala et al., 2021; Crichton et al., 2017).

8 As noted above, some have objected that because participatory research is explicitly guided by values, it is therefore biased, less rigorous, and too subjective. Advocates of participatory research counter that merely pointing out that this research is guided by values is not a meaningful objection. Indeed, philosophers of science have argued that *all* research is guided by values (Douglas, 2009) and that reflecting on which values may be guiding a research program contributes to more objective science (Harding, 1992). Participatory researchers are often just being explicit about which values are guiding their work (i.e., justice, fairness, inclusion, etc.).
mental health specifically, involves various computational approaches to language analysis.

In a recent review of nearly 400 studies, Zhang et al. (2022) note that natural language processing (NLP) methods are used in many text corpora relevant to mental health, including social media posts and messages, transcripts of interviews, narrative writing, clinical notes, and electronic health records. NLP can be leveraged for information extraction, sentiment analysis, emotion detection, and mental health surveillance to automatically identify various mental health indicators relevant to providing support, early detection, prevention, diagnosis, and even treatment.

At a high level, these methods parse a variety of linguistic features (e.g., syntactic, semantic, and lexicon-based features, as well as affective/emotional features, statistical corpus-based features, along with temporal, social, and behavioral features; see Zhang et al., 2022, Table 2, for more details). More specifically, some influential and highly cited studies have used NLP methods to predict psychosis from transcribed interviews (Bedi et al., 2015), depression from Facebook posts (De Choudhury et al., 2013), and suicidality from Twitter posts (Coppersmith et al., 2018). Similar approaches have been used for identifying eating disorders among Reddit users (Yan et al., 2019), predicting self-injurious thoughts and behaviors on https://www.TeenHelp.org (Franz et al., 2020), detecting autism in spoken and written language (MacFarlane et al., 2022), along with a wide range of NLP approaches used to predict bipolar disorder (see Harvey et al., 2022, for a review).

While social media data mining approaches tend to garner the most attention, a recent review by Le Glaz et al. (2021) indicates that the most commonly used text corpora for mental health research are electronic health records, including both structured medical records and unstructured clinical notes. For this reason, we focus much of our analysis in the next section on these use cases. One early and influential study in this vein by Perlis et al. (2012) examined a population of over 127,000 patients diagnosed with major depressive disorder and found that using NLP on unstructured clinical notes better predicted current mood state than using structured billing data alone. Related approaches have used sentiment analysis and topic modeling on discharge notes to predict hospital readmission (McCoy et al., 2015; Rumshisky et al., 2016). More recent work in this area has refined and expanded these approaches for extracting mental health information from various text corpora (see, Le Glaz et al., 2021; Kariotis et al., 2022; Zhang et al., 2022; Zurynski et al., 2021, for relevant reviews).

Photos and Mental Health

Text generated by users on social media platforms (posts, comments, messages, etc.) has long provided a rich resource for mental health-related data mining, and much ink has already been spilled about the promises and perils of these approaches (see Chancellor & De Choudhury, 2020, for a critical review). We will turn to some of the criticisms below, but for now, it is worth noting that social media activity also generates other kinds of nonlinguistic data that are used in AI/ML applications.

In one striking demonstration, Reece and Danforth (2017) collected nearly 44,000 photographs from 166 Instagram users in an effort to identify markers of depression in posted photographs (71 of the 166 Instagram users reported a history of depression). The ML models used entirely computationally generated features, “including pixel analysis, face detection, and metadata parsing, which can be done at scale, without any additional human input” (Reece & Danforth, 2017, p. 3). More specifically, they extracted the total number of Instagram posts per day, the number of likes and comments on each photograph, the number of human faces in a photograph, as well as pixel-level averages of hue, saturation, and brightness. The best performing algorithm, a 100-tree random forest classifier, was able to reliably distinguish between posts made by depressed versus nondepressed users using only these computationally extracted features. Moreover, these signals of depression were shown to be detectable even before the date of users’ first diagnosis of depression. Xu et al. (2020) used a similar approach, analyzing visual features of photos posted to Flickr with associated metadata (along with linguistic features) to distinguish between pre- and postonset of mental illness symptoms.

Typing, Movement, and Mental Health

In addition to linguistic and visual features, researchers are increasingly developing AI/ML tools to parse the streams of (meta)data generated from smart devices to identify potential markers of mental illness. The widespread adoption of various wearable technologies (smartwatches, smartrings, smartglasses, fitness trackers, etc.) has spawned a number of research efforts to use measures of heart rate variability (obtained via photoplethysmography) to detect and monitor stress and anxiety (see Hickey et al., 2021, for a review). Wearables also generate data about movement, physical activity, sleep quality, and circadian rhythms, such that researchers can build predictive models of depression risk (e.g., Rykov et al., 2021). And the integration of data from wearables with other forms of clinical and nonclinical data affords ML-driven personalized approaches to mental health treatment (e.g., Shah et al., 2021).

Related approaches leverage metadata generated by typing and movement to predict various mental health outcomes. For example, Cao et al. (2017) developed a deep-learning model to predict mood disruption and depression from mobile phone typing metadata. The researchers enrolled 40 subjects in an 8-week experiment (12 subjects were diagnosed with Bipolar I or II, and the rest were healthy controls). Subjects were given a mobile phone with a custom keyboard that collected typing
metadata for keypresses on alphanumeric characters, including duration of a keypress, time since last keypress, and distance from last key, as well as movement metadata from the phone’s accelerometer. The goal was to compare the ability of different ML models to predict subjects’ scores on the Hamilton Depression Rating Scale (HDRS) and the Young Mania Rating Scale (YMRS). The best performing model, which the authors dub “DeepMood,” achieved over 90% accuracy. Impressively, the model delivers this level of performance when a subject provides around 400 typing “sessions” in the training phase (where a session is defined as beginning with a keypress that occurs after five or more seconds have elapsed since the last keypress and continuing until five or more seconds elapse between keypresses), where each “session” is typically less than a minute.

Last, Ware et al. (2020) built a family of ML models that use features extracted from WiFi infrastructure for large-scale depression detection. In a two-phase study, involving 182 college students (58 of which were diagnosed with depression), the researchers collected movement and location data from association logs that were captured at WiFi access points on a university campus. Many WiFi access points are associated with specific buildings and so data about visits to specific buildings, kinds of buildings (e.g., class, library, sports, entertainment), duration of stay, number of buildings visited, and so forth, can be gathered from the WiFi infrastructure without directly collecting any data from smartphones. The researchers used support vector machine models for each depressive symptom in the Patient Health Questionnaire-9 and Quick Inventory of Depressive Symptomology measures. They found that these movement and location features automatically extracted from WiFi metadata can accurately predict individual depressive symptoms (accuracy metrics were as high as 87%, but this varied by symptom).

A comprehensive review of AI/ML methods used in mental health research would take more space than we have here, and it would be outdated within a few months. Thus, our brief review here is meant to highlight some big-picture trends seen in the many modalities through which mental health-relevant data is generated, as well as the wide variety of AI/ML approaches used to potentially benefit clinicians and patients in mental health risk assessment, diagnosis, treatment, monitoring, and so forth. In the next section, we consider the relationship between these big-picture trends and the participatory turn described in The Participatory Turn section.

The Tensions Between AI/ML and Participatory Principles

When considering the ethical and epistemological implications of using AI/ML tools in mental health research, much of the scholarship has focused on issues like data privacy, informed consent, autonomy, efficacy, the differing ethical and legal standards in commercial versus academic contexts, and the (in)adequacy of the Belmont principles (Burr et al., 2020; Floridi & Cowls, 2022; Martinez-Martin & Kreitmair, 2018; Metcalf & Crawford, 2016; Morley et al., 2020; Skorburg & Friesen, 2021, 2022; Skorburg & Yam, 2022; Tekin, 2021; Torous & Roberts, 2017). Many of the ethical, legal, social, and epistemological implications described in this literature are relevant to the examples described in the AI/ML Applications in Mental Health Research section. But our aim here is to examine the extent to which the examples described in the AI/ML Applications in Mental Health Research section are compatible with the ability for stakeholders—whether individually or collectively—to speak for themselves and be heard on their own terms and also the recognition of the value and richness of lived experience. This is not to suggest that data privacy, informed consent, autonomy, efficacy, and regulatory considerations are somehow unimportant. Rather, we think that consideration of participatory approaches to research and research ethics can significantly advance these related discussions.

Speaking for Oneself

As we noted in the AI/ML Applications in Mental Health Research section, one of the most active areas of research at the intersection of AI/ML and mental health involves parsing various forms of linguistic and textual data. And as we noted in The Participatory Turn section, one of the core commitments of the participatory turn in mental health research is that participants ought to be able to speak for themselves, on their own terms. At first pass, it might seem like the increasing enthusiasm for NLP methods in mental health research would thus go hand in hand with the participatory turn. Careful consideration, however, reveals some worries about this compatibility.

Recall that the most commonly used text corpora for mental health research are electronic health records (EHR), including both structured medical records and unstructured clinical notes (Le Glaz et al., 2021). As Skorburg and Friesen (2022) have pointed out, text mining methods that make predictions and classifications based on EHR data often distance participants from the research process by relying on clinical notes and direct or indirect observations written by health care professionals. Almost by definition, the data encoded into the EHR in this way replace the patient’s voice with those of clinicians. There are obvious concerns with various forms of bias being inscribed (e.g., van Ryn & Burke, 2000), but our main worry here has to do with the structural factors that can lead to the patient’s voice being all but erased.

Consider a case where NLP researchers are tasked with predicting patient-level risk of rehospitalization based on clinical notes from EHRs. Very often, the AI/ML researchers building predictive models are not the ones entering clinical notes into the EHR. As such, the models are often (at least) two steps removed from the patient’s experience. For example, if a
patient is describing a recent experience with social anxiety to a clinical psychologist, this experience is filtered and then summarized through the psychologist’s notes entered into the EHR. In all likelihood, the psychologist has many such notes to write, and so writes them quickly, sometimes days after the initial session. The record for this particular patient might contain many other notes, albeit from different clinicians in different contexts. These can then be aggregated and combined with the records from different patients—collapsing across contexts, as it were—to identify linguistic features in clinical notes that are associated with higher rates of rehospitalization. By now, the patient’s description of their experience of social anxiety, as summarized after the fact by their psychologist, is one of many vectors in a high-dimensional semantic space used to predict outcomes of interest for the hospital.

This is just a schematic example, but it illustrates how these kinds of methods could reveal surprising and important insights that can be used to improve patient care, optimize allocation of limited resources, and target interventions for those most in need. However, and this is our main contention, this often comes at the cost of substituting the patient’s voice with the clinician’s (and indeed, even the clinician’s, with machine-predictable features). These are structural properties of EHR mining approaches in the sense that the massive amount of data required to generate useful predictions in turn requires a significant degree of input standardization, which often abstracts away from and erases the voice of the patient. In this way, the (largely unquestioned) background assumptions of much research in this vein serve to reify the distinction between expert researchers who have the epistemic authority to define experiences related to mental health, on the one hand, and those with mental illness as mere objects of study, on the other hand. Insofar as participatory approaches to mental health research, both challenge these assumptions about epistemic authority and also require patients to speak for themselves on their own terms, then many forms of EHR mining are going to be in tension with this participatory principle.

These worries about the incompatibility of EHR mining and participatory approaches are highlighted in a recent review by Kariotis et al. (2022), who note:

An objective of EHRs is the standardization of health information to allow for health information exchange and data analytics. In comparison, mental health care involves the documentation of a large amount of narrative information, much of which resists standardization. An increasing focus on recovery models of mental health care that prioritize service user-defined measures and outcomes may create further tensions with standardized data collection. Concerns have also been raised about EHRs impeding clinicians’ ability to understand a service user’s entire story. … Future research and EHR design need to establish which standardized information is relevant for the mental health context and how best to present narrative information to capture service users’ stories. (p. 14)

They also note that a significant limitation of any EHR mining approach to mental health is that clinicians frequently “water down” potentially sensitive information or keep such information in separate records. This is beneficial from the perspective of patient privacy. But these same practices may severely limit the development of accurate and clinically useful predictive models. Moreover, service users are not always able to access their own clinical notes, which leaves them unable to correct mistakes (see, e.g., Bleaze et al., 2021; Schwarz et al., 2021).

Most concerningly for our purposes, the authors note that in the studies included in their review, only 10% involved service users. Taken together, these considerations suggest that some of the most commonly used AI/ML methods for mental health research are incompatible with the commitments of the participatory turn and, hence, are unlikely to deliver the associated epistemic and ethical benefits described in The Participatory Turn section.9

First-Person Experience

As we saw in The Participatory Turn section, a second core commitment of the participatory turn in mental health research involves respecting the value and richness of first-person lived experience. Our guiding insight here is that many of the approaches described in the AI/ML Applications in Mental Health Research section require the use of stand-ins or proxies for mental health that abstract away from and subsequently devalue first-person experience. These dynamics can be subtle, but failing to appreciate them leads to the erasure of participants’ voices, the solidification of problematic power dynamics, and an abstract, impersonal relationship between researchers and participants.

Consider the widespread practice of using AI/ML to predict scores on symptom scales like the HDRS. This is so common, and it is easy to forget that measures like the HDRS are stand-ins. Of course, there is nothing inherently wrong with the use of stand-ins. Probably, they are required by most forms of scientific inquiry. Serious ethical and epistemic concerns arise, however, when such proxies fail to be recognized as such and are treated as the very thing they are standing in for. This is a version of what William James famously called the “psychologist’s fallacy.”

Additionally, there is a long history of critique from service user communities related to the limitations of symptom scales in research. Such scales focus exclusively on symptoms, which are thought to represent the manifestation of illness,
but often fail to capture aspects of experience that may matter more to patients than the presence of symptoms; this might include anything from debilitating side effects, one’s social support network, one’s engagement in meaningful activities, or one’s housing status. As such, research relying on symptom scales often implicitly dictates that what matters and is therefore worth measuring, is the presence of clinical symptoms rather than other features of service users’ lives (Friesen, 2019). The push for the inclusion of broader scales focused on recovery and quality of life in research reflects this worry (Priebe, 2007).

Taken together, these considerations underscore how many of the approaches described in the AI/ML Applications in Mental Health Research section must rely on readily available and easy-to-collect stand-ins for mental illness, such as symptom scales (which themselves implicitly encode value judgments about what is important to measure and who has the authority to decide this). In turn, many AI/ML methods and workflows make it all too easy for researchers to fail to appreciate that a model is actually predicting these scores on symptom scales and not mental illness itself.

Consider the Instagram study reviewed above (Reece & Danforth, 2017), which automatically identified photogenic markers of depression. When considering these results through a participatory lens, one cannot help but notice that the automated, computational methods are processing stand-ins for stand-ins of the first-person experience of depression. We do not doubt that social media posts contain mental health-relevant information that can help to generate better and more accurate predictions, diagnoses, and so forth, then what is the harm in using them? If erasing participants’ voices and abstracting away from their lived experience helps to generate better and more accurate predictions, the objection goes, that is a price worth paying. We contend that this line of thinking should be resisted in (at least) three ways.

First, it is at odds with the participatory turn (in science generally and mental health specifically) and its associated epistemic and ethical benefits, as we described them in The Participatory Turn section. Second, the objection expresses an instrumentalist attitude toward participants, which is incompatible with the foundational ethical principle of respect for persons. That is, it treats people as data points rather than persons. Third, as we saw above, most researchers do not bother to involve service users or end users in the research process. But when researchers have bothered to engage participants about, for example, algorithmic emotion detection on social media, participants’ views of these methods were predominantly negative (Roemmich & Andalibi, 2021). Indeed, Reece and Danforth (2017, p. 10) note that “it is perhaps reflective of a current general skepticism towards social media research that, of the 509 individuals who began our survey, 221 (43%) refused to share their Instagram data, even after we provided numerous privacy guarantees.” Of course, these claims do not necessarily impugn AI/ML research that does not employ social media mining. But the broader point about the need to meaningfully include the voices of service users in research still holds. This is especially clear when looking at trends in digital health more generally, where researchers have documented how feelings of distrust often arise when user data are collected surreptitiously; when the context of data collection is significantly different from the context of data analysis; and when third-party data brokers are involved (see, e.g., Johansson et al., 2021; Nwebonyi et al., 2022; Shah et al., 2021).11

Unlike the majority of articles published in this field, and much to their credit, Reece and Danforth (2017) acknowledge this limitation in an endnote: “Occasionally, when reporting results we refer to ‘observations’ as ‘participants,’ e.g. ‘depressed participants received fewer likes.’ It would be more correct to use the phrase ‘photographic data aggregated by participant-user-days’ instead of ‘participants.’ We chose to sacrifice a degree of technical correctness for the sake of clarity” (p. 11).

11 Thanks to the editors and reviewers for this point.
Two final points of clarification are needed. First, none of the above entails that we are somehow opposed to the use of AI/ML in mental health research. Second, we do not believe that participatory methods are a cure-all, nor that participatory methods are appropriate in all AI/ML research. Instead, we have aimed to highlight how some of the AI/ML methods and applications commonly used in mental health research tend to erase participants’ voices and devalue their first-person experience. This is not a reason to eschew all AI/ML approaches in mental health research or to say these or similar worries do not arise in other forms of mental health research. But it is an invitation to more thoughtfully consider how to strike a balance between the benefits that AI/ML approaches offer on the one hand, with ethical and epistemic perils of treating people like data points, rather than persons, on the other hand. We also hope it will prompt consideration about which cases participatory methods may be most morally relevant (e.g., when the population being researched is especially vulnerable or has been exposed to considerable harm in the past).

In the concluding section, we briefly highlight some encouraging lines of research and offer some suggestions from successful participatory approaches in other domains.

Conclusion

Despite the tensions described above, there are several avenues through which participatory principles might be brought to bear in mental health research using AI/ML. First, there is a great potential for integrating participatory research methodologies, such as community-based participatory research (CBPR) or critical participatory action research (CPAR) into AI/ML research related to mental health (Fine et al., 2021; Holkup et al., 2004). CBPR has been described as “an approach to research that involves collective, reflective and systematic inquiry in which researchers and community stakeholders engage as equal partners in all steps of the research process with the goals of educating, improving practice or bringing about social change” (Tremblay et al., 2018). CPAR also seeks to engage those impacted by research in its production but is more political in nature, involving commitments to reframing the problem through critical theory, deep and broad participation, as well as action and accountability to social change and movements (Torre et al., 2012). These methods could be used to help counteract tendencies toward treating participants as data points that arise when AI/ML methods are utilized in mental health research. By involving service users and stakeholders in research projects from the start, so that those impacted by research have a say in the questions asked, the methods used, and the conclusions drawn, the risks of speaking on behalf of others can be minimized, and the benefits of participatory methods, be they ethical or epistemic, are more likely to be realized.

Second, there are growing trends related to participatory governance, in which those impacted by research are not merely involved in the research process, but are given authority to oversee and provide guidance on research protocols and proposals involving their community or population (del Campo et al., 2013; O’Doherty et al., 2011). These trends are seen most often in communities that are marginalized, overresearched, and have experienced harm within the context of research. Indigenous communities have made significant strides in this area, and communities of people who use drugs, disenfranchised neighborhoods, racialized communities, and those with rare conditions have followed suit, claiming a voice in research governance. Many mental health service users are also marginalized and have also experienced harm through research; as such, they may benefit from having a role in not only research involvement but in research oversight. This could involve drafting guidelines for mental health research involving AI/ML, participating in institutional review boards to review such research, or developing novel committees or working groups to provide guidance on how research could be structured or improved. One example of involving patients more directly in the design and execution of research is the RUDY (Rare U.K. Diseases of bone, joints, and blood vessels) study. The study utilizes a custom electronic platform through which patient partnership is built into the research design. Patients can upload disease and clinical history and experiences, which acknowledges that patients are best positioned to offer perspectives beyond just the clinical record. The platform also allows for dynamic consent for research participation. Most importantly, the governance structure of the study includes a patient forum consisting of 21 patients (Teare et al., 2017). Another example is the nonprofit organization Genetic Alliance. Because it is patient led, research supported by the organization is grounded in the experiences and interests of patients from the start. In addition, the governance structure of Genetic Alliance incorporates patients and community members in diverse roles. Broader patient engagement is enabled through an electronic platform.

Third, the burgeoning literature on algorithmic impact assessments promises to help bridge the gap between the data points collected in research and the lives that are likely to be impacted as a result. As Metcalf et al. (2021) note, “Algorithmic impact assessments (AIAs) are emerging governance practices for delineating accountability, rendering visible the harms caused by algorithmic systems, and ensuring practical steps are taken to ameliorate those harms” (p. 735). The devil is, of course, in the details, and Metcalf et al. (2021) highlight the difficulties with mapping the kinds of impacts within the scope of AIAs to the actual harms experienced by individuals or communities. Still, we are encouraged by some recent high-profile examples of AIAs being successfully deployed to limit potential harms in other domains such as hiring algorithms (e.g., O’Neil Risk Consulting and Algorithmic Auditing, 2020; Wilson et al., 2021). And indeed, many researchers are developing
AI/ML has profound implications for whole societies. In the future, users, their families, employers, and dependents. In this research is used to deliver mental health care. This research is conducted and how knowledge derived from this research is used to deliver mental health care. This has implications not only for current service users but all future users, their families, employers, and dependents. In short, AI/ML has profound implications for whole societies. Deliberative democratic principles hold that for societal decisions to be legitimate, they should be preceded by authentic deliberation among diverse members of the public (Dryzek & Niemeyer, 2010; Gutmann & Thompson, 2004). Public deliberation is an important mechanism that allows for the involvement of publics not only in sharing their perspectives and experiences but also in scrutinizing how trade-offs between competing values should be made and actively formulating recommendations for policy (O’Doherty, 2017). Public deliberation has now been used extensively and successfully for many controversial and emerging areas of science and technology (Burgess, 2014). The uptake of public deliberation as a form of practice by psychologists has been slow, though there is much promise in doing so (O’Doherty & Stroud, 2019). Laws and policies governing the design and implementation of AI/ML in mental health research should similarly be as cognisant as possible of ramifications for diverse publics and ensure congruence with broadly held values among (potentially) affected publics. To this end, some early promising efforts toward engaging publics in deliberative dialogue have been conducted, but further work in this regard will be important to ensure that public and patient voices have a place in guiding policy and conduct relating to mental health research and its applications.
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