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Chapter 1: An Overview

Niels Skovgaard-Olsen

The present book consists of a collection of reasoning studies. The experimental investigations
will take us from people’s reasoning about probabilities, entailments, pragmatic factors,
argumentation, and causality to morality. There are various common themes that unite the
investigations, which are outlined below.

First, we will begin by highlighting a general problem in the recent Bayesian paradigm in
the psychology of reasoning (see, e.g., the essays in Elgayam, Bonnefon, & Over, 2016), which
is raised in Chapter 3, and which has not yet received the attention it deserves. Next, themes that
unite the reasoning studies in Chapters 2-6 in the second part of the book are outlined. Finally,
problems arising from the possibility of multiple, conflicting norms and individual variation
investigated in Chapters 7-9 are presented.

1.1 Ideal Bayesian Rationality and Deductive Competence

In Elgayam and Over (2013, p. 259), it is said to be characteristic of the so-called New
Paradigm in the psychology of reasoning that: “Studying probability judgements will tell us
much more about the psychology of reasoning than trying to find out how far people conform to
binary extensional logic in any deductive reasoning in which they engage”. Given this popular
view, it may be worthwhile to take a step back and review some of the developments in the
psychology of reasoning, which led to this development.

In Rips (1994), the Deduction-System Hypothesis is advanced that as part of our native,
cognitive architecture deductive principles underlie many of our other cognitive abilities (e.g.,
text comprehension, problem solving, categorization, and action planning). As a competence
model, Rips employs a modified version of natural deduction, whereby logical connectives like
‘and’, ‘or’, ‘not’, and ‘if-then’ are characterized by inferential introduction and elimination rules
(see Table 1).



Table 1. Introduction/Elimination Rules for Classical Sentential Logic

IF Elimination (modus ponens)
(@) If sentences of the form IF P THEN Q and P hold in a given domain,
(b) then the sentence Q can be added to that domain.

IF Introduction (Conditionalization)
(@) Ifasentence Q holds in a subdomain whose supposition is P,
(b) then IF P THEN Q can be added to the immediate superdomain.

NOT Elimination (Reductio ad absurdum 1)
(@) If the sentences Q and NOT Q hold in a subdomain whose supposition is NOT P,
(b) then the sentence P can be added to the immediate superdomain.

NOT Introduction (Reductio ad absurdum 2)
(@) Ifthe sentences Q and NOT Q hold in a subdomain whose supposition is P,
(b) then NOT P can be added to the immediate superdomain.

Double Negation Elimination
(@) Ifthe sentence NOT NOT P holds in a given domain,
(b) then the sentence P can be added to that domain.

AND Elimination
(a) If the sentence P AND Q holds in a given domain,
(b) then the sentences P and Q can be added to the domain.

AND Introduction
(@) Ifthe sentence P and the sentence Q hold in a given domain,
(b) then the sentence P AND Q can be added to that domain.

OR Elimination Introduction
(@) If the sentence P OR Q holds in a given domain D,
(b) and the sentence R holds in an immediate subdomain of D whose
supposition is P,
(c) and the sentence R holds in an immediate subdomain of D whose
supposition is Q,
(d) then R can be added to D.
OR Introduction
(a) If the sentence P holds in a given domain,

(b) then the sentences P OR Q and Q OR P can be added to that domain, where
Q is an arbitrary sentence.

Note. Based on Table 2.3 in Rips (1994, p. 45). The rules that Rips implements in his
computer program, PSYCOP, include modifications to the introduction and elimination rules
listed in this table (see ibid., Tables 3.2, 4.1, and 4.2 for further details).

The theory postulates a notion of mental proof, whereby people untrained in logic reason
from premises to conclusions by applying a series of mental inference rules. In this process,
premises are stored in working memory and a goal for the deduction is set by working backwards
from the conclusion. Some of the rules in Table 1 can be applied in a forward direction by
adding further sentences to working memory as conclusions, once the premises are added (e.qg.,
IF Elimination, AND Elimination). Others are applied in a backward direction to identify
subgoals that contribute towards the final goal of deducing the conclusion. E.g., if the conclusion

of the argument contains a disjunction (‘P or Q’), then OR Introduction can be used to identify



the subgoal of deducing P, and if the conclusion contains a conjunction (‘P and Q’), then AND
Introduction can be used to identify the subgoals of proving P and Q, separately.t

From the premises, the model then applies a combination of deductive rules that proceed
either in said forward direction by generating new assertions or in the backward direction from a
goal to a subgoal, until the conclusion has been proven. In addition, heuristics are used to make
the search more efficient (e.g., by applying backward rules that involve simpler subgoals first; or
rules that have been successfully applied recently). At several junctures, Rips (1994) modifies
the model to make it more psychologically realistic? and has implemented it in the computer
program PSYCOP. In addition to rules based on classical sentential logic, PSYCOP incorporates
rules for dealing with quantifiers (v, 3) by first translating quantified sentences into sentences
without quantifiers, which contain variables and temporary names, to model Aristotelian
syllogisms, and rules for variable binding to permit the model to generalize over instances and
handle examples from predicate logic.

PSYCORP is just one of several competing models based on natural deduction and the
notion of a mental logic that were popular from the 70ies until the 90ies (Osherson, 1975;
Braine, 1978; Macnamara, 1986). Today, theories with this architecture are more rarely
advanced (Evans, 2002). Several events contributed to this state of affairs. Some are external to
the psychology of reasoning. For instance, in the first half of this interval it was commonly
assumed in cognitive science that there were central processes in higher cognition based on logic
in an innate language of thought, which were supplemented by specialized modules (Fodor,
1975, 1983; Fodor & Pylyshyn, 1988; Pylyshyn, 1989), and research on symbolic reasoning and
rule-based expert systems, e.g., based on logic programming, was the main paradigm in Al.

Later, this paradigm encountered competition through connectivism (Bermudez, 2010). Today,

! This backward use of deductive principles is invoked to deal with the problem of clutter-

avoidance identified by Harman (1986) as one of the hindrances in applying deductive logic
(without further bridge principles) as a theory of reasoning. The problem is that rules like OR
Introduction and AND Introduction are capable of generating infinite sequences of sentences
with no immediate practical use if applied recursively, which would clutter up working memory
(for further discussion, see MarFarlane, draft; Skovgaard-Olsen, 2015).

2 E.g., an upper limit is placed on the number of subgoals in a proof (p. 123), and
additional inference rules that participants have applied in experiments were added to the model
to compensate for inference rules, like OR-Introduction, that participants rarely use (112f.).



probabilistic models, e.g., based on Bayes nets or machine learning are increasingly used
(Darwiche, 2009; Pearl, 2009; Miller & Forte, 2017; Lantz, 2019).
Other events were internal to the psychology of reasoning. In several chapters, we will

encounter probabilistic theories and Mental Model Theory as the main contenders in the

discussions of our experimental findings. Some of the developments internal to the psychology

of reasoning that led to these developments were:

1)

2)

A common perception of poor performance of participants on tasks based on classical
logic (Evans, 2002). For instance, Oaksford and Chater (2009, p. 69) write: “Bayesian
Rationality (Oaksford & Chater, 2007, hereafter BR) aims to re-evaluate forty years of
empirical research in the psychology of human reasoning, and cast human rationality
in a new and more positive light. Rather than viewing people as flawed logicians, we
focus instead on the spectacular success of human reasoning under uncertainty”. On
p. 72, they continue: “In Chapter 3, we argue that real-world, informal, everyday,
reasoning is almost never deductive, that is, such reasoning is almost always logically
invalid”. Several of their commentators agree with their overall assessment. Evans
(2009), for example, writes: “I agree strongly with them [i.e., Oaksford and Chater]
that the Bayesian model is a far more appropriate reference for real world reasoning
than one based on truth-functional logic, and that it is a standard much more likely to
be approximated in the inferences that people actually make” (Evans, 2009, p. 89).
Similarly, Khali (2009) concurs: “Let us agree with O&C that the probabilistic
approach to human reasoning explains why humans, in laboratory settings, are bad at
solving tasks formulated by classical logic” (p. 92).

A common perception that the monotonicity of classical logic is ill-suited to account
for common-sense reasoning. In classical logic, a logical consequence of a set of
premises remains valid when further premises are added. In nonmonotonic reasoning
this property does not hold and an earlier drawn conclusion may later have to be
retracted without giving up the original premises (Oaksford & Chater, 1991; Pfeifer &
Kleiter, 2005). As Oaksford and Chater (2009, p. 73) argue: “there appears to be a
fundamental mismatch between the nonmonotonic, uncertain character of everyday
reasoning, and the monotonicity of logic; and this mismatch diagnoses the

fundamental problem with logic-based theories of reasoning and logicist cognitive



science more broadly”. On p. 106, they add: “outside mathematics, deductive
reasoning, which guarantees the truth of a conclusion given the premises, is, to a first
approximation, never observed” (p. 106). On p. 4 in BR they state that: “We shall
suggest that logic is simply not an appropriate foundation for understanding informal,
everyday thought”. Oaksford and Chater (1991) recognize that classical logic could
be replaced with a nonmonotonic logic developed in Al or formal epistemology but
argue that the latter involves making computationally intractable consistency checks
of the complete knowledge base each time default rules are applied.®

3) Discussions between Mental Logic and Mental Model Theory over whether reasoning
is based on the employment of syntactical rules or semantic reasoning with mental
models (see, e.g., Johnson-Laird, 1997; Rips, 1997; Elgayam, 2003; Knauff, 2007).
Mental Model Theory denies the assumption that reasoning involves applying mental
rules to logical formulas and holds instead that people reason using concrete
representations in which the formulas are true, which they use to search for
counterexamples to arguments. These representations can either be incomplete mental
models that merely satisfy the premises of an argument or fully explicit mental
models that cover all the cases in a truth table. It has, inter alia, been argued that the
behavioural findings of illusory inferences and activation of brain areas involving the
visual cortices and the parietal cortex support Mental Model Theory in this
foundational debate over the nature of the mental representations used in deductive
reasoning (Johnson-Laird, 1997; Knauff, 2007).*

4) Arguments against the material implication (‘) of classical logic as a theory of
natural language conditionals (e.g., Evans, 2002; Oaksford & Chater, 2007). But

while this objection is frequently raised against the deductive paradigm in the

3 In contrast, Stenning and van Lambalgen (2008, 2009) use the nonmonotonicity of

common-sense reasoning to motivate use of nonmonotonic logic in psychology and point out
that improvements to the computational complexity of these systems have been made. Moreover,
in Chap. 5, Oaksford and Chater (2007) point out that the problem of having to make consistency
checks in a database of world knowledge re-emerges once the probabilistic paradigm applies the
Ramsey test to evaluate natural language conditionals.

4 But as Knauff (2007) argues, the evidence from brain research is mixed and is consistent
with the use of different reasoning strategies; including ones that activate language-related areas
in the temporal cortices with a left-hemispheric prevalence, as predicted by Mental Logic.



psychology of reasoning, it is not fully accurate. It used to apply to Mental Model
Theory before the revisions to Mental Model Theory that we will review in later
chapters, but it lacks basis for Mental Logic (see also Evans & Over, 2004, Ch. 3). As
O’Brien (2009) points out, the mental logic of Braine and O’Brien (1991) is not based
on the material implication of classical logic and neither is Rips’ (1994, Ch. 4).° In
Osherson (1975, p. 55), it is said that “of all the conditional statements possible to
express, truth-functional material implication is one of the least interesting. We might
hope that a proposed model would not rely on that particular interpretation of

“if...then...” locutions”.

Usually, having deductive competence is translated to manifesting the ability to reason in
accordance with classical logic in characterizations of the deductive paradigm (see, e.g., Evans,
2002; Oaksford & Chater, 2007, 2009, 2020a; Knauff & Gazzo Castafieda, 2021). Yet, this last
point illustrates that the relationship between Mental Logic and classical logic is actually more
complicated. For instance, in the case of Rips (1994), the correspondence between deductive
competence and classical logic does not hold, because: a) Rips is fully aware of the problem
posed by alternative logics (as we shall see in section 1.3.2), and b) the natural deduction system
that Rips implements in PSYCOP is not complete with respect to classical logic by design (Chap.
4), because it rejects the material implication of classical logic, as noted above. Similarly,
Osherson (1975) constructs a mental logic that is not logically complete, guided by a notion of
psychological completeness. In contrast, Braine (1978) still tried to show that it was possible to
recover classical logic from the modified rules of natural deduction used in his mental logic by
further modifications, which leads him to conclude that “natural and standard propositional logic
are the same system on different foundations” (p. 18).

In what follows, we focus on the shift towards Bayesian probabilistic theories of
reasoning. In Chapters 2, 5, 6, and 8, we will return to Mental Model Theory. There is a debate

about whether it is appropriate to characterize the Bayesian approach in psychology of reasoning

5 Rips (1994, pp. 125-138) has designed PSYCOP such that the following inference rules
are missing, which would render the conditional in PSYCOP logically equivalent to the material
implication in classical logic (a move which Rips resists, p. 25ff.):

NOT (IF P THEN Q) NOT (IF P THEN Q) IF P THEN Q
P -~ NOT Q ~.(NOT P) OR Q




as a new (Kuhnian) paradigm, when contrasting it with the deductive approach (see Knauff &
Gazzo Castarieda, 2021). Here we continue to use these terms, although talk of competing
frameworks may be more neutral and would fit better with the argument presented below on the
role of classical logic in the probabilistic paradigm (see section 1.1.1).

If we paraphrase a bit, we might identify the following lines of argument as influential in
the psychology of reasoning. The arguments are rarely (if ever) stated explicitly in this form, but

arguments along these lines appear frequently as enthymemes with suppressed premises.

Deductive Premise 1a: Participants are rational if and only if they have
Paradigm deductive competence.
Optimist Premise 1b: Participants have deductive competence.

Conclusion: Therefore, participants are rational.

Deductive Premise 2a: Participants are rational if and only if they have
Paradigm deductive competence.
Pessimist Premise 2b:  Participants do not have deductive competence.

Conclusion: Participants are not rational.

Probabilistic Premise 3a: Premise 2b is true but Premise 1a/2a is false.
Paradigm Premise 3b: If participants judge in accordance with probability
Optimist theory, they are rational.

Premise 3c: Participants judge in accordance with probability theory.

Conclusion: Therefore, participants are rational.

In 1)-2) above we have already seen statements that appear to affirm Premises 3a and 3b. A
further claim that points in this direction is: “According to this viewpoint, the apparent mismatch
between normative theories and reasoning behaviour suggests that the wrong normative theories
may have been chosen; or that the normative theories may have been misapplied.” (Oaksford &
Chater, 2007, p. 30). Moreover, Oaksford and Chater (2009, p. 70) roughly summarize their
book, Bayesian Rationality (BR), as attempting to motivate Premises 3a and 3b in the first part
(Chapters 1-4), while attempting to establish Premise 3c in the second part (Chapters 5-7).
Oaksford and Chater (2009) are, of course, aware of the empirical problems relating to

Premise 3c, given well-known biases such as base-rate neglect and the conjunction fallacy from
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Judgment and Decision Making (see, e.g., Tversky & Kahneman, 1983; Gilovich, Griffin, &
Kahneman, 2002). But they argue that while participants often make errors in precise numerical
calculations, and may have difficulties expressing their degrees of beliefs in numerical values,
they follow qualitative patterns of probabilistic reasoning (Oaksford & Chater, 2007, pp. 80-98).
However, there is a further problem with Premise 3c. In Chapter 3 below, it is shown that the
combination of Premises 3a and 3c is problematic. This problem casts doubt on claims to the
effect that probabilistic approaches appear “to radically reduce the gap between rational norms
and human behavior” (Oaksford & Chater, 2007, p. ix) and introduces complications for general
statements such as “The logical mind should be replaced by the probabilistic mind” (p. 7). But
since that argument is presented in a dense form as part of a published article, I will here try to

restate the argument in a slightly different form.

1.1.1 Applying Probability Theory to Language

There are two standard routes for extending probability theory from its canonical
application in assigning probabilities to the outcomes of random experiments (where the
probabilities of events as subsets of the sample space are specified) to reasoning with language
(where the probabilities of sentences or propositions being true are defined). One is to define an
algebra of propositions representing the content of sentences and assign probabilities directly to
propositions. Another is to define a formal language based on sentential logic and define a
probability function for well-formed formulas of the language (see, e.g., Grandy & Osherson,
2010; Spohn, 2012; Huber, 2018; Peterson, 2017). We will here briefly consider these two routes
to specify some of their implications for the deductive competence presupposed by ideal
Bayesian agents, whose degrees of beliefs are given by a probability distribution.®

The first, propositional, route starts by defining a probability space, (W, A, P), which
consists of: a) a non-empty set of possible worlds, W, b) an algebra, A, defined over W, and c) a

probability measure, P, defined over A.

6 Leitgeb (2016) mentions a range of more advanced probabilistic logics that, e.g., include

non-standard probabilities, probabilities defined for non-classical logics, and the possibility that
certain subsets of the sample space W are not assigned probabilities at all. Moreover, Pfeifer and
Kleiter (2005) use a coherence approach that does not start out with a complete algebra of
propositions. The goal here is not to survey all available options but merely to illustrate some of
the idealizations involved in the standard approaches.
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To define probabilities for propositions (as the content or meaning of sentences), we let
W be the set of all possible worlds, or possible states of affairs. Propositions are then subsets of
W, or sets of possible worlds. Propositions are members of the algebra, A. The algebra, A, is a
set of subsets of W such that for all subsets A and B of W:

1) W € A (i.e., the set of all possible worlds is a proposition).

2) If A € A then A € A (i.e., for every proposition, its complement is also a
proposition).

3) fA€eAand B € A, then AU B € A (i.e., if A and B are propositions, then their

union is also a proposition).

Probabilities are then assigned to the propositions that are members of A. The function P, whose
domain is A and whose co-domain is the set of real numbers, R, P: A — R, is a probability

measure if, and only if, the following holds for all propositions, A and B, in A:

4) 0<PA)<1
5) P(W)=1
6) If (ANB) =@, then P(A UB) = P(A) + P(B)

If A =B, then P(A) = P(B), which means that logically equivalent propositions are assigned the
same probability (Spohn, 2012; Huber, 2018).

For the second, sentential route, a vocabulary with n sentential variables (p, g, r...), the
logical connectives {—, Vv, A, D, <}, and parantheses are used. A formal language, £, over this
vocabulary is then specified by stating a list of rules of how to apply the logical connectives to
generate complex formulas from the atomic formulas given by the sentential variables. Thirdly, a
function, P, is defined, which has £ as its domain and the set of real numbers as its co-domain,
P: £ — R. This function is a probability function if and only if the following holds for every

well-formed formulas ¢ and v in L:

7) 0<P(p)<1
8) P(p) =1if ¢ islogically true
9) P(p V vy) =P(p) + P(y) if ¢ and y are mutually exclusive
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These axioms imply that sentences or well-formed formulas that are logically equivalent (and
hence express the same proposition) are assigned the same probability (Grandy & Osherson,

2010; Huber, 2018). Thus, for all well-formed formulas ¢ and y in L:
P(p) = P(y) if ¢ and y are logically equivalent.

These two routes are alternative ways of formulating probability theory, which assign probability
to different entities. But they are closely related, as we shall see shortly. If the vocabulary has n
sentential variables, there are 2" possible truth-value assignments, which specify all the possible
ways to distribute the values ‘True’ and ‘False’ to the n variables. These truth-value assignments
play the role of possible worlds, if we only consider the possible states of affairs as specified to
the resolution of the n sentential variables. Sets of truth-value assignments to formulas in £ then
correspond to propositions. Propositions in turn specify the meaning, or content, of formulas of
the formal language by stating the sets of possible worlds in which the formulas are true.
Accordingly, for any given formula of the language, ¢ € L, its propositional content, or

meaning, [¢], is given by a set of possible worlds in which the formula is true:
[p] ={weW|w F ¢}

Before we denoted propositions as, e.g., A and B, and declared them to be members of the
algebra, 4. Now we have a way of expressing that a proposition is a set of possible worlds in
which a formula is true. Here ¢ is a meta-variable that can either be an atomic formula, given by
a sentential variable, p, or some complex formula generated by applying logical connectives to
atomic formulas (e.g., ‘= (p V q)’). So, while the first route assigned probabilities to
propositions, we now see that these propositions express the content or meaning of the formulas
of L that the second route directly assigns probabilities to. Moreover, just as it is possible to
assign probabilities both directly to outcomes of the sample space and to sets of outcomes (i.e.,
events) in statistics via additivity, so probabilities can be assigned directly to possible worlds and
summed up for probability assignments to either propositions or formulas. In the former case,
P([e]) = Xwelp) P(w), for we W. In the latter case, P(¢) = X, =, P(W), for we W (Grandy &
Osherson, 2010, Chap. 7).
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The logical connectives correspond to set-operations applied to propositions (with
complement, U, and n fulfilling the roles of negation, v, and A applied to formulas). Of the
logical connectives, the set {—, V} is a functionally complete set of logical connectives in terms
of which the remaining connectives of {—, V, A, D, <} can be defined (Wernick, 1942). Thus,
complement and U can be used to generate set-relations corresponding to every logically
complex formular, which could be generated by applying the logical connectives, {—, Vv, A, >,
o}, to sentential variables. So, if A, B, A%, B¢, and A U B are members of the algebra (and
assigned a probability via the first route), then any other set relation that we can express by
logically complex combinations of sentential variables and the connectives, {—, Vv, A, >, &},
can be defined in terms of members of the algebra and be assigned a probability. Similarly, since
probabilities are defined for every well-formed formula of the language, £, via the second route,
and £ includes logically complex formulas generated by repeated applications of the logical
connectives to other formulas, each of these formulas is assigned a probability in accordance
with the axioms of probability theory.

If either of these two probability functions represents the degrees of belief of an ideal
Bayesian agent, then this agent should be able to assign probabilities to every logically complex
formula or set-theoretic relation that can be formulated for the domain for which the probability
function is defined. Let us briefly consider how formidable a task that is.

The set of all possible subsets of W, P (W), specifies how many unique propositions
there are as an upper limit. For finite W, where we limit the number of possible worlds to
correspond to the 2" possible truth-value assignments to the n sentential variables in £, there are
finitely many propositions. Each possible world can either be included or excluded in a set of
possible worlds, and so there are 2" independent choices of inclusion or exclusion. Since each of
these choices are independent, there are 22" combinations of sets of possible worlds, or 22"
distinct propositions to consider (Grandy & Osherson, 2010, Chap. 4).

Table 2 illustrates how fast these numbers grow:
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Table 2. Number of Propositions for n sentential variables

Number of Number of truth-value Number of propositions
sentential variables assignments (or possible worlds)  (or sets of possible worlds)
n=2 4 16

n=3 8 256

n=4 16 65536

n=5 32 4294967296

n==6 64 18446744073709551616

Given our current restriction of W to possible worlds corresponding to truth assignments of the n
sentential variables in £, it holds that: for every proposition, A, there is a formula, ¥ € £, in
disjunctive normal form such that [y] = A.” To illustrate, a formula like ‘(p A =Q) V (r A1)’ is
written in disjunctive normal form, and sois ‘p A =g A r A t’, since the latter is considered as a
disjunction with just one disjunct (ibid, p. 102).

Given that the set {—, V} is functionally complete with respect to the set of logical
connectives, {—, V, A, D, <}, every complex formula generated by applying connectives of the

latter set to well-formed formulas in £ are logically equivalent to a formula written in disjunctive

normal form (Grandy & Osherson, 2010, Chap. 5). Of the 22" unique propositions, each is then
expressible in £. But there are infinitely many expressions in £ that express the same
propositions. These infinitely many expressions can be generated by recursively applying the
rules for generating well-formed formulas in £ based on repeated applications of its logical

connectives to formulas that are themselves produced by applications of the rules for

constructing well-formed formulas. The 22" propositions enter into subset relations which
introduce entailments between the expressions (ibid, pp. 99-107). These entailments must be
respected in the probability assignments of the ideal Bayesian agent, as we will see below.

Since we will return to Bayes nets in Chapter 6, it is useful to briefly comment on their
use in the present context. By applying Bayes nets, a joint probability distribution over the n
sentential variables can be specified via a small number of marginal probabilities and conditional
probabilities by exploiting the conditional independencies encoded in the graphical structure of

! The formula, 1, is written in disjunctive normal form, if it is either a simple conjunction,
or a disjunction of simple conjunctions, according to the definition in Grandy and Osherson
(2010, pp. 101-103). Here a single conjunct, p, or the negation of a single conjunct, —p, is
included as a simple conjunction, along with conjunctions of variables and negation of variables,
and disjunctions with just one disjunct are included as disjunctions of simple conjunctions.
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Bayes nets (for examples of these graphical structures, see Chap. 6). This alleviates the need for
assigning probabilities to each of the 2" truth-value assignments in advance to specify a joint
distribution (Darwiche, 2009). From the graph, we learn which variables are parent nodes, pa(A),
and apply the chain rule from probability theory to factorize the joint probability over the set of

variables, A1...An, as follows (Hartmann, 2021):
n
P(Ay, ..., Ap) = HP(Al-|pa(Al-))
i=1

= P(A1|pa(Ay) - P(A;|pa(Ar)) - P(An|pa(4n))

By supplying a generative model for degrees of beliefs, Bayes nets make the
representation of probability distributions of many sentential variables more compact and deal
with the problem of the intractability of specifying a joint distribution based on probability
assignments to all truth-value assignments and its associated storage problems. But the ideal
Bayesian agent still needs to be able to produce all the correct probability assignments when
queried, and so the requirements for the ideal Bayesian agent remain demanding even when
reasoning with Bayes nets. Furthermore, this factorization of probability distributions does not
undermine the point made shortly about the deductive competence presupposed by ideal
Bayesian agents (see also Eva & Hartmann, 2018, for a discussion of the value of logic validity
in the context of Bayesian updating).

In general, degrees of belief of rational Bayesian agents are constrained by the properties
of logical truth, logical consequence, consistency, and logical equivalence as follows (Adams,
1998, pp. 21-24; Grandy & Osherson, 2010, p. 239ff.):

) If ¢ is logically true, then their degree of belief in ¢ should be: P(¢) =1,

i) If @ logically implies v, then their degrees of belief in ¢ and y should conform to
the inequality: P(¢@) < P(y)

iii) If ¢ and v are logically inconsistent, then their degrees of belief in ¢ and y should
conform to: P(o V y) = P(p) + P(y)

iv) If ¢ and v are logically equivalent, then their degrees of belief in ¢ and v should
conform to: P(¢) = P(vy)
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Since ¢ and v are variables that represent formulas of £ of arbitrary complexity, these principles
introduce the requirement that the ideal Bayesian agent should recognize arbitrarily complex,
logical relations in the assignment of degrees of beliefs.

It is a familiar point that formal logic could be considered as dealing with the extreme
case of complete certainty in the premises, where each premise is assigned a probability of 1, and
that probability theory generalizes to cases of reasoning under uncertainty with probabilities less
than 1 (see, e.g., Oaksford & Chater, 2009, p. 107). But the principles listed above also apply
when the agent is reasoning about states of affairs, where one or several premises have
probabilities less than 1. Indeed, a famous case where ii) is violated is in the conjunction fallacy
(Tentori, et al., 2004). Accordingly, these principles illustrate the deductive competence built
into probability theory, which is presupposed by the ideal Bayesian agent.2 As Adams (1998, p.
22) says: “Pure logic is a prerequisite to probability logic because the probability axioms, and the
theorems that follow from them, depend on concepts of logical truth, consequence, and
consistency”.

While work on the relationship between logic and probability, like Adams (1998), is
often cited in the psychology of reasoning, the consequences of these principles for frequent
claims, such as the following, are rarely discussed:® “probability, rather than logic, provides an
appropriate framework for providing a rational analysis of human reasoning; and (...) this
undercuts existing logic-based theories of reasoning” (Oaksford & Chater, 2007, p. 16), and “We
claim that almost no everyday human reasoning can be characterized deductively, or has any
significant deductive component” (ibid, p. 43).

One instance of this is to leave out that the probabilistic semantics, e.g., of Adams (1998),
is not suitable for an attempt to replace a logical semantics with a probabilistic one, as

envisaged, e.g., in the following passage (Oaksford & Chater, 2009, pp. 106-107):

8 In Grandy and Osherson (2010, pp. 240-41), it is shown that i), iv), and iii) generalized to
n formulas, ¢;... @, € L, is necessary and sufficient for any function F: £ — [0,1] to represent a
probability distribution. Since the generalized version of iii) follows from the law of total
probability, they use it to state a representation theorem.

o Exceptions are when Pfeifer and Kleiter (2005), Oaksford (2014), and Schurz (2014) also
point out that probability theory presupposes deductive logic. Yet, neither discuss the
consequences that I here point to of principles i)-iv) for the probabilistic paradigm.
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The ubiquity of uncertain, knowledge-rich inference, argues for an alternative to invoking
the semantics/pragmatics distinction to maintain a logical semantics for natural language
[in the manner of Grice (1989)]: namely, that natural language semantics may be
probabilistic “all the way down.” Experiments in the psychology of reasoning, as
reviewed in BR, find little support for the existence of a level of logic-based
representation or inference. BR proposes a starting point for a probabilistic semantics:

If p then g conditionals are assumed to express that the conditional probability P(q|p) is
high (following Adams 1975; 1998; Bennett, 2003; and Edgington, 1995, among others);
the quantifiers Some, Few, Most, All are similarly assumed to express constraints on
probabilities (e.g., Some A are B is rendered as P(A, B) > 0; Most A are B claims that
P(B|A) is high). Switching from a logical to a probabilistic semantics provides, we argue,
a better fit with patterns of human reasoning. Of course, it remains possible that a logical
core interpretation might be maintained — but it seems theoretically unparsimonious to do
so (Edgington, 1995).

The issue is not whether one wants to make an unparsimonous choice of adding a logical part to
the probabilistic semantics, because as Adams (1998, p. 154) points out: “presupposing classical
logical relations among factual formulas means that our theory is an extension of classical logic,
and not an alternative to it”. As a special case: while the theory introduces a probabilistic
semantics for natural language conditionals, it retains a logical semantics for negations,
disjunctions, and conjunctions as applied to factual formulas. The same holds, e.g., for the
probabilistic semantics of Grandy and Osherson (2010, Chapters 9-10), which, like Adams’
(1998), explicates the meaning of natural language conditionals in terms of conditional
probabilities.

However, the more general case concerns principles i)-iv) above. These principles
illustrate the problem with, on the one hand, accepting that poor logical performance of
participants in psychological experiments demonstrate that participants lack deductive
competence, whilst, on the other, arguing that participants continue to be rational, because their
performance is well-captured by a probabilistic model (cf. section 1.1). The problem is that the
normative theory of Bayesian rationality already requires participants to adequately identify
logical tautologies, contradictions, logical equivalences, and entailments in their probability

assignments while requiring that they coherently produce numbers between 0 and 1 that sum up
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to 1. This is why it is argued in Chapter 3 that probability theory adds further requirements of
rationality; not less. So, if participants lack the deductive competence to meet the demands of the
deductive paradigm, it is difficult to see how turning to probability theory may help to restore
their rationality.

One potential response would be to limit the scope to certain problematic expressions like
the conditionals and quantifiers that Oaksford and Chater (2007) focus on. It could then be
argued that the lack of deductive competence established by previous experimental results is
restricted to their treatment in classical logic and that extensions of classical logic via
probabilistic accounts improve participants’ performance in psychological experiments. It would
still have to be shown, however, that participants possess deductive competence with other well-
formed formulas of classical logic, and general statements about participants’ lack of deductive
competence would have to be qualified.'

Yet, as Braine and O’Brien (1991, p. 185) note: “no psychological theory should predict
perfect accuracy under conditions of complexity”, and so some restriction on the complexity of
the derived formulas covered by this conjectured deductive competence would be needed. In
Braine (1978), this problem was handled by conjecturing that ordinary people lack explicit
awareness of the inference rules introduced by Mental Logic and that ordinary people did not
apply the inference rules to arbitrarily chosen statements, and so they are predicted to be unaware
of the entailments of inference rules that logicians are able to derive. Similarly, Braine and
O’Brien (1991) restrict application of the inference rules for derived theorems and conjecture
that ordinary people lack meta-logical awareness of the rules of their mental logic. For the
probabilistic paradigm, corresponding restrictions are needed for the complexity of the formulas

that participants can be expected to assign probabilities to. Emphasizing as Oaksford and Chater

10 In support of this line of argument, a case could be made that the claim of participants’
lack of deductive competence is often based on results from Aristotelian syllogisms, conditional
syllogisms, and the Wason selection task. Yet, Rips (1994) reports further experiments with
other introduction and elimination rules from classical logic and predicate logic that showed a
comparably better performance, provided that further processing assumptions are granted.
Osherson (1975) also describes a number of valid arguments without quantifiers accepted by
adolescents, which extend far beyond the few inference rules (e.g., MP, MT, AC, DA) normally
tested. Moreover, even when reviewing the biases and pragmatic influences of content and
context uncovered by the deductive paradigm, Evans (2002, p. 992) emphasizes that there is still
a rudimentary deductive competence that participants show, which needs to be accounted for
empirically.
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(2007, pp. 80-98) do that participants do not comply with probability theory in their numerical
reasoning but only in their qualitative reasoning may go some of the way, but it does not yet
address the problem outlined above about whether participants’ probabilistic reasoning conforms

to the deductive competence presupposed by Bayesian rationality.
1.2 Partll: The Semantics and Pragmatics of Conditionals

The intention of the foregoing argument was not to downplay the tremendous impact that
the turn to probability theory has had on the psychology of reasoning. Indeed, use of response
formats that trigger probabilistic reasoning has led to much fruitful work in the psychology
reasoning (reviewed, e.g., in Oaksford & Chater, 2020a), which many of the chapters of this
book build on and try to contribute to. As we have seen, a central motivation for the shift to the
probabilistic paradigm (e.g., in Evans & Over, 2004; Oaksford & Chater, 2007; Pfeifer &
Kleiter, 2005; Pfeifer, 2013)!* has been a dissatisfaction with the material implication, ‘>, of
classical logic as an account of natural language conditionals and the hope that a probabilistic
account of conditionals may fare better, which draws on the works of Adams (1975, 1998). Part
Il of this book therefore contains 5 chapters that investigate various aspects of conditional
reasoning through a series of experiments.

On Adams’ account, the formal language of section 1.1.1 does not yet contain a
connective that adequately accounts for the probability of indicative conditionals (‘if p, then q’)
in natural language. To introduce it, Adams extends the language with conditional events, “os |
ys’, and defines their probability to be conditional probabilities. As Grandy & Osherson (2010)
note, one way to consider conditional events is not just as a new formula in the language, but as
an ordered pair of formulas, (s, ¥s), whose meaning cannot be reconstructed in terms of truth-

functional combinations of negations, conjunctions, and disjunctions, and where ‘¢s’ and “ys’

1 In contrast to the others, the coherence approach of Pfeifer and Kleiter (2005) and Pfeifer
(2013) preserves a deductive relation between premise and conclusion of arguments and uses it
to assign probability intervals to the conclusion based on the probabilities of the premises. Thus,
instead of departing from the mental logic of Rips (1994) by turning to probability theory like,
e.g., Oaksford and Chater (2007), Pfeifer and Kleiter propose a mental probability logic in its
place, which requires people to reason deductively about probability intervals. Yet, unlike Rips
(1994), who attempts to specify a mechanism whereby participants could reason deductively (via
the construction of mental proofs), and who attempts to account for the logical errors of
participants, these parts seem to lack counterparts in the mental probability logic account.



20

only range over sentential variables, like p and g. Due to the triviality results of Lewis (1976), it
has been proven that there is no unconditional proposition expressible by a formula in £ such
that it has the same probability as the conditional probability of g given p, for all probability
distributions. So, if the probability of conditionals are conditional probabilities, then their
probability cannot equal the probability that a proposition is true, in the same way in which the
probability of a factual statement, p, is normally taken to equal the probability that the factual
statement is true.*? Adams’ (1975, 1998) work on formulating a probability logic that is
compatible with these requirements has, through its extensions in Edgington (1995) and Bennett
(2003), been one of the main sources of inspiration for the New Paradigm in the psychology of
reasoning. Indeed, so much so that VVance and Oaksford (2002) directly characterize the new
Bayesian paradigm via its acceptance of the thesis that P(if p then q) = P(q|p), which is
commonly referred to as “the Equation”, following Edgington (1995).13

1.2.1 Semantic and Pragmatic Processes in Reasoning

In Chapters 2, 3, 6, and 7, earlier results by Skovgaard-Olsen et al. (2016) that challenge “the
Equation” by a finding that we will come to know as “the Relevance Effect”, play a key role.
Using so-called missing-link conditionals (e.g., ‘If Niels Bohr read Kierkegaard, then Copenhell
plays loud music’) and negative relevance conditionals (e.g., ‘If Niels Bohr read Kierkegaard,
then Niels Bohr was ignorant of who Kierkegaard was”), it was found in Skovgaard-Olsen et al.
(2016) that “the Equation” breaks down for the latter stimulus materials.

The dialectic in Chapter 2 takes the following form: there is a challenge of how to
reconcile the Relevance Effect with existing theories of meaning of conditionals employed in
psychology and neighbouring disciplines. The most conservatory response is not to revise the
semantic theories but to extend them with auxiliary principles concerning pragmatic enrichment

of linguistic content, whereby people take contextual factors into account (concerning, e.g.,

12 Instead, Adams (1998) formulates Ersatz truth values for conditional events, which
coincide with the de Finetti truth table that we will encounter in Chapter 5 in that the conditional
event has the same truth evaluation as the consequent, iff the antecedent is true, and lacks a truth
value, iff the antecedent is false. Concerning these Ersatz values, Adams (p. 65) notes that they
are “truth-values in name only, and there is no suggestion that this kind of ‘truth’ is something
that should be aimed at in reasoning, or that it is better than falsehood”.

13 A better name is the ‘probability conditional theory’, as suggested by Adams (1998, Ch.
6), but the “the Equation” is commonly used in the literature and so will be adopted below.
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speaker intentions, situational knowledge, or the information state of the interlocutors) to
interpret utterances. In fact, as we shall see, this is also the route that has been taken by mental
model theorists and proponents of the Suppositional Theory of conditionals in psychology.

To advance the debate, Chapter 2 identifies a number of criteria from linguistics to decide
whether a meaning component belongs to pragmatic or semantics and applies these diagnostic
tests in a range of experiments. In particular, Chapter 2 focuses on designing experiments that
are diagnostic for presuppositions, conversational and conventional implicatures, which are three
well-known types of contents from philosophy of language and linguistics at the interface
between semantics and pragmatics (Carston, 2002; Grice, 1989; Potts, 2007; Potts, 2015).

In Chapter 4, a related investigation is made for another central aspect of conditional
reasoning; the distinction between indicative conditionals, “if p then gq” (used, e.g., for prediction
and argumentation), and counterfactuals, “if p had been the case, then g would have been the
case” (used, e.g., in explanation or causal inference). Again, here we have a situation where there
on the surface appears to be obvious meaning differences between a set of sentences, and the
question is whether uniform semantic theories are to be favoured, which attempt to account for
them by assigning the same truth-conditions to the sentences in question, while using auxiliary
pragmatic principles to account for meaning differences, or whether the sentences also differ in
their semantic core. Through two experiments, we probe two salient hypotheses concerning the
meaning differences between indicative conditionals and counterfactual conditionals and find
that only one of them is supported by the results. The two hypotheses differ on whether the
implied falsity of the antecedent in counterfactuals is to be explained by conversational
implicatures or presuppositions. Our empirical results and theoretical arguments indicate that the
former is the more promising candidate. If this pragmatic account of the difference between
indicative and counterfactual conditionals can be upheld, then one of the stumbling blocks for a
uniform semantics for these two forms of conditionals has been removed.

The above suggests that one method for investigating semantic content is to
experimentally probe which truth conditions ordinary speakers assign to them. This idea has
indeed been a driving force behind use of the truth-table task in psychology (see, e.g., Evans &
Over, 2004; Manktelow, 2012), where participants are presented with truth-table cells and asked
to assign truth values to conditionals and connate sentences. Chapter 5 extends this line of

research by presenting a new truth-table task to empirically investigate the possible-worlds
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semantics of Lewis (1973) and Stalnaker (1968). Although this theory has been highly influential
in philosophy and linguistics through its semantics for modal expressions and counterfactuals
(Portner, 2009; Kratzer, 2012; Lassiter, 2017; Starr, 2019), possible-worlds semantics is rarely
investigated empirically in psychology. Chapter 5 reviews some of the reasons for why this is so
and attempts to develop an experimental paradigm, where we can sidestep some of the
controversial issues relating to the measurement of the distance between possible worlds.
Through this task, we probe the theory’s ability to account for participants’ truth evaluations of
indicative conditionals and counterfactuals in direct competition with six other theories. Since
the possible-worlds semantic of Stalnaker (1968) specifies truth conditions that apply to both
indicative conditionals and counterfactuals, the results supporting the latter theory in Chapter 5
are complemented by the results from Chapter 4 that some of the differences in interpretation of
these two types of sentences can be accounted for pragmatically via conversational implicatures.
Aside from direct investigations of truth-value assignments, a method for investigating
semantic content favoured by linguists consists in examining whether an aspect of the meaning
of a linguistic expression affects its entailments (see, e.g., Winter, 2016; Grandy & Osherson,
2010, p. 287). Consequently, there is a need in psychology to design experimental tasks for
examining entailments directly to tests its semantic theories. Chapter 3 takes up this challenge by

its attempt to develop a new entailment task.

1.2.2 From Reasoning to Argumentation

Both the entailment task presented in Chapter 3 and the cancellation task in Chapters 2 and 4
place the evaluations of the linguistic content in an argumentative context. This focus on
reasoning in an argumentative setting runs throughout this book and becomes a central theme in
the individual profiling of participants’ norm adherence in Part 111 of the book.

The underlying motivation for investigating reasoning competence in an argumentative
setting in these experiments comes from Skovgaard-Olsen (2015). In this paper, it was argued
that the types of idealizations in rationality theories that we encountered in section 1.1.1 are
better handled, if the requirements of rationality are reinterpreted as requirements on
argumentation. For its normative theories, the psychology of reasoning tends to import theories
from formal epistemology (see, e.g., Pfeifer & Douven, 2014). Yet, both theories based on
deductive logic and Bayesian models from formal epistemology assume the following minimal

requirements of rational beliefs (Spohn, 2012; Huber, 2013):
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0] Rational beliefs are deductively closed.

(1)  Rational beliefs are completely consistent.

(111)  Every logically equivalent sentence is always believed to the same degree by the
rational agent.

That these principles are too demanding in that they presuppose that rational agents are logically
omniscient is what has been known as the problem of logical omniscience (Stalnaker, 1999;
Levi, 1991, 1997). In this context, it is useful to return to principles i) - iii) from section 1.1.1,
which Adams (1998, p. 21) uses to state the Kolmogorov Axioms of probability theory (here

formulated for formulas of a formal language rather than for sets):

K1.0<p(p)<1

K2. If ¢ is logically true then p(p) = 1.

K3. If ¢ logically implies y then p(¢) < p(y)

K4. If ¢ and v are logically inconsistent then P(¢ V v) = p(¢) + p(y).

Concerning these, Adams (ibid., p. 22) makes the following remark:

But the Kolmogorov axioms only concern ‘static probabilities’, that apply to propositions
at one time, and beyond that they idealize by presupposing that all of the purely logical
properties and relations among the propositions they apply to are known. Thus, if ¢ is a
logical truth that is assumed to be known, and in those circumstances p(¢) should equal 1.
Similarly, if ¢ logically implies v that is assumed to be known, and therefore p(¢) < p(y).
[emphasis added, NSO]

Borrowing a familiar tactics from formal epistemology (see, e.g., Spohn, 2012, Chap. 2-4), the
adherent of the probabilistic paradigm need not require that the ideal Bayesian agent already has
assigned a probability representing a degree of belief to every formula that can be expressed by
the formal language. It is sufficient if these degrees of belief are dispositional degrees of belief
consisting of dispositions to assign coherent probabilities, if presented with arbitrarily complex
formula generated by the language. For this purpose, Bayes nets may be utilized, as noted earlier.
Another route is to follow Skovgaard-Olsen (2015) in reinterpreting the requirements of

rationality as requirements on public commitments in argumentative discourse rather than as
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principles that participants follow in their individual reasoning, which then leads to designing
argumentative tasks for reasoning studies.

A good example is when the Dialogical Entailment Task in Chapter 3 presents
participants with an argumentative exchange between two persons, where the first person asserts
the premise of a supposed entailment and then denies its conclusion. The other person then
points out that the speaker has said two things that cannot both be true, and the task of the
participants is to decide whether they agree or disagree with this criticism. In addition to placing
the evaluation of entailments in an argumentative context, one of the innovations of this task is to
present the inference problem in a format that specifically targets entailment relations (for which
no models exist that satisfy all the premises, but which fail to satisfy the conclusion). If, on the
contrary, we had merely asked whether the conclusion “follows from” the premises, as
sometimes suggested, then the outcome would be ambiguous between logical entailment,
probabilistic inference, plausible inference, degree of confirmation, and pragmatic implicature.*

The investigation of deductive inferences is by no means new to the psychology of
reasoning. Yet, the topic of deductive reasoning has grown controversial due to the
developments in the psychology of reasoning reviewed in section 1.1, which are elaborated
further in Chapter 3. The experimental paradigm developed in Chapter 3 is a direct response to
the problem of the underexplored deductive competence presupposed by the probabilistic
paradigm identified above (section 1.1.1). Chapter 3 takes up this challenge by its attempt to
develop an entailment task to test participants’ acceptance of deductive relations and their

probabilistic coherence vis-a-vis the accepted entailments.

1.2.3 Conditionals and Causality

In Chapter 6, the large issue of the relationship between conditionals and causality is
investigated. The background is several recent attempts to interpret the Relevance Effect as an
effect of causal reasoning (van Rooij & Schulz, 2019; Oaksford & Chater, 2020a, 2020b).

14 Evans (2002, p. 992) suggests that ‘what follows from’ is preferable to ‘what necessarily

follows’, if researchers are mainly interested in pragmatic and probabilistic reasoning rather than
deductive reasoning. But the fine distinctions between probabilistic inference, plausible
inference, degree of confirmation, and pragmatic implicature are not targeted by this dependent
variable. For this reason, it would be preferable if psychologists developed separate tasks for
each of the five inference categories listed above.
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In van Rooij and Schulz (2019), this takes the form of applying a measure of causal
power by Cheng (1997) and others, which has been influential in the psychology of causality
(Waldmann, 2017). Under certain boundary conditions, causal power is able to predict the
Relevance Effect (van Rooij & Schulz, 2019) and Chapter 6 therefore investigates through
several experiments whether this prediction and its auxiliary assumptions hold.

In a constructive endeavour, the theory of a hierarchy of causal queries by Pearl (2009) is
applied to conditional reasoning in Chapter 6. On Pearl’s theory, there is a fundamental
difference between the computational models needed to answer predictive queries,
interventionalist queries, and counterfactual queries. Since indicative and counterfactual
conditionals are often used to formulate such queries in natural language, it is investigated
through 6 experiments which levels in this causal hierarchy maps onto indicative and
counterfactual conditionals. In Gerstenberg (2022), further results are presented that directly

build on this investigation.

1.3 Part 1l Norm Conflicts and Individual Differences

Whereas detailed investigations into the psychology of reasoning based on contrasting single
norms has mainly been the focus of the chapters in Part Il (with one slight exception in Chap. 5),
the chapters in Part 111 differ by exploring the hypothesis that participants could be following

different norms.

1.3.1 The Symphony of Many Voices

Chapters 3, 5, 7, and 8 employ Bayesian mixture modelling to investigate individual variation.
One way to illustrate the need for mixture modelling is to consider a case, where one is
modelling the signal not just from a single instrument but from a whole collection of instruments
(or even an orchestra). In this case, the inferential problem is not just one of separating the signal
from the noise but separating different signals from each other while factoring out the noise.
Each signal may have its own Gaussian distribution and so the population of signals can be

considered a mixture distribution with several components that receive different weights.®

15 This example was used by Serrano G. Luis in his online lectures on statistical models:
https://www.youtube.com/c/LuisSerrano


https://www.amazon.de/s/ref=dp_byline_sr_book_1?ie=UTF8&field-author=Serrano+G.+Luis&text=Serrano+G.+Luis&sort=relevancerank&search-alias=books-de-intl-us
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In the chapters listed above, mixture models are applied to competing semantic theories
of the same linguistic expressions. This is done to empirically investigate the following

commonly held assumption:

(U) There is a uniform interpretation of any given linguistic expression, ¢. If several
semantic theories for ¢ exist and they are incompatible, then at most one of them can be

descriptively adequate.

(V) dates back (at least) to the beginning of formal semantics in the writings of Gottleb Frege
(1848-1925) and is the default assumption in psychology of reasoning, formal semantics in
linguistics, and philosophy of language.

On Frege’s (1892, 1918) semantic analysis, the different parts of a sentence contribute
compositionally to compose a thought expressed by the sentence. ‘Thoughts’ is here a technical
term for the objective, propositional content expressed by a sentence, which has a truth-value
(true vs. false) independently of whether the sentence is used or the thought grasped by a person.
While the mental representations of a person are subjective, they are capable of having a truth-
evaluable content that is objective and the basis of logic. On Frege’s model of communication,
intersubjective communication is made possible by the speaker grasping a thought, which is
expressed by the utterance of the sentence, and the listener grasping the thought by hearing the
utterance. The model assumes that each sentence expresses one and only one thought and that it
is the same thought that is grasped by both the hearer(s) and the speaker (Newen, 2001).

Since different semantic theories of ¢ usually specify different truth conditions for ¢, the
different theories imply that different propositional contents are expressed by the sentences in
which ¢ occurs. But then it is no longer possible for the speaker and hearer to grasp the same
thought, or content, if they apply different semantic interpretations to the same sentence. Hence,
communication is rendered impossible, on this Fregean model.*® For this reason, (U) is a natural

assumption to make.

16 Incidentally, Newen (2001) argues that Frege himself would only apply this model of

communication to ideal languages and that he realized that natural languages fall short of the
ideal. Nevertheless, this model of communication has become associated with Frege by other
authors who applied it to natural language and so we will continue to use the label here.
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That (U) is the standard assumption is, e.g., seen by the way that competing semantic
theories are discussed in textbooks (e.g., Bennett, 2003; Kadmon, 2001; McCawley, 1993,
Portner, 2009), whereby examples covered by one theory and unaccounted for by a second
theory is taken as evidence for the hypothesis that the first theory characterizes our linguistic
competence and as evidence against the second theory. In disputes among proponents of the
contrasting theories, theoreticians on each side will appeal to intuitive examples explained by
their own theory, which are unaccounted for by the theories of their competitors.

The alternative is to view the fact that there are longstanding disputes about the meaning
of the same terms as itself prima farcie evidence that there can be individual variation in how
sentences are interpreted. In several of the chapters that follow, we will return to the empirical
assessment of (U) for different domains. Examples are conflicting theories of indicative
conditionals (Chap. 5 and 7) and epistemic modals (Chap. 8). In each case, patterns of individual
variation are investigated experimentally.

In the context of epistemic modals, we will return to the Fregean question of how
communication can be possible, if interlocutors apply different semantic interpretations to the
same linguistic expressions. In Newen (2001), it is already shown in the context of sentences
containing indexicals (e.g., ‘| was wounded’) that it is problematic to assume that
communication is only possible, if the speaker and listener grasp the same thought. Instead,
Newen argues that the dogma that one unambiguous, utterance expresses exactly one semantic
content should be overturned. In Chap. 2, further work in linguistics is introduced (Bach, 1999;
Potts, 2005), which likewise challenges the notion that each sentence only expresses one
proposition (e.g., by considering examples with appositives like ‘Mozart, the famous composer,
used to live here”). But the challenge we will consider in Chap. 8 is different. It concerns how
different speakers can engage in argumentation, if they interpret common expressions of

epistemic uncertainty, like ‘might’, differently, as our empirical findings appear to show.

1.3.2 The Problem of Arbitration

The empirical investigations in part I11 aim to investigate which norms ordinary subjects
enforce on their peers in argumentative settings. Previous work has investigated rationality and
individual variation (Stanovich, 1999; Stanovich & West, 2000) and probabilistic renderings of
informal arguments (see, e.g., Oaksford & Hahn, 2004; Hahn & Oaksford, 2007; Fenton et al.,



28

2013). But whereas much rationality research has proceeded by designing experiments based on
one preconceived norm, the goal of the chapters that follow is to put ordinary subjects as
normative agents on the agenda to address the question of which norms they recognize and
impose on their peers to study individual variation in norm adherence.

The fundamental problem is well-stated in the following passage, which is worth quoting

in full length to show that its formulation is older than its most recent discussion:

In early research on the psychology of reasoning, experimenters counted as error any
deviation from a standard logical system—generally Scholastic doctrine in the case of
syllogisms or classical sentential logic in the case of sentential arguments. However, if an
“error” of this sort is something for which we can actually criticize a subject, rather than
just a convenient label for classifying the subject’s responses, then the logical systems
themselves must be correct norms of appraisal. Some early researchers may have
accepted the standard systems as normatively appropriate simply out of ignorance of rival
ones, but the variety of contemporary logics raises questions about the correctness of
Scholastic and classical logic. Inferences that follow the pattern of Double Negation
Elimination, for examples, are valid in classical logic but not in intuitionistic logic (...).
Similarly, the syllogism <AIll(G, H), All(G, F), .. Some(F,H)> is valid according to
Scholastic logic but not according to classical logic (...). This means that attributing
errors to subjects can be a delicate matter that depends on how we justify the logical
systems themselves. (Rips, 1994, p. 378)

This problem of arbitration is a central problem in the application of formal, normative theories
in the psychology of reasoning, which is receiving increasing emphasis (see, e.g., Stenning &
van Lambalgen, 2008; Schurz & Hertwig, 2019; Knauff & Spohn, 2021).

Elgayam and Evans (2011) use this problem to argue that the psychology of reasoning
should eschew normative theorizing and make a fresh start as a purely descriptive discipline.
However, this is a view that has been met with heavy resistance by commentators (see, e.g., the
commentaries in the volume Elgayam & Over, 2016). Underlying this resistance is the insight
that normative theories have been a major impetus for theory development in psychology
spanning the areas from decision theory (Wakker, 2010) and causal judgment (Rottman &
Hastie, 2014) to the psychology of reasoning (Oaksford & Chater, 2007).
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Chapter 7 features a discussion of the various arguments used by Elgayam and Evans
(2011) to motivate a descriptive turn in psychology. The constructive contribution of Chapter 7
IS to present a new, experimental approach to the problem of arbitration.

Aside from his clear statement of the problem, there is another reason to cite Rips (1994)
in the present context. Rips considers the possibility of building non-classical logic into
PSYCOP (p. 124), has deliberately omitted inference rules for PSYCOP that would make its
conditional equivalent to the material implication of classical logic, and considers the possibility
of including rules that would make its conditional the intensional conditional of Lewis and
Stalnaker (p. 48), which we investigate in Chapter 5. To guide the choice of which rules
PSYCOP should have, Rips adopts the criterion of psychological completeness from Osherson
(1975) and posits that the model should capture the inferences that “untrained people can accept
in ideal circumstances” (p. 124).

Entangled in these discussions are different views on the normativity of logic. In the
discussion of the function of logic in the study of human reasoning, Steinberger (2019) argues
that at least three normative roles have to be distinguished — directive, evaluative, and appraising.
A chess analogy can be used to bring this distinction into focus. A directive use of chess theory
consists in the formulation of guidelines of how a chess player can improve herself given her
present level of understanding. An evaluative use of chess theory consists in the investigation of
optimal play in a given position, which disregards constraints set by the player’s limited
understanding. An appraising use of chess theory departs from the players’ expected level of
competence, given slight idealizations of her actual play (to exclude minor performance errors
that she understands were mistakes), and criticizes or praises her play based on what chess theory
would recommend at her given level of competence.

Under this framing, one pressing issue is why the psychology of reasoning should occupy
itself with appraising uses of normative systems, as opposed to mere evaluative uses, and if it
does, then which formal systems should be employed. Key to this question is that appraisals play
a role in attributing reasoning errors. In this context, it is worth noticing the following: when
Rips (1994, p. 378) talks about the difficulty in attributing errors to participants given the
possibility of multiple conflicting norms, he makes explicit in the quote above that the norms he
has in mind are “correct norms of appraisal”, where an error “is something for which we can

actually criticize a subject”. Correspondingly, in their classical work on the conjunction fallacy,
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Tversky and Kahneman (1983) treated judgments as fallacies only when participants were
disposed to accept (after suitable explanation) that they had made a non-trivial, conceptual error;
an error which the participants had the competence to avoid. In this notion of fallacy, the
participants’ own understanding of their performance plays a central role in the assessment. This
is characteristic of appraising uses of normative systems according to Steinberger’s taxonomy.

Although criticism and praise in appraisals are value-laden terms, we can view them as
highlighting distinctions in performance that an agent with a given level of competence would
make. Psychology of reasoning need not pursue value-laden interests for this to have utility.
Empirically identifying aspects of an agent’s performance which could give rise to criticism or
praise by assessing her performance based on a given level of assumed competence serves a
descriptive function in disclosing what level of competence the agent has. Being sensitive to
distinctions that a competent agent would make involves psychological mechanisms and is as
such amenable to scientific research.

For the evaluative comparison of which formal system is the most optimal way of
reasoning, different methods have been invoked including a priori arguments and comparing
formal systems based on a theory-neutral notion of cognitive success involving truth
conduciveness and computational costs (Schurz, 2014). To illustrate, Table 3 outlines means-end

relations for formal systems as they are presented in Huber (2014).

Table 3. Means-End Relations for Formal Systems

Means Cognitive End

Probability Theory Inaccuracy minimization in the organization of credences at a
given moment in time.
(Or: Avoiding sure loss in the combination of bets described by a
Dutch Book.)

Ranking Theory Holding beliefs that are jointly consistent and deductively closed
synchronically and diachronically after updating beliefs on
evidence.

Classical Logic Truth preservation for inferences in all logically possible worlds.

Non-monotonic Logic Truth preservation for inferences in the subset of all possible

worlds that are normal.

Note. Illustration of objective means-end relations for four formal, normative theories, which
justify hypothetical imperatives that prescribe which means to select given the participants have a
particular cognitive aim.

Achourioti, Fugard, and Stenning (2014) argue that the formal system for attributing reasoning

errors should be selected instrumentally, such that error attribution is to be based on the system
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that best suits the goals of participants in the specific reasoning task they are engaged in.
Achourioti et al. (2014) therefore advocate for reasoning researchers to corroborate their
attributions of reasoning errors based on independent evidence concerning the participants’
individual goals, and their implicit understanding of the logical concepts required to meet those
goals. Instead of appraising the participants’ performance based on a single norm established a
priori, researchers should accordingly try to construct a charitable interpretation based on the
participants’ understanding of the task (see also Elgayam, 2012; C. J. Lee, 2006)

In an attempt to develop an experimental approach for dealing with the problem of
arbitration, Chapter 7 presents a task, “the Scorekeeping Task”, for implicitly eliciting
participants’ recognition that they adhere to one of several conflicting norms. This paradigm also
applies to norms of appraisal and tries to elicit participants’ reflective attitudes about which
norms they would apply, instead of committing them based on either explicit avowals or their
immediate reactions only. In Chapter 7, this approach is applied to participants’ reasoning with
conditionals ('if p then g') under uncertainty, in continuation with Part 1l of this book. In this
case, the two norms amount to two different interpretations of indicative conditionals. On the one
hand, participants are classified as following the Suppositional Theory of conditionals building
on Adams’ (1998) work. On the other, participants are classified as following Inferentialism,
which regards the Relevance Effect as an effect of semantics rather than pragmatics.

In Chapter 8, the approach is applied to participants’ reasoning with epistemic modals.
Epistemic modals (e.g., might, must) is another important class of linguistic expressions to
express states of uncertainty. In addition, they also make up a suitable test case for the
experimental approach to the problem of arbitration developed in Chapter 7, since the recent
literature in linguistics and philosophy of language has developed a collection of competing
theories (see, e.g., Egan & Weatherson, 2011). For the experiments in Chapter 8, we focus on
three such theories, Contextualism, Relativism, and Objectivism. As we show, a reanalysis of
previously published findings indicate that the previous results, which neither favored
Contextualism nor Relativism univocally, could be the result of individual variation. The goal of
Chapter 8 is therefore to apply the Scorekeeping Task from Chapter 7 and investigate whether
there is individual variation in the interpretations of epistemic modals that participants follow.

Given that Chapters 7 and 8 have shown how the problem of arbitration can be dealt with

experimentally in two core applications to reasoning under uncertainty with conditionals and
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epistemic modals, respectively, a natural question is whether the approach could be applied in
other domains as well. In Chapter 9 some first steps towards such an application is taken, when
we finally turn to the opposition between Utilitarianism and Deontology in the psychology of
morality. Before individual variation in participants’ adherence to these two moral outlooks can
be further examined, a measurement model of participants’ moral judgments first needs to be
validated. As part of such an endeavor, Chapter 9 examines an invariance assumption in the
CNIS model of Gawronski et al. (2017). The CNIS model is a process-dissociation model, which
attempts to remove certain confounds in the traditional trolley-based investigations of
Utilitarianism and Deontology. However, like other process-dissociation models applied in
psychology, the model makes an invariance assumption which has been found to be problematic
for similar models in social psychology and cognitive psychology (Klauer et al., 2015). The goal
of Chapter 9 is therefore to empirically investigate whether the invariance assumption is violated
in the CNIS model of moral judgment, and if so, develop an improved model, which can fulfill
some of the original aims of the CNIS model without enforcing the invariance assumption.

As indicated, this investigation in Chapter 9 is preparatory for further investigations into
individual variation in participants’ adherence to conflicting norms in moral psychology, along

the same lines as Chapters 7 and 8 in the domain of reasoning.
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2.1 Introductionl8

Very few linguistic expressions are as important to our reasoning, argumentation, and
decision making as indicative conditionals, that is, a class of sentences typically of the form:
"If A, (then) C," where A, the antecedent, and C, the consequent, stand for arbitrary
sentences. It is not surprising then that conditionals have been a subject of extensive research
in philosophy, linguistics, computer science, and psychology. What is more surprising though
is that, despite decades of multidisciplinary efforts to understand how people interpret
indicative conditionals, many aspects of their meaning remain the matter of ongoing
controversy.

Intuitively, whenever someone asserts a conditional they communicate that there is
some sort of a relation between the content of that conditional's antecedent and consequent;
that, for instance, the antecedent is a reason for the consequent, or that the consequent can be
inferred from the antecedent. Take, for example, the following sentence:

(1) If more parents refuse to vaccinate their children, diseases such as measles and

whooping cough will make a comeback.

Clearly, someone who asserts (1) seems to be expressing their belief about the connection
between the anti-vaccination movement and the possible outbreak of infectious diseases. That
a conditional conveys such a relationship is not controversial. But the status of this connection
is one of the most contentious issues in the current debate on the meaning of indicative
conditionals. At issue is whether the connection is part of the semantics or the pragmatics of
the conditional. Roughly, the semantics of the conditional — sometimes referred to as the core
meaning — is its literal, conventional, context-independent meaning. The pragmatics of the
conditional is its non-literal, inferred, context-dependent meaning (we will elaborate on these
definitions later).

The question of whether the connection is semantic or pragmatic has attracted such
interest in large part because the issue forms a dividing line between theories of the

18 Acknowledgement: We would like to thank our Editor, Art Markman, and reviewers
for detailed comments that helped improve the paper. In particular, David Over, Florian
Schwarz, and Sunny Khemlani deserve credit. Furthermore, we would like to thank audiences
to talks at New Perspectives on Conditionals and Reasoning (Regensburg, 2018), Annual
Meeting of New Frameworks of Rationality (Etelsen, 2018), What if, Scientific Retreat
(Konstanz, 2018), ECAP9: European Congress of Analytic Philosophy (Munich, 2017), as
well as Robyn Carston, John MarFarlane, Maria Biezma, and others, who were so helpful as
to engage in discussions with us over these matters. Thanks also go to students helping us
carrying out the experiments like Dennis Heiler.
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conditional in psychology and philosophy. On the one hand, there are historically established
theories in psychology, such as the Suppositional Theory and the Mental Models Theory,
which take the connection to be pragmatic. On the other, there are recently revived
'inferentialist’ accounts, which take the connection to be semantic. The opposition of these
theories in psychology is an echo of similar debates in philosophy (for references, see
Douven, 2015 and Skovgaard-Olsen, 2016).

In comparison, linguistic debates about conditionals have been more influenced by the
possible-worlds semantics of Stalnaker (1968), Lewis (1973), and Kratzer (1986). In none of
these theories is the connection between the antecedent and the consequent taken to be
semantic. Rather what we get is roughly a description of the antecedent worlds in the context
set, which are most similar to the actual world, stating that they are worlds in which the
consequent is true (Biezma, 2014). As such, formal semantics sides with the psychological
theories in denying that the connection between the antecedent and consequent is part of the
core semantic meaning of conditionals. But in this paper, our focus is on the former division
within theories of conditionals in psychology. See, however, Skovgaard-Olsen (in review) for
more on the connections between the present discussion and related work in linguistics.

The Mental Model Theory is one of the most influential theories in the psychology of
reasoning. It postulates that compound sentences, such as conditionals, refer to conjunctions
of possibilities, where possibilities are understood epistemically as situations that are
compatible with what is known (Khemlani, Byrne, & Johnson-Laird, 2018). Consequently, on
the Mental Model Theory, interpreting a sentence amounts to constructing mental models that
represent possible states of affairs that are compatible with that sentence, while what is
impossible tends to be omitted (Johnson-Laird & Byrne 1991, 2002; Johnson-Laird,
Khemlani, & Goodwin 2015). A fully fleshed out, explicit model of a conditional, if A then C,
can be depicted then in the following way, where each row denotes a mental model of one
possibility:1°

A C

-A -C

-A C
Importantly, already Johnson-Laird and Byrne (1991, 2002), but also Khemlani et al. (2018),
emphasized that many people do not immediately construct fully explicit models of a
conditional. Instead they stop their model construction at the initial, abbreviated, implicit

19 For consistency we use ‘A" and 'C' throughout to refer to the antecedent and
consequent of the conditional respectively.
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model consisting of the representation of the possibility that both the antecedent and the
consequent are true:
A C

The ellipsis signals that there are other possibilities, which could be evoked, if necessary.

It is important to note that such conjunctions of possibilities constitute the meaning of a
compound sentence on the Mental Models Theory. More precisely, the Mental Model Theory
holds that a sentence is true if all the corresponding models are possible. This makes the
mental models of a conditional different than a material conditional, even though the explicit
model bears a resemblance to the truth table for the material implication. As Khemlani et al.
(2018) say:

In the model theory, a conditional’s meaning is not a material implication, not a
conditional probability, not a set of possible worlds, and not an inferential relation. It is
instead a conjunction of possibilities, each of which is assumed in default of information
to the contrary. (p. 31)

Accordingly, Johnson-Laird et al. (2015) hold that “a basic conditional, ‘if A then C’, is true
only if all three situations in its fully explicit models are possible: ”possibly(A & C) &
possibly(not-A & not-C) & possibly(not-A & C) and A & not-C is impossible” (p. 206).2°
But what matters for present purposes is just that although Mental Model Theory does
not treat the relation between the antecedent and consequent of a conditional as a part of its
core meaning, proponents of Mental Model Theory acknowledge that conditionals are often
interpreted as conveying that there is such a relation due to "modulating effects of semantics
and pragmatics™ (Johnson-Laird & Byrne, 2002, p. 651). More specifically, “the meaning of
words, knowledge, and the conversational context can block the construction of models of
possibilities, and they can add causal, spatiotemporal, and other relations between elements in
models (Khemlani et al., 2018, p. 12-13). They argue that the context of an utterance
(pragmatics), or semantic relationship between the content of the antecedent and the content
of the consequent, may block the construction of a model that normally belongs to the core
meaning of a sentence, or trigger the construction of a model that is not part of the core

meaning of a sentence. As we will argue below, semantic and pragmatic modulation is not

20 See Baratgin, Douven, Evans, Oaksford, and Politzer (2015) for a discussion of some
challenges for the revised version of the theory, and Khemlani et al. (2018) for a response.
See further the discussion in Hinterecker, Knauff, and Johnson-Laird (2016) and Oaksford,
Over, and Cruz (2018).
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sufficient to account for the complex data pattern that emerges out of the present study when
taken together with other recent published results, however.

An alternative approach in the psychological study of conditionals stems from the so-
called New Paradigm Psychology of Reasoning (Oaksford & Chater, 2007; Over, 2007),
which emphasizes the role of uncertainty in human reasoning. Indicative conditionals on the
New Paradigm are interpreted as probabilistic or suppositional. Although the term
Suppositional Theory (ST) refers to a whole family of related views, they can all be construed
as the formalizations of the Ramsey Test, which provides a procedure for fixing one’s degree
of belief in a conditional, and, by the same token, for determining whether an indicative
conditional is acceptable (Ramsey 1929/1990, p. 155):

If two people are arguing 'if [A] will [C]?" and are both in doubt as to [A],
they are adding [A] hypothetically to their stock of knowledge and arguing
on that basis about [C]: so that in a sense 'If [A], [C]' and 'if [A], [-C]' are
contradictories. We can say that they are fixing their degrees of belief in [C]

given [A]. (Editorial changes preserve the consistency of notation)

Consequently, what the different versions of the Suppositional Theory have in common
is their commitment to The Equation, according to which the probability of a conditional
equals the conditional probability of that conditional's consequent given its antecedent (where
‘A" and 'C' are restricted to atomic sentences, that is, they are not conditionals themselves):
P(If A, then C) = P(C|A). The development of the Suppositional Theory that became
particularly influential in the psychology of reasoning resulted from combining the Ramsey
Test, and thus the Equation, with three-valued de Finetti’s semantics. De Finetti treated
conditionals as true when both of its clauses are true, and false when the antecedent is true but
the consequent is false. When the antecedent is false, the truth value of a conditional is
undetermined, “void.” Conditionals with false antecedents can be compared to called-off
bets: a bet that if you throw a fair coin it will land heads is neither won, nor lost — it is called
off — when the coin is not thrown at all (see, e.g., Politzer, Over, & Baratgin, 2010). A more
refined version of the de Finetti’s system can be obtained by replacing the third, “void” value
with the conditional probability itself (Jeffrey, 1991, see also Baratgin, Politzer, Over, &
Takahashi, 2018; Kleiter, Fugard, & Pfeifer, 2018; Over & Cruz, 2018).

The Equation has received strong empirical support. Participants in reasoning
experiments tend to evaluate the probability of a conditional by estimating the corresponding
conditional probability (Evans, Handley, & Over, 2003; Fugard, Pfeifer, Mayerhofer, &
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Kleiter, 2011; Oberauer & Wilhelm, 2003; Politzer et al., 2010). Yet, a recent study has
challenged the generality of these results (Skovgaard-Olsen, Singmann, and Klauer, 2016a),
as we shall see in more detail below.

Although the original phrasing of the Ramsey Test, with its focus on arguing about C on
the basis of A, seems to capture the intuition that the antecedent of a conditional needs to be
somehow relevant for the consequent, this is not true of the suppositional accounts. As long as
the antecedent is possible, a true or even highly probable consequent will render the
conditional acceptable. If we believe that Brexit is inevitable and that it is quite possible that
there are at least some microorganisms living on some planets outside of our Solar System,

we are committed to accepting the following missing-link conditional:

(2) If there is life on some extra-solar planet, then the UK will leave the European

Union.

This is because "the UK will leave the European Union" was already part of our stock of
beliefs, and it remains so upon expanding it by "there is life on some extra-solar planet.” By
contrast, for a person who deems it rather unlikely that there are any advanced alien
civilizations, and that this likelihood will not increase were we to learn that there are planets

that host some form of life, (3) does not appear acceptable after performing the Ramsey Test:

(3) If there is life on some extra-solar planet, then somewhere in the Universe there

exists an advanced alien civilization.

Yet it would be easier to make sense of a speaker who asserts (3), even if we strongly disagree
with it, than of someone who asserts (2) (Krzyzanowska, 2015, p. 9). If we disagree with (3),
it would be because learning that there is life on some extra-solar planet would not be a good
enough reason for us to believe in the existence of an advanced alien civilization.
Nevertheless, since the truth of the antecedent of (3) slightly increases the probability of its
consequent, we can imagine someone who would find such an argument convincing enough
to accept the conditional.

Psychologists of reasoning who claim that the Equation captures a central part of the
meaning of an indicative conditional do not deny that these sentences often seem to suggest
stronger (e.g., causal or inferential) relations between their antecedents and consequents.
What they do deny is that these relations belong to the semantics, that is, to the core meaning
of the conditional. It seems that when researchers wish to account for our intuitions about the

relation between a conditional's antecedent and consequent, and for data on the actual use of
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conditionals, they most commonly invoke pragmatics (Johnson-Laird & Byrne, 2002; Over et
al., 2007; for discussion, see, also Krzyzanowska, Collins, & Hahn, 2017a, 2017b, and
below). But pragmatics is not the only option. The alternative approach is to treat that
relation, however it is defined, as the starting point for developing an account of the meaning
of a conditional. Douven and Verbrugge (2010) argued that one can distinguish between
different types of inferences, and classified inferential conditionals as deductive, inductive, or
abductive, inspired by classifications of conditionals in empirical linguistics (Declerck and
Reed, 2001; Dancygier and Sweetser, 2005). This typology motivated a new, “inferential,"
truth-conditional semantics for indicative conditionals (Krzyzanowska, Wenmackers, &
Douven, 2014; Douven, 2015). Independently, a related account has been proposed by Spohn
(2013) and Olsen (2014), who analyzed indicative conditionals as expressing reason relations
between their antecedents and consequents. This relationship can be operationalized
probabilistically in terms of the AP rule (AP = P(C|A) - P(C|=A)). A conditional's antecedent,
A, is said to be a reason for the consequent, C, if A raises the probability of C, that is, if Ais
positively relevant for C. Since AP is defined as a difference between P(C|A) and P(C|-A),
AP must be positive for A to be a reason for C, and, consequently, for a conditional, "If A,
then C," to be acceptable. Positive Relevance can be seen in example (1) above: parents’
refusing to vaccinate their children increases the probability of measles or whooping cough
outbreaks. By contrast, probabilistic irrelevance can be seen in example (2) above: the
probability of UK leaving the EU given the existence of life on some extra-solar planet is, to
the best of our current knowledge, exactly the same as the probability of UK leaving the EU
given that there is no life outside of the Solar system at all. That is, AP = 0, or the antecedent
is probabilistically irrelevant for the consequent in this case.

The Relevance Effect

Results by Skovgaard-Olsen et al. (2016a) recently raised an explanatory challenge for the
Suppositional Theory of conditionals and Mental Model Theory. Both theories postulate that
indicative conditionals have a core meaning which does not include relevance relations
between the antecedent and the consequent. However, when investigating the probability and
acceptability of indicative conditionals, Skovgaard-Olsen et al. (2016) found that relevance
strongly moderated the evaluations of indicative conditionals. For cases of Positive Relevance
(P(C|A) - P(C|-A) > 0 <=> AP > 0), the conditional probability remained a good predictor of
both the acceptance and probability of the conditional. For cases of Negative Relevance
(P(CJA) - P(C|=A) <0 <=> AP < 0) and Irrelevance (P(C|A) - P(C|-A) = 0 <=> AP = 0), this
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relationship was disrupted because the participants tended to view the indicative conditional
as defective under those conditions.

In what sense does the Relevance Effect constitute a challenge to the Mental Model
theory and the Suppositional Theory? The extent to which it does depends on whether the
Relevance Effect belongs to the core meaning of the conditional - its semantics - or arises,
instead, from the context of utterance of a conditional - its pragmatics. If the Relevance Effect
belongs to pragmatics, then the main theories can just claim to be theories about the core
content of indicative conditionals and hold that they need to be supplemented with auxiliary
hypotheses concerning the pragmatic mechanisms involved in communication.

To address this question, we focus on a set of well-known phenomena at the interface
between semantics and pragmatics: namely conversational implicature, presupposition, and
conventional implicature (see later sections for definitions of each). We do so because these
are phenomena for which there are reasonably well-established diagnostic tests. If we can
explain the Relevance Effect by one of these phenomena, we are a step closer to adjudicating
on the semantics/pragmatics issue. A final judgment will depend both on how we define
semantics and pragmatics and on how we subsequently classify conversational implicature,
presupposition, and conventional implicature. Both the definition and subsequent
classification are live issues. But instead of resolving those issues here, our focus will be on
classifying relevance effects with respect to these three established linguistic phenomena at
the interface between semantics/pragmatics. For present purposes, we follow Birner (2014) in

adopting the following typical characteristics of semantics and pragmatics (Table 1):

Table 1. Pragmatic/Semantic Distinction

Semantics Pragmatics

literal non-literal
context-independent context-dependent
non-inferential inferential
truth-conditional non-truth-conditional?!

To this we might add that semantics typically concerns the conventional meaning of words
and sentences, while pragmatics typically concerns non-conventional meaning. While these
characteristics might define the prototypical semantic and pragmatic phenomena, the
characteristics can come apart. For instance, a phrase such as 'the foot of the mountain’ may
strike us as non-literal, mountains not having body parts, but it will also likely strike us as

non-inferential, truth-conditional, and conventional. Unsurprisingly, then, it can prove

21 Some would argue that some pragmatic phenomena are, in fact, truth-conditional. For

discussion, see Carston (2002), Recanati (2011), and Birner (2014).
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controversial to categorize any given phenomenon as semantic or pragmatic. Of the
phenomena we consider, only conversational implicatures are regarded as uncontroversially
pragmatic. Conventional implicatures, in contrast, are commonly thought of as a secondary
layer of semantic meaning which is auxiliary to the primary truth-conditional semantic layer
(Potts, 2007, 2015). Presuppositions, on the other hand, have both semantic and pragmatic
interpretations (Beaver & Geurts, 2014), with influential proponents on either side—with, for
instance, Stalnaker (2016) defending a pragmatic approach and von Fintel (2008) adopting a
semantic one. The distinction between these various linguistic categories is discussed in
further details below.

We test among the linguistic categories in four experiments. Experiment 1 tests
whether the Relevance Effect arises because of conversational implicature. Experiment 2 tests
whether it arises because of a presupposition failure. Experiment 3 tests whether it arises

because of a conventional implicature.

2.2 Experiment 1: Conversational Implicatures

Conversational Implicatures
We start with the paradigm-case of pragmatics: the conversational implicature.
Conversational implicatures arise when a speaker means something different from the

conventional meaning of the sentence they utter. For instance:

Alan: Are you going to Paul's party?
Barb: I have to work. (Davis, 2014)

Here, Barb utters a sentence with a clear conventional meaning—that she has to work—Dbut
also conversationally implicates that she will not be attending Paul's party (because she has to

work). To take another familiar example:

Angry Parent: Did you eat all of the chocolate cake?
Guilty Child: I ate some of it.

Here, the child utters a sentence that conventionally means something like 'l ate at least one
morsel of cake' and is quite compatible with 'l ate all of the cake'. But the child, perhaps
hoping to spread the blame, also implicates that he/she did not eat all of the cake: that there is
another culprit. Inferences of this latter type are known as scalar implicatures.

Grice (1989) set out to explain how conversational implicatures arise, formulating a

general principle of cooperative discourse: that speakers 'make [their] contribution such as is
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required, at the stage at which it occurs, by the accepted purpose or direction of the talk
exchange in which [they] are engaged' (Grice, 1975, p. 45). He fleshed this principle out into
a set of conversational maxims, or descriptive norms. On his account, speakers should give
enough, but not too much, information (Maxim of Quantity); should avoid saying falsehoods
or things for which they lack evidence (Maxim of Quality); should be relevant (Maxim of
Relation); and should avoid obscurity and ambiguity and be brief and orderly (Maxim of
Manner).

According to Grice, implicatures can only arise at all because hearers assume that
speakers are generally cooperative: that they follow the maxims. But, as he pointed out,
speakers can, in fact, behave in different ways towards the maxims: they can observe, violate,
flout, or opt out of a maxim. Most important for present purposes are the observing or flouting
of maxims, either of which generates an implicature.?? For instance, other things being equal,
when a speaker says, 'l had two bagels for breakfast', a hearer will assume that the speaker is
observing the Maxim of Quantity (is providing sufficient information) and implicating 'l did
not have three bagels for breakfast' (Birner, 2013). For an example of flouting, consider a
professor who is writing a recommendation letter for a student, and is expected, in the normal
run of things, to comment favorably on the student's academic ability, diligence, and so on. A
professor who comments, instead, on the student's handwriting is flouting—openly
disregarding—the Maxim of Quantity and implicating that the student's academic ability (and
so on) is not worthy of praise (Grice, 1989). In cases of flouting, we can think of an
implicature as being necessary to preserve the assumption that the speaker is being
cooperative.

Conversational implications constitute a paradigmatic example of pragmatic
modulation, an interpretational process whereby semantic content is extended by pragmatic
mechanisms that take contextual factors into account. It is not unusual to find references to
processes of pragmatic modulation as extending semantic theories in the psychology of
reasoning (e.g., Johnson-Laird & Byrne, 2002). But their status tends to be that of
underspecified and untested, auxiliary hypotheses (Douven, 2017).

Since conversational implicatures are attempts to reconstruct the speaker's intended
meaning, which goes beyond what is literally said, they are defeasible inferences, which can

be explicitly blocked by the speaker. For instance, imagine a conversation between John and

22 A speaker violates a maxim when they inconspicuously disregard it, not intending the

hearer to notice—as when a speaker lies or misleads a hearer; a speaker opts out of a maxim
when, say, they simply disengage from a conversation and 'do not play the game at all’
(Birner, 2013).
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Sophia at a party they are hosting. John, who is in the kitchen, asks Sophia "Where are our
guests?' If Sophia replies 'Some are in the garden' she might well be taken to mean that not all
of the guests are in the garden. But Sophia can straightforwardly cancel this scalar implicature
by adding, 'In fact, they all are." We will call this type of hedging "a cancellation speech act'.
One of the main characteristics of conversational implicatures is that a commitment to them
can be blocked by performing cancellation speech acts without producing a contradiction
(Blome-Tillmann, 2013).

Conversational implicatures have already featured in the debate on relevance. For
instance, Over et al. (2007) found a modest effect of P(C|-A) as a predictor of P(if A, then C),
for conditionals which were positively relevant (where AP > 0). They offered the following
explanation (p. 92):

An Adams conditional is not equivalent to an explicit statement that [A] raises the
probability of [C] (...), nor that [A] causes [C] (...). A conditional probability [P(C|A)]
can be high when [A] does not raise the probability of [C] and when [A] does not
cause [C]. For example, [P(C|A)] can be high simply because [P(C)] is high. Does this
mean that supporters of the view that these conditionals are Adams conditionals
cannot account for the weak negative effect of [P(C| =A)] in the current studies? Not
necessarily, for they can argue that the use of a conditional pragmatically suggests, in
certain ordinary contexts, that [A] raises the probability of [C] or that [A] causes [C].

(Editorial changes preserve the consistency of notation)

Over et al. (2007) then go on to suggest that probability raising, and the causal reading of
indicative conditionals may be produced by a conversational implicature. It may be
misleading to assert conditional sentences in the absence of probabilistic dependencies, but
the reason for this does not reside in the core, semantic content of indicative conditionals.

Similarly, Johnson-Laird and Byrne (2002) have considered whether to make a
connection between the antecedent and the consequent part of the core meaning of
conditionals, only to reject it:

We do not deny that many conditionals are interpreted as conveying a relation
between their antecedents and consequents. However, the core meaning alone does not
signify any such relation. If it did, then to deny the relation while asserting the
conditional would be to contradict oneself. Yet, the next example is not a

contradiction:
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If there was a circle on the board, then there was a triangle on the board, though
there was no relation, connection, or constraint, between the two—they merely
happened to co-occur. (p. 651)

Their argument is that one can cancel a commitment to there being a relation between the
antecedent and the consequent without contradicting oneself. If so, then this commitment

bears the mark of a conversational implicature. In Experiment 1 we will test this hypothesis.

The Cancellation Task

The purpose of Experiment 1 is to test whether the reason-relation reading of
conditionals can be attributed to the presence of a conversational implicature. To test this
hypothesis, we investigated whether the reason-relation reading of conditionals can be
cancelled without contradiction. More specifically, Experiment 1 uses the perceived degree of
contradiction in cancelling a scalar implicature as the lower baseline. We have already seen
two examples of scalar implicatures, where speakers used (or could be mistaken for using) the
weaker term 'some' to implicate 'not all'. The 'some' to 'not all' inference is the most famous
case, but scalar implicatures can arise with various scales, such as scales of possibility ('It's
possible he will come' can implicate 'It's not definite that he'll come’). The implicature is that
the speaker has some reason for not using the more informative, stronger term. Scalar
implicatures can be cancelled. In this respect they contrast markedly with our upper baseline,
entailment. If sentence A entails sentence B, then whenever A is true, B is also true. For
instance, "John is a bachelor' entails 'John is unmarried'. By definition, entailments cannot be
cancelled without contradiction. The test then consists in measuring whether attempts to
cancel the reason-relation reading of conditionals are viewed as more like cancelling a scalar
implicature than like cancelling an entailment relation. The rationale is that while scalar
implicatures can be cancelled without contradiction, entailments cannot.

In addition, Experiment 1 contrasts attempts to cancel the reason-relation reading of
conditionals with attempts to cancel the reason-relation reading of conjunctions, which is
another connective featuring a prominent reason-relation reading (Carston, 1993). Finally,
comparisons are made with two control items that do not involve conditionals. The first is an
attempt to cancel a scalar implicature. The second is an attempt to cancel the entailment of a

categorical assertion.
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2.2.1 Method

Participants

The experiment was conducted over the Internet to obtain a large and demographically
diverse sample. A total of 100 people completed the experiment. The participants were
sampled through the Internet platform Mechanical Turk from the USA, UK, Canada, and
Australia. They were paid a small amount of money for their participation.

The following exclusion criteria were used: not having English as native language
(zero participants), completing the task in less than 240 seconds or in more than 3600 seconds
(15 participants), failing to answer two simple SAT comprehension questions correctly in a
warm-up phase (44 participants), and answering ‘not serious at all’ to the question 'how
serious do you take your participation' at the beginning of the study (1 participant). Since
some of these exclusion criteria were overlapping, the final sample consisted of 65
participants. Mean age was 41.66 years, ranging from 24 to 65, 38.5 % of the participants
were male; 58.5 % indicated that the highest level of education that they had completed was
an undergraduate degree or higher. Applying the exclusion criteria had a minimal effect on
the demographic variables.

Design

The experiment had a within-subject design with three factors: Relevance (with two
levels: Positive Relevance (PO), Irrelevance (IR)), Priors (with four levels: HH, HL, LH, LL,
meaning, for example, that P(A) = low and P(C) = high for LH), and Sentence Type (with two
levels: Conditional (if), Conjunction (and)). Since the Andpo cell of our design was empty,?®
the participants were presented with 12 within-subject conditions.

Materials and Procedure for All the Experiments

Each of the 12 within-subjects conditions was randomly assigned one of 12 scenarios.
Random assignment was performed without replacement such that each participant saw a
different scenario for each condition. This ensured that the mapping of condition to scenario
was counterbalanced across participants preventing confounds of condition and content. The
list of the 12 scenarios used can be found in the Supplemental Materials.

To reduce the dropout rate during the experiment, participants first went through three

pages stating our academic affiliations, posing two SAT comprehension questions in a warm-

23 To avoid prolonging the experiment too much for the participants, we chose to focus
on the IFir and ANDr comparison in this paper.



56

up phase, and presenting a seriousness check asking how careful the participants would be in
their responses (Reips, 2002).

The experiment was split into twelve blocks of four pages, one block for each within-
subjects condition. The order of the blocks was randomized anew for each participant and
there were no breaks between the blocks. On the first page of each block, the participants
were presented with a randomly chosen scenario text (which was repeated on the three
following pages in a brighter grey color for reference). These scenario texts have been found
in previous studies (Skovgaard-Olsen, Singmann, and Klauer, 2016b) to reliably induce
assumptions about relevance and prior probabilities of the antecedent and the consequent that
implement our experimental conditions. Table 2 displays sample conditions for the Mark

scenario for Positive Relevance and Irrelevance.

Table 2. Stimulus Materials, Mark Scenario

Scenario Mark has just arrived home from work and there will shortly be a great movie on television, which
he has been looking forward to. Mark is quite excited because he recently bought a new TV with a
large screen. He has a longing for popcorn, but his wife has probably eaten the last they had while

he was gone.
Positive Relevance Irrelevance
HH If Mark presses the on switch on his TV, then his TV If Mark is wearing socks, then his TV
will be turned on. will work.
HL If Mark looks for popcorn, then he will be having If Mark is wearing socks, then his TV
popcorn. will malfunction.
LH If the sales clerk in the local supermarket presses the  If Mark is wearing a dress, then his TV
on switch on Mark’s TV, then his TV will be turned will work.
on.
LL If Mark pulls the plug on his TV, then his TV will be  If Mark is wearing a dress, then his TV
turned off. will malfunction.
Positive Relevance (PO): mean AP = .32 High antecedent: mean P(A) = .70
Irrelevance (IR) mean AP =-.01 Low antecedent: mean P(A) = .15
High consequent: mean P(C) = .77
Low consequent: mean P(C) = .27

Note. HL: P(A) = High, P(C) = low; LH: P(A) = low, P(C) = high. The bottom rows display the mean values
for all 12 scenarios pretested in Skovgaard-Olsen et al. (2016b).

For the Mark scenario text in Table 2, participants assume that Mark pressing the on
switch raises the probability of his TV turning on, and that both of these sentences have a high
prior probability given the scenario (Positive Relevance, HH). Conversely, the participants
tend to assume that Mark’s wearing socks is irrelevant for whether the TV will work, and that

both have a high prior probability (Irrelevance, HH).
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Materials and Procedure specific to Experiment 1

For Experiment 1, the participants were given the following instruction:

In the following you are going to see a short conversation, where Louis accuses
Samuel of contradicting himself. Whether you agree with Samuel’s assertions is beside
the point. What we are interested in is just the extent to which you agree with Louis
that Samuel is contradicting himself. When you read the sentences please pay attention
to small differences in their content, so that we don't unfairly accuse Samuel of

contradicting himself.
The participants were then presented with two control items:

Samuel: John is a bachelor [/Some of the employees are invited to the party]
...but I am not suggesting that John is unmarried. [/that they're not all invited]

Louis: Wait, you're contradicting yourself.

The task of the participants was to indicate the extent to which they agreed or disagreed with
Louis's statement on a five-point Likert scale {strongly disagree, disagree, neutral, agree,
strongly agree}. Before beginning the experiment proper, the participants moreover saw one
practice trial, where we emphasized that attention was needed to notice the subtle differences
between the wordings of the various types of cancellations used in the experiment.

On the following three pages, the participants were presented with one of the three
dependent variables in random order (perceived contradiction of cancellation of entailment, of
scalar implicature, and of the reason-relation reading). The task of the participants was always
to assess the extent to which they agreed with Louis' claim that Samuel contradicted himself.
Using the HH conditions from above, the three types of cancellation were implemented as

follows:

Table 3. Cancellation Types in Experiment 1

Entailment Scalar Implicature Reason Relation

Conditionals, Positive Relevance

Samuel: Samuel: Samuel:
Mark presses the on switch on his Mark presses the on switch on his Mark presses the on switch on his
TV. TV. TV.

And IF Mark presses the on switch ~ And IF Mark presses the on switch  And IF Mark presses the on
on his TV, THEN his TV will be on his TV, THEN it is possible that  switch on his TV, THEN his TV

turned on. his TV will be turned on. will be turned on.
...but I am not suggesting that ...but I am not suggesting that if so, ...but | am not suggesting that
Mark’s TV will be turned on. it isn't highly likely that Mark’s TV these two things are related.

will be turned on.
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Conditionals, Irrelevance

Samuel: Samuel: Samuel:
Mark is wearing socks. Mark is wearing socks. Mark is wearing socks.
And IF Mark is wearing socks, And IF Mark is wearing socks, And IF Mark is wearing socks,
THEN his TV will work. THEN it is possible that his TV will  THEN his TV will work.
...but I am not suggesting that work. ...but I am not suggesting that
Mark’s TV will work. ...but I am not suggesting that if so, ~ these two things are related.

it isn't highly likely that Mark’s TV

will work.

Conijunctions, Irrelevance

Samuel: Samuel: Samuel:

Mark is wearing socks AND his TV Mark is wearing socks AND it is Mark is wearing socks AND his

will work. possible that his TV will work. TV will work.

...but I am not suggesting that ...but I am not suggesting that it isn't ...but | am not suggesting that

Mark’s TV will work. highly likely that Mark’s TV will these two things are related.
work.

Note. For conditionals, the entailment of the conclusion of Modus Ponens was cancelled. For conjunctions, the
entailment of the conclusion of conjunction elimination was cancelled.

2.2.2 Results

Control Items

As Figure 1 suggests, the degree to which the participants viewed the cancellation speech act
as giving rise to a contradiction was found to be significantly higher in the entailment control
(Mdn = 5.00) item than in the scalar control item (Mdn = 3.00), V = 1260.5, p <.0001, r = -
.65, for the Asymptotic Wilcoxon signed-rank test.
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Figure 1. Histogram for Control Items. Note. The width
of the bins is 1, so the bin from 0-1 on the histogram =
‘strongly disagree’ (or = ‘1°, on the original response
scale), the bin from 4-5 on the histogram = ‘strongly
agree’ (or = °5°, on the original response scale).
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Comparing Cancellation Types for Andirrelevance and IFpositive, IFirrelevance

Given the design, there were replicates for each participant and item. Hence, it was not
appropriate to assume that the data were independently and identically distributed.
Accordingly, the appropriate analysis was to use linear mixed-effects models, with crossed
random effects for intercepts and slopes by participants and by scenarios (Baayen, Davidson,
& Bates, 2008). This analysis was conducted using the statistical programming language R (R
Core Team, 2013), and the package brms for mixed-effects models in Bayesian statistics was
used (Birkner, 2017). On the project page on the Open Science Framework, previous
analyses of all the experiments reported in this paper are reported for classical statistics:

https://osf.io/hz4k6/. As seen, the classical and Bayesian analyses converge on qualitatively

similar results for all the studies.
Separate analyses were run for the Irrelevance (IR) and Positive Relevance (PO) items
because there was no ANDpositive Cell of the design. For the Irrelevance items (ANDirrelevance,

IFirrelevance), the following models were fit to the data:

(M1) a model that treats the participants’ ratings of perceived contradiction as a
function of the Cancellation Type factor (scalar implicature vs. entailment vs. reason
relation), the Sentence factor (“if, then’ vs. ‘and”), and their interaction.

(M2) a model that builds on M1 but without the two-ways interaction.

(M3) a model that builds on M2 but without a main effect for the Sentence factor.

As indicated, these models were implemented in a Bayesian framework with weakly
informative priors, using the R package brms (Blrkner, 2017). Since the responses obtained
from the five-point Likert scale are ordinal responses, the responses were modelled as
generated by thresholds set on a latent continuous scale with a cumulative likelihood function
and a logit link function (Birkner & Vuorre, 2018). Table 4 reports the performance of the
models as quantified by the leave-one-out cross validation criterion and the WAIC

information criterion.

Table 4. Model Comparison
LOOIC  ALOOIC  SE WAIC Weight

M1 3323.73 0 -- 3313.2 0.9992
M2 3341.44 17.71 7.17 3329.2 0.0003
M3 3340.82 17.09 7.30 3328.6 0.0004
Note. LOOIC = leave-one-out cross-validation information criterion.

WAIC = Watanabe-Akaike information criterion. Weight = Akaike
weight of WAIC.

The information criteria clearly favour M1. Figure 2 plots its posterior predictions.


https://osf.io/hz4k6/
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Figure 2. Posterior Predictions Based on M1. Note. The perceived degree of
contradiction of the cancellation speech act was measured on a scale from ‘strongly
disagree’ (1), ‘disagree’ (2), ‘neutral’ (3), ‘agree’ (4), and ‘strongly agree’ for Louis’
attribution of a contradiction to Samuel. The plot represents the predicted posterior
probability of new participants selecting one of the displayed categories, given that they
do not select ‘Neutral’. For each cancellation-sentence type, the number of samples
drawn from the posterior distribution is shown.

Moreover, as shown in Figure 2, there is an interesting interaction in the data whereby
attempting to cancel a commitment to the reason relation is viewed as just as contradictory as
attempting to cancel a commitment to an entailment, for conditionals. In contrast, for
conjunctions attempts to cancel a commitment to the reason relation is viewed as less
contradictory than attempts to cancel a commitment to a conversational implicature.

As a manipulation check, it can be observed across sentences that the participants
clearly distinguish between attempts to cancel a commitment to entailments and
conversational implicatures. While the participants agree that Samuel is contradicting himself,
when attempting to cancel a commitment to an entailment, they disagree when he is
attempting to cancel a commitment to a conversational implicature (Dimplicature = -4.12, 95%-ClI
[-5.04, -3.23], BFron1 = -1.44 * 10" = 0).2* The clear preference in favour of M1 (see Table
4) reflects the fact that while there is no main effect for the Sentence factor (bir = -0.44, 95%-
CI1[-0.90, 0.05], BFHoH1 = 3.93), the Sentence factor is involved in an interaction with the
Cancellation Type factor. Indeed, the evidence in favour of higher ratings for attempts to
cancel reason relations with conditionals than with conjunctions is very strong on
conventional standards for interpreting Bayes Factors (b_Reasonrelation:if = 5.02, 95%-CI [3.91,
6.17], BFon1 = 1.28 * 1016 ~ 0).

For the positive relevance conditionals, a similar mixed effects ordinal regression

model was fitted to the data, and the same data pattern was found as for irrelevance

24 Note that the slightly negative BF is probably due to a minor imprecision when
estimating extremely small numbers around zero in R.
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conditionals: while the participants tended to agree that Samuel was contradicting himself
when attempting to cancel a commitment to an entailment, they disagreed when he attempted
to cancel a commitment to a conversational implicature (bimplicature = -3.35, 95%-ClI [-4.41, -
2.34], BFnon1 = -1.89 * 10718 = 0). In contrast, moderate evidence in favour of the Ho that
entailment and reason relations did not differ could be obtained (breasonrelation = 0.40, 95%-ClI
[-0.19, 0.99], BFroH1 = 6.83), with the reason relation cancellations, in fact, being rated
slightly more contradicting than the entailment cancellations.

2.2.3 Discussion

For the control items it was found that the cancellation of an entailment was seen as more
contradictory than the cancellation of a scalar implicature. While the control items concerned
atomic sentences, our results indicate that this effect generalizes to the cancellation of
entailments and scalar implicates occurring in conjunctions and conditionals. Consequently,
we are able to use the perceived degree of contradiction of cancellation of scalar implicatures
and entailments as two baselines that allow us to diagnose whether the cancellation of a
reason relation suggested by conjunctions and conditionals is more like the cancellation of a
conversational implicature or the cancellation of an entailment. Across conditions, it was
found that the cancellation of a reason relation of conditionals is viewed as more like
cancelling an entailment than cancelling a commitment to a conversational implicature. In
contrast, the reverse pattern was found for conjunctions, where it was seen as less
contradictory to cancel a reason-relation reading than to cancel a conversational implicature.
The evidence thus indicates that while both conditionals and conjunctions have reason-
relation readings, the content components that contribute to them are substantially different.
For conjunctions, our results indicate that the reason-relation reading has the fingerprints of a
conversational implicature. This finding goes against Carston (1993), who holds in relation to
the enrichment of conjunctions beyond logical conjunction that they "are instances of
pragmatically derived content which contributes to the proposition expressed by the utterance,
to 'what is said' in Gricean terms. That is, they are not implicatures” (p. 30).2° And it,
moreover, directly contradicts the statement on conditionals by Johnson-Laird and Byrne
(2002) quoted above. In contrast, for conditionals the results suggest that the reason-relation

reading does not originate in a conversational implicature, since the content component that

25 However, Robyn Carston (p.c.) points out that our data for conjunctions would be
compatible with other types of cancellable pragmatic inferences like those discussed in
Relevance Theory (Carston, 2002). If such an explanation is viable, predictions and
alternative diagnostic tests would need to be formulated for future empirical work.
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contributes to the reason-relation reading of conditionals is not cancellable without giving rise
to a contradiction.

Now it may be argued that in Johnson-Laird and Byrne’s (2002) example, it seems
perfectly acceptable to say “If there was a circle on the board, then there was a triangle on the
board, though there was no relation, connection, or constraint, between the two—they merely
happened to co-occur”. Similarly, a reviewer points out that in an example like the following,

we have a conditional without a connection between the antecedent and the consequent:

Detective interviewing shopkeeper:

D: We need to know what Mr. Smith bought today, can you help us out?
S: I’'m sorry, I didn’t find out about any customers’ names today.

D: Well, he was carrying a large polka-dotted umbrella.

S: If he carried a polka-dotted umbrella, then he bought a gold watch.

We acknowledge that there may be no relation between < there was a circle on the board;
there was a triangle on the board >, nor between < he carried a polka-dotted umbrella; he
bought a gold watch > at the type-level, because in general, propositions like the ones listed in
these pairs are not probabilistically related. Still, at the token level, for the specific contexts in
which these conditionals are used, there is a relation. If indeed ‘there was a circle on the
board’ happens to co-occur with ‘there was a triangle on the board’, then there is a
correlation, or a probabilistic dependency, which in fact can be used to make predictions for
that specific context. What this tells us is that we need to carefully distinguish between
whether the cancellation of the commitment to a connection is performed at the type or the
token level. Moreover, these examples suggest that sometimes further contextual information
may be needed for identifying the reason relation conveyed by indicative conditionals. For in
this particular context, the proposition “Mr. Smith carried a polka-dotted umbrella” is indeed

a reason for believing that Mr. Smith bought a gold watch, since it raises its probability.

Alternative Explanations

One of our reviewers suggests that implicatures vary in strength, with some being
more cancellable than others (and potentially having to be cancelled in different ways), and
cites the data of van Tiel et al. (2016) as evidence. Van Tiel et al. explored whether different
lexical scales give rise to scalar implicatures at different rates, and found a considerable
range, from 100% of participants taking ‘cheap’ to implicate 'not free' to only 4% taking
‘content’ to implicate 'not happy'. The reviewer, we take it, uses the rate at which implicatures

arise as a proxy for their strength and, inversely, cancellability.
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It is an intriguing possibility that, although implicatures have classically been taken to
be cancellable, some are strong enough to resist cancellation, or may require other wordings
for cancellation to be effective. However, it should be kept in mind that our wording
effectively cancelled the reason-relation reading of conjunctions. At first sight, it is not clear
why this wording would work with conjunctions and not with conditionals that otherwise
express the same content, unless there is some difference in the status of the reason-relation
reading between conjunctions and conditionals. That difference, we suggest, is precisely that
the reason-relation reading is a conversational implicature for conjunctions but not for
conditionals.

Yet, we welcome future research comparing the reason-relation reading with a broader
class of scalar implicatures that implements various wordings for cancellation. We question,
though, whether van Tiel et al.'s (2016) data are sufficient to suggest that implicatures can
resist cancellation. Even when scalar implicatures arise at a rate of 100%, they are intuitively
cancellable. For instance, the following sentence does not seem a contradiction: "The course is
certainly cheap and may even be free'. And although 96% of van Tiel et al.'s participants took
'some’ to implicate 'not all', this implicature seems readily cancellable, as in 'some - in fact,
all', as, indeed, is shown by the data on the control items for Experiment 1. The rate with
which scalar implicatures arise may then not be a good proxy for degree of cancellability. In
the absence of countervailing evidence, we therefore retain our conclusion that whereas the
reason relation reading of conjunction could be produced by a conversational implicature,
such a hypothesis is not viable for the reason-relation reading of conditionals.

A final objection is that, in Experiment 1, the contexts establish the truth of the
antecedent. For instance, one item specifies that Mark is wearing socks, and continues "And if
Mark is wearing socks, then it is possible that his TV will work™. It is widely assumed that,
for a conditional to be assertable, the truth of its antecedent must not already be settled. On a
Gricean (1989) view, for instance, asserting a conditional 'if A, C' is infelicitous if the speaker
knows something stronger - for instance, that A and C are both true. The infelicity supposedly
arises because the speaker should respect the Maxim of Quantity and asserting something
stronger - for instance 'A and C'. We might question, then, whether the present data will
generalize to cases when the antecedent is not a matter of fact.

In response, we point out that existing data cast doubt on this standard assumption. In
a series of studies, Krzyzanowska, Collins, and Hahn (2017b, 2018) have explored the
assertability of conditionals in different contexts. It was found that conditionals can, in fact,

be assertable, and not reliably less assertable than conjunctions, even when the component
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clauses (i.e., the antecedent and consequent) are known to be true.?® Krzyzanowska, Collins,
and Hahn's data challenge, then, the argument for why the present results might not generalize
to cases when the antecedent is not known to be true. Nonetheless, empirical tests of the
generalizability of our results are desirable, and desirable, too, would be further studies that

directly address the range of alternative accounts suggested by the reviewer.

2.3 Experiment 2: Presuppositions

Having considered and rejected conversational implicatures, we turn, now, to
presuppositions. Conceptually, we can think of presupposition as the marking of information
that speakers take for granted when performing a speech act (Beaver & Geurts, 2014). That is,
by making an assertion, the speaker acts as if the presuppositions are already an
uncontroversial part of the common ground that the speaker shares with his or her
interlocutors (Potts, 2015). For example, in the sentence 'Peter has stopped smoking' the word
'stopped’ triggers the presupposition that Peter previously smoked. In the sentence, The féte
was opened by the Duke of Oxford' the phrase 'the Duke of Oxford' triggers the
presupposition that there is a (unique) Duke of Oxford.

The following example from Over et al. (2007) shows that the reason-relation reading
of conditionals could be considered a presupposition as well:

Consider for example:

(6) If you take extra vitamin C, then your cold will be gone in three days.
In most contexts, asserting (6) would be misleading, and very bad advice, if extra
vitamin C was not a causal factor raising the probability that the cold will be gone in 3
days. The argument would be that there is often a pragmatic implicature when a
conditional like (6) is asserted: that not taking extra vitamin C will make it probable

that the cold will last longer than 3 days (p. 92)

To be sure, Over et al. (2007) here treat the example as indicating a conversational
implicature, as noted above. However, one could argue that the speaker makes the assumption
of a causal relation between vitamin C and getting rid of a cold as a presupposition of his or
her assertion being a meaningful utterance. In addition, a presupposition failure hypothesis
could be motivated by the intuition that indicative conditionals take a reason relation for
granted. As Kadmon (2001: 14) says: "There is no better proof that a sentence S presupposes

26 A reliable difference in assertability emerged only when there was no connection

between clauses (i.e. when they were irrelevant).
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a proposition B than our intuition that B is ‘taken for granted’ and is a precondition for
felicitous use of S". For these reasons, we will consider an explanation in terms of
presuppositions.?’

A sentence containing a presupposition failure has traditionally been treated as either
introducing a truth-value gap or being uniformly false (von Fintel, 2004). Since the traditional
semantic framework was formulated in terms of truth conditions, presupposition failures are
usually conceptualized in terms of their influence on truth evaluations. However, much has
happened in the field of formal semantics since Russell (1905) and Strawson (1950) had their
famous debates over presupposition failures. Since many contemporary developments
explicate semantic content in terms of probability distributions (Yalcin, 2012; Lassiter, 2012;
Moss, 2015), it seems natural to generalize the notion of a presupposition failure to a
probabilistic context as well. That is, just as a sentence may carry presuppositions for a
sensible truth value assignment (such as that the entity talked about actually exists), so
sentences could carry presuppositions for a coherent probability evaluation. In particular, it
could be conjectured that what the Relevance Effect really shows is that indicative
conditionals have the condition of Positive Relevance as a presupposition for a coherent
probability assignment.

The goal of Experiment 2 is to find out whether such a linguistic phenomenon plays a
role in the participants' probability assignments underlying the Relevance Effect. One of the
most characteristic properties of presuppositions is their projection behavior (Karttunen,
1973). Projection occurs when (1) expressions are embedded under operators to form more
complex expressions and (2) the presuppositions of the simpler expression are inherited by the

complex expression. To see projection in action, compare the following sentences:

The Danish pope is blue-eyed.
The Danish pope is not blue-eyed.

Both sentences presuppose that there is a Danish pope. Here, we say that the presupposition
projects - is constant - under negation. Presuppositions are not affected by embedding under a

range of logical operators (e.g., negation, modal operators) which alter the semantic entailments

21 However, while the reason relations expressed by indicative conditionals will often be

taken for granted as part of the common ground, there are argumentative uses of conditionals
to introduce new reason relations in discussions, where which reason relations to accept itself
becomes the content at-issue. This is, however, an issue that we will return to in the General
Discussion, when considering what bearing our experimental results have for argumentation
with indicative conditionals.
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of the sentences in which they occur. Accordingly, 'the family of sentences test' is one of the
main diagnostics for presuppositions (Chierchia & McConnell-Ginet, 1990). In this test, it is
probed whether a conjectured presupposition survives under embedding in negation,
interrogation operators, as the antecedent of a conditional, and when it is placed under a
possibility modal (Kadmon, 2001). For some candidate content to be a presupposition, it is a
necessary condition that the candidate survives embedding under these semantic operators, but
it is not a sufficient condition, since other types of content also exist which can project across
them (Potts, 2015).

Note, however, that presuppositions do not always project (Gazdar, 1979; Heim,
1983). For instance, while "Peter didn't stop smoking" carries the presupposition that Peter
smoked in the past, this presupposition is blocked in "Peter didn't stop smoking. He never
smoked!" (Xue & Onea, 2011). But it is possible that this shows not so much that
presuppositions are not characterized by their projection behavior, but rather that they are
defeasible and can be cancelled, when they are embedded under other operators (Beaver and
Geurts, 2011).

Consequently, to test whether the Relevance Effect is an indicator of a presupposition
failure, we propose in Experiment 2 to investigate its projection behavior by embedding with

irrelevant clauses under negation operators.

The Negation Task

The main purpose of the Negation Task is to test whether the relevance effect is due to
a presupposition failure. One of the central characteristics of presuppositions is that they
project under negation (and other embeddings). The notion of a presupposition was
introduced within a truth-conditional framework, but the idea can be generalized to
probabilistic content and used to account for the Relevance Effect, if the positive relevance
constraint (AP > 0) is a presupposition of a coherent probability assignment to 'if A then C'.
Since ¢ shares the same presuppositions as ¢, the Relevance Effect is conjectured to be a
probabilistic presupposition failure if the Relevance Effect applies equally to P(if A, then C)
and P(=(if A, then C)). That is, the same low probability assignments to P(if A, then C) in the
Irrelevance condition should then be seen for the probability assignments of P(=(if A, then
C)) in the Irrelevance condition, whereas P(if A, then C) and P(=(if A, then C)) should
approximately sum to one for the Positive Relevance condition.

Alternatively, the negation operator might interact with the reason-relation reading in a
way that one would expect of semantic content (although in this case it would be a case of

probabilistic, semantic content). In the Irrelevance condition, both P(if A, then C) and P(if A,
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then =C) would receive low probability assignments, but P(=(if A, then C)) may receive a
high probability assignment, because [-(if A, then C)] denies that A is a reason for C in the
Irrelevance condition, whereas [if A, then C] says that A is a reason for C, and [if A, then =C]
says that A is a reason against C. If one takes such a pattern of results together with the
dissociations between the strong effect of relevance on probability assignments and the lack
of effect of relevance on truth value assignments that was found in Skovgaard-Olsen et al.
(2017), one might conclude that the reason-relation reading may not affect truth conditions,
but is part of the probabilistic semantic content of conditionals. For instance, one could view
the reason-relation reading as a conventional implicature, which is only tapped into through
probability and acceptability evaluations.

It is possible that conventional implicatures also project across embeddings under
logical operators when the participants are asked for truth evaluations (Potts, 2007). But if
conventional implicatures are directly tapped into by probability assignments, then they
should interact with these logical operators for probability evaluations. In contrast, if
probabilistic presuppositions are conditions for a coherent probability assignment to ¢, then
they will also be conditions for a coherent probability assignment to -, and thus project past

the negation operator.

Previous Work on Negated Conditionals

Although our main interest in negations is due to their diagnostic power for
determining whether the Relevance Effect is due to a presupposition failure, it is necessary to
consider briefly how the Suppositional Theory and Mental Model Theory have dealt with
negations of conditionals, in the interest of investigating whether these semantic theories can
predict our findings.

The literature on conditionals and negation has focused on distinguishing between
suppositional and mental models theories of the conditional. The Suppositional Theory makes
straightforward predictions. As we have seen, the theory predicts that people judge the
probability of the affirmative conditional ‘If A, then C’ to be P(C|A). It also predicts that
people judge the probability of a conditional wide-scope negation to be P(-C|A), based on the
Negation Principle (see below), and that both probabilities sum to unity. These predictions are
taken to be part of the core of the Suppositional Theory. Indeed, the Negation Principle has
been called a litmus test of suppositional theories as semantic theories of the conditional
(Handley, Evans, & Thompson, 2006).

WIDE-SCOPE NEGATION: - (if A, then C)
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NARROW-SCOPE NEGATION: if A, then - C
NEGATION PRINCIPLE: - (if A, then C) <=> if A, then - C
P(~ (if A, then C)) = P(if A, then - C)

Mental Model Theory makes more complex predictions (see, e.g., Espino and Byrne, 2012;
Khemlani, Orenes, & Johnson-Laird, 2012). On the Mental Models account, an affirmative
utterance is represented by a set of one or more possibilities represented by mental models; a
negative utterance is represented by the complement of that set. The negation of the
conditional depends on how people interpret the affirmative conditional. One possible
interpretation is the so-called initial model (A, C), the negation of which amounts to the
negation of the conjunction. But another interpretation is the fully explicit model, which
contains all possibilities other than A, =C. In this case, the negation amounts to the
conjunctive conclusion ‘A and =C’ (Espino & Byrne, 2012). Yet, following the latest
developments in Khemlani, Byrne, and Johnson-Laird (2016), where ‘if A, then C’ is thought
of as expressing the conjunction [‘A, C is possible’ A ‘“—A, C is possible’ A ‘—A, —C is
possible’], the negation of the conditional would have to express a disjunction: [—(A, C is
possible) v —(—A, C is possible) V —(—A, —C is possible)].

Experimental data show a complex picture. To support their account, suppositional
theorists can point to evidence that people are reluctant to draw decisive conclusions from the
negation of a conditional (Handley, Evans, & Thompson, 2006). This evidence seems to
suggest that people eschew the conjunctive conclusion ‘A and =C’ (Handley, Evans, &
Thompson, 2006). However, participants frequently endorse the conclusion ‘If A, then =C’
(Espino & Byrne, 2012; Khemlani, Orenes, & Johnson-Laird, 2014).28 More problematically,
when participants are given more options, they also endorse ‘If —A, then C’ responses, which
do not follow from the Suppositional Theory, as well as the conjunctive responses ‘A and -C’
and ‘—A and C’ (Espino & Byrne, 2012).

Since the Negation Principle has been used as a litmus test for the Suppositional

Theory, an additional aim of Experiment 2 is to test whether it holds across relevance levels.
2.3.1 Method

Participants

28 Egré and Politzer (2013) reconciled these data sets somewhat by arguing that the
negation of a conditional is, at base, understood as ‘If A then possibly not C’. They then
explicated contextual factors that modify this reading to recover stronger conjunctive and
conditional responses.
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Like Experiment 1, Experiment 2 was conducted over the Internet using Mechanical
Turk and sampling from USA, UK, Canada, and Australia. 105 people participated in the
experiment in exchange for a small payment. The same exclusion criteria were applied as in
Experiment 1. The final sample consisted of 67 participants. Mean age was 41.3 years,
ranging from 23 to 71 years; 41.8 % of the participants were male; 68.7 % indicated that the
highest level of education that they had completed was an undergraduate degree or higher.
The sample differed only minimally on the demographic variables above before and after

applying the exclusion criteria.

Design

Experiment 2 implemented a within-subject design with the following factors:
Relevance (with two levels: Positive Relevance, Irrelevance), and Priors (with four levels:
HH, HL, LH, LL, meaning, for example, that P(A) = low and P(C) = high for LH).

Materials and Procedure

Before beginning the study, the participants saw two control items in random order.
For each, they were asked to assign a probability on a scale from 0 to 100% to a categorical
sentence and to its negation, with an existential presupposition failure, using a slider. For
each, the participants were randomly assigned to narrow and wide scope negations. An

example of the categorical control items and their negations is as follows:

Affirmative: The queen of the USA is in her mid-thirties.
Narrow scope: The queen of the USA is NOT in her mid-thirties.
Wide scope: It is NOT the case that the queen of the USA is in her mid-thirties.

For the main study, the 8 within-subject conditions were randomly assigned to 8 different
scenarios from to the same pool of 12 scenarios from Experiment 1, for each participant anew.
Similarly, to Experiment 1, Experiment 2 was split into 8 blocks, one for each within-subject
condition, with the same type of randomization structure as in Experiment 1.

In the context of the Mark scenario from Table 2, the participants might then be asked
to make the following conditional probability judgments in the Positive Relevance HH

condition:

Suppose that Mark presses the on switch on his TV.
Under this assumption, how probable is the following statement on a scale from 0 to
100%:
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Mark’s TV will be turned on [/Mark’s TV will NOT be turned on].

In addition, the participants were asked to assign probabilities to conditional statements and

their narrow and wide scope negations:

IF Mark presses the on switch on his TV, THEN his TV will be turned on.
IF Mark presses the on switch on his TV, THEN his TV will NOT be turned on.
It is NOT the case that IF Mark presses the on switch on his TV, THEN his TV will be

turned on.

2.3.2 Results

As with Experiment 1, the within-subject design required analysis with linear mixed-effects
models. As before, three models were fitted to the data using the package brms with weakly
informative priors for mixed-effects models in Bayesian statistics with crossed random effects
for intercepts and slopes by participants and by scenarios (Biirkner, 2017). Since the
dependent variable consisted of continuous proportions containing zeros and ones, a zero-or-
one inflated beta likelihood function was used (Ospina & Ferrari, 2012). In addition to
Relevance (Positive Relevance, Irrelevance), the Type of Dependent Variable was used as a

factor in the models. The types were as follows:

Affirm = P(If A, then C)
Wide = P(=(If A then C))
Narrow = P(If A, then = C)

Of the models fitted, M4 included the ‘DV Type’ factor, Relevance, and their interaction. M5
was like M4 but removed the interaction. M6 was like M5 but without a main effect for the
Relevance factor. Table 5 reports the performance of these models as quantified by the leave-

one-out cross validation criterion and the WAIC information criterion.

Table 5. Model Comparison
LOOIC  ALOOIC  SE WAIC Weight

M4 1575.43 0 -- 1572.8 0.922
M5 1583.80 8.36 6.14 1580.1 0.024
Mé 1582.00 6.57 7.94 1578.4 0.054

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike
weight of WAIC.
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The information criteria clearly converge on treating M4 as the winning model. This
preference for M4 reflects the fact that there is a strong interaction effect in the data, which is

displayed in Figure 3 through the cross-over of the lines for Affirm and Wide.

Probability Evaluations
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Figure 3. Posterior Mean Estimates for M4. Note.
‘PO’ = Positive Relevance; ‘IR’ = Irrelevance.

When averaging across the levels of the Relevance factor, Narrow was evaluated
below Affirm (bnarrow = -1.43, 95%-CI [-1.68, -1.18], BFnon1 = -1.43*107%8 = 0), and Wide
was rated below Affirm (bwige = -1.21, 95%-CI [-1.46, -0.96], BFror1 = 3.14*10182 = 0). And
when averaging across the levels of the DV Type factor, the effect of Irrelevance was to
suppress the ratings (Dirrelevance = -1.15, 95%-CI [-1.40, -0.91], BFron1 = 8.17*10% =~ 0), which
is in particular visible in the large drop in the ratings of Affirm in the Irrelevance condition.
However, the effect of the interaction is to substantially raise the ratings of Wide in the
Irrelevance condition (Dirrelevance:wide = 1.72, 95%-CI [1.29, 2.14], BFnon1 = 2.06%107%6 = 0).

Control Items

The control items served the function of securing construct validity. When attempting to draw
conclusions about whether probability assignments to conditionals across relevance levels
involving negation operators are diagnostic of a presupposition failure, we need to ensure that
our interpretation of a data pattern in probability ratings is actually representative for
presupposition failures. To do this, we employ items that represent classical cases of
presupposition failures and determine empirically how their probability ratings depend on the

presence and absence of negation operators.
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Figure 4. Histogram for Control Items. Note. 'wide' = wide scope negation; 'aff' =
affirmativ (no negation); ‘narrow' = narrow scope negation. Probabilities on a scale from
0 to 100%.

Since the participants differed as extremely as they could in reaction to the control
items in the presence of negations, we ran a separate analysis to investigate whether the
group-level performance of the participants with respect to conditionals likewise disguises
such a marked individual variability.

Individual Differences in Response to the Control Items

A group of 20 participants with the lowest responses (Mdn = 2) to the wide scope control
item, and a group of 20 participants with the highest responses (Mdn = 82) to the wide scope
control items, were formed. It was found that the High group also assigns significantly higher
probabilities to the narrow negation control item than the Low group, W =122, p = .017, r = -
.53, exact Wilcoxon rank sum test.

However, for both groups the same data pattern reported on the group level in Figure 3
was found (see Figure 5 below). This in turn indicates that whatever individual differences in
the probability assignments to presupposition failures are found in the control items, they are
not matched by the participants’ probability assignments to conditionals in the Irrelevance
condition. For both groups, there is little overlap between their behaviour with respect to the
control items and the conditionals in the Irrelevance condition, as shown in Figure 5 based on
a mixed linear model like the previous, which, however, included the Group factor along with

its interactions:
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Figure 5. Group Low and High in Comparison. Note. Plots show the posterior means for
the Low group and the High group. The groups were formed based on the participants’
responses to the control items with wide scope negation. ‘PO’ = Positive Relevance; ‘IR’ =
Irrelevance.

Probabilistic Coherence

As part of Experiment 2, we investigated the participants’ probabilistic coherence, that is,
whether complementary pairs of participants' probability assignments sum to 100%. We did
so on the grounds that, if reason relations are supposed to be made part of the semantic,
probabilistic content of indicative conditionals, then probabilistic coherence makes up a
natural requirement. In Appendix 1, we present analyses based on linear mixed-effects models
in classical statistics which indicate violations of probabilistic coherence in the Irrelevance
condition due to the impact of an influential group of outliers, which violates additively
strongly in both directions (either by having values of complementary pairs summing to 0 or
200 in the Irrelevance condition). For this reason, we here follow Kruschke’s (2014)
recommendation of conducting a robust regression analysis with a t-distribution as the
likelihood function, which is less sensitive to the influence of outliners. As before, we did the
analyses using mixed-effects models in Bayesian statistics with crossed random effects for
intercepts and slopes by participants and by scenarios (Burkner, 2017). The linear mixed-
effects models treated the participants' probability judgments as a function of Relevance
(Positive Relevance, Irrelevance) and Constraint Type (see below), and their interaction,
which was allowed to vary across participants and scenarios. Three such models were
contrasted: (M7) modelled the rating as a function of the factor Relevance, the factor
Constraint Type, and their interaction, (M8) like M7 but without the interaction, and (M9) like
M8 but without a main effect for the Constraint Type factor. The Constraint Type factor had

the following levels:

P(C|A) Consistency: y =1100 — (P(C|A) + P(=C|A)) |
Narrow Consistency: y =1100 — (P(If A, then C) + P(If A, then =C)) |
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Wide Consistency: y =]100 — (P(If A, then C) + P(=(If A, then C))|

That P(C|A) + P(—=CJA) = 100% across relevance conditions is a general requirement of
probabilistic coherence when reasoning with conditional probabilities. That P(If A, then C) +
P(=(If A, then C)) = 100% across relevance conditions is a requirement of conditional
consistency that theories of conditionals across the board should accept. In contrast, that P(If
A, then C) + P(If A, then =C) = 100% is a requirement that theories of conditionals adopting

the Negation Principle should accept.

Consistency
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g A ® [100 - P(C|A) + P(-C|A)|
'-5 -® |100 - P(if A, C) + P(if A, -C)|
w 3- [100 P(if A, C) + P(-(if A, C))|
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Figure 6. Probabilistic Coherence. Note: The plot displays
departures from probabilistic coherence on the three investigated
measures using robust regression analysis with a t-distribution as
the likelihood function.

As Figure 6 indicates, the responses of the participants were shown to be remarkably
consistent once the influence of outliers was controlled through robust regression analyses.
This contrasts with the analysis reported in Appendix 1, where particularly large departures
from probabilistic coherence were found for the Narrow Consistency constraint in the
Irrelevance condition (see Figure 6, Appendix 1).

Table 6 reports the performance of these models as quantified by the leave-one-out

cross validation criterion and the WAIC information criterion.

Table 6. Model Comparison
LOOIC ALOOIC SE WAIC Weight

M7 17069.63 0.66 4.36 17068.8 0.4080
M8 17072.61 3.64 0.52 17072.1 0.0819
M9 17068.97 0 -- 17068.4 0.5101

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike
weight of WAIC.
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The model comparison in Table 6 indicates a tight run between M7 and M9 with a
slight preference for M9. The preference for M9 is explained by the lack of a main effect for
Constraint Type (beonstraintp(c | A) = 0.05, 95%-CI [-0.81, 0.89], BF+on1 = 7.00; beonstraintNarrow =
0.76, 95%-CI [-0.20, 1.76], BFHon1 = 1.84). Similarly, there was no main effect of Relevance
(bpositiverelevance = 0.18, 95%-CI [-0.62, 1.00], BFHoH1 = 6.63). The relative competitiveness of
M7 indicates that the Constraint Type factor was involved in an interaction with the
Relevance factor, however, which is also the reason why removing the interaction term in M8
results in the worst fitting model.

A closer look at the interaction indicates that while there is moderate evidence for Ho
when setting the coefficient for the P(C|A) Consistency constraint equal to zero
(Dpositiverelevance:constraintP(C | A) = -0.15, 95%-CI [-1.23, 0.94], BFHon1 = 5.23), there is anecdotal
evidence against Ho when setting the coefficient for the Narrow Consistency constraint equal
to zero (DpositiveRelevance:constraintNarrow = -1.42, 95%-Cl [-2.82, -0.16], BFnoH1 = 0.43).

2.3.3 Discussion

The results indicate that the Negation principle (=(if A, then C) <=> if A, then =C) could only
be maintained for the Positive Relevance condition; for the Irrelevance condition it was
systematically violated.

For our diagnostic purposes, it is particularly interesting that the wide scope negation
(=(if A, then C)) was rated the highest for the Irrelevance condition. This finding indicates that,
whatever content component is responsible for the low probability assignments in the
Irrelevance condition (dubbed ‘the Relevance Effect’), it does not project under wide scope
negation. Yet surviving embeddings under the semantic operators listed in the family of
sentences test is treated as a necessary condition for the targeted content to count as a
presupposition (Potts, 2015). This suggests that the Relevance Effect is probably not produced
by a presupposition failure (with conditionals requiring that a Positive Relevance constraint is
satisfied in order to obtain a high probability). To substantiate this interpretation, a comparison
was made with the control items (discussed below). But note that we emphasize that passing
the family of sentences test is a necessary, but not sufficient, condition for counting as a
presupposition, because other types of content are known to have instances where they project
as well. In particular, the conventional implicature 'but’ expresses a contrastive relation that
projects in examples like ‘If John is rich, but happy, then...’. However, unlike classical

presupposition triggers like 'know' and ‘again’, conventional implicatures like 'but’ and
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'‘therefore’ are only able to pass the family of sentences test for some of its instances, it seems

(°?” suggesting possible failures):

? It is not the case that John is rich but happy

? It is possible that John is rich but happy

? Is John rich but happy?

If John is rich but happy, then ....

? It is not the case that John is rich therefore he is happy
? It is possible that John is rich therefore he is happy

? Is John rich therefore he is happy?

? If John is rich therefore he is happy, then ...

Arguably, in order for the embedded therefore-sentences even to be grammatical, it seems that
they would need to be rewritten as 'John is rich and therefore he is happy', but then 'and’ takes

the role of being the main connective (see also McCawley, 1993, pp. 318-319).

Control Items
In the present case, our control condition introduces the rather curious finding that the
participants differ as extremely as they can on a probability scale on their reaction to the
control item in the presence of negations (in particular with respect to wide scope negations).

For this reason, we did a separate analysis to investigate whether the group-level
performance of the participants with respect to conditionals likewise disguises such a marked
individual variability. As we saw, this turns out not to be the case (since the same qualitative
differences with respect to the probability assignments of the conditional at the group level is
found within each group who differed in their performance on the control item, Figure 5).
This in turn can be interpreted as supererogatory evidence for the above conclusion that the
participants’ performance with conditionals in the Irrelevance condition is not an expression
of how they generally treat presupposition failures. Although both groups differed markedly
in how they assign probabilities to a paradigmatic case of presupposition failures, the two
groups showed the same qualitative pattern when assigning probabilities to conditionals.
Furthermore, their common data pattern in relation to conditionals was not matched with
respect to the control items for either group. Whatever is driving the participants’ responses
for the conditionals in Irrelevance conditions is in other words unlikely to be the result of how
the participants process presupposition failures in general.

Moreover, looking back to the results from Experiment 1, it is worth keeping in mind

that conversational implicatures and presuppositions can be denied without contradiction,
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whereas conventional implicatures and entailments cannot be denied without contradiction
(Potts, 2007). Yet in Experiment 1 it was found that denying the reason-relation reading of
conditionals is viewed as just as contradictory as denying an entailment. It has been observed,
though, that the examples with cancellable presuppositions seem to concern specifically
embedded presuppositions (Beaver & Geurts, 2011), which was not what was investigated in

Experiment 1.

Local Accommodation?

A reviewer suggested that the lack of projection behaviour found for embedding
conditionals in the Irrelevance condition under the wide-scope negation operator could be
explained by a process of local accommodation, which essentially turns presuppositional
content into regular entailed content. To illustrate, von Fintel (2008) discusses the following
example by Heim (1983):

There is no king of France. Therefore, the king of France is not hiding in this room.
The point is that accepting the first sentence updates the common ground so that it is taken for
granted that there is no king of France. Against this utterance context, it is not possible for the
second sentence to presuppose that there is a king of France. Instead, the presupposition of the
second sentence is cancelled by a process of local accommodation. More specifically, the
context is treated as updated vacuously by an empty set consisting of the contradictory
context that would be generated had ‘there is a king of France’ been added to the context set.

The suggestion is then that the reason why we find the highest probability ratings for
the wide negated conditional in the Irrelevance condition is because such a process of local
accommodation cancels the presuppositional content and blocks its projection behaviour.

In response, we would like to point to a number of disanalogies between our
experimental task and examples like the one above. First of all, there is no conversational
context, no utterance of the conditionals as assertions, and no prior updates of the common
ground in our experimental task. The participants merely see the conditional sentences and are
asked to assess their probabilities. To be completely parallel with the example above, the
participants would have to be presented with assertions of the following kind by a speaker:

[A] is irrelevant for [C]. Therefore, it is not the case that if [A], then [C].

Had the participants been presented with such materials, it could be argued that local
accommodation would cancel the AP > 0 presupposition of the conditional, since the first
sentence already rules out this presupposition. But given that our experimental task was
different, we would still need to see it be established that local accommodation can arise for

sentences such as ”’If Mark is wearing socks, then his TV will work”, for which it is obvious
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that the two things are unrelated and where one cannot rely on the participants to modify the

context such that these sentences become accepted.

Negation Principle

The results indicate that the simple relationship by which P(C|A) predicts P(if A, then
C) and P(=CJA) predicts both P(=(if A, then C)) and P(if A, then =C) across relevance levels
does not hold. In particular, this relationship is generally less strong for Irrelevance than for
Positive Relevance, and less strong for wide scope negation (where it is almost absent) than
for narrow scope negation. This in turn violates the negation principle (P(-(if A, then C)) =
P(if A, then =C), which was found to hold only for the Positive Relevance condition.

Moreover, the results indicate that there is an interaction with the negation operator
and the relevance factor, which makes ‘—(if A, then C)’ the most probable statement in the
Irrelevance condition. That is, the low probability assignment to ‘if A, then C’ in Irrelevance
is not matched by a low perceived probability of the wide scope negated conditional in
Irrelevance. As already discussed, this is evidence against an interpretation in terms of a
presupposition failure which projects under wide scope negation; evidence to which the
pattern of results for the control items adds further weight.

How do the present data on the Negation Principle bear on the existing literature? Our
data bear most straightforwardly on the Suppositional Theory of conditionals. Recall that
suppositional theorists have themselves called the Negation Principle a litmus test of the
Suppositional Theory (Handley et al., 2006). Our data suggest that the Negation Principle
does not hold in general, and that an important qualification is needed. Moreover, Mental
Model Theory is not straightforwardly able to predict systematic differences according to
relevance condition. Recall that, for Byrne and Johnson-Laird (2002), reason relations best
correspond to a conversational implicature, but Experiment 1 has already cast doubt on this

possibility at least for affirmative conditionals.

Probabilistic Coherence

If reason relations are supposed to be made part of the semantic, probabilistic content
of indicative conditionals, then probabilistic coherence makes up a natural requirement. In our
analysis, we tested three requirements of probabilistic coherence: probabilistic coherence of
conditional probabilities (P(C|A) + P(~=CJA) = 100% across relevance conditions), conditional
consistency (P(If A, then C) + P(=(If A, then C)) = 100% across relevance conditions), and a
conditional consistency requirement based on the Negation Principle (P(If A, then C) + P(If

A, then -C) = 100% across relevance conditions).
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Divergences from all three requirements of probabilistic coherence were found for the
Irrelevance condition, when outliers were included (see Appendix 1). The strongest
divergences were found for the conditional consistency requirement based on the Negation
Principle. In contrast, it was possible to find high levels of probabilistic coherence for all three
constraints across relevance levels, when the influence of outliers was controlled through
robust regression techniques within a Bayesian framework (see Figure 6).

A priori we had only expected to find violations of probabilistic coherence for the
Irrelevance condition, if AP > 0 were made a presupposition of coherent probability
assignment (just as the existence of what one is talking about can be made a presupposition of
a truth value assignment). However, given the weight of the evidence cited above against the
presupposition failure account of the Relevance Effect, the violations of probabilistic
coherence in the Irrelevance condition when outliers are included need to be accounted for
differently. We offer the following post hoc explanation. With 24 combinations of negation
operators (no negation, narrow scope, wide scope), prior (HH, HL, LH, LL), and relevance
levels (Positive Relevance, Irrelevance) for conditionals, and 16 combinations of conditional
probabilities, it can be challenging to both pay attention to fine details in the stimulus
materials and maintain consistency internally in the responses given. Accordingly, limitations
in the cognitive resources invested in maintaining internal consistency in the online study may

account for the violations of probabilistic coherence found in the group of outliers.

2.4 Experiment 3: At-lIssue Content

Given that Experiments 1 and 2 cast doubt on the hypotheses that the Relevance Effect
arises from conversational implicature or presupposition failures respectively, Experiment 3
investigated whether it arises from conventional implicature. For this purpose, Experiment 3
investigates a much-discussed property of conventional implicatures: that conventional

implicatures are content that is not-at-issue.

Conventional Implicatures

Grice (1989) noticed meanings which do not seem to contribute to the truth or falsity
of a sentence, but which nevertheless seem conventional. He termed such meanings
‘conventional implicatures'. Classic examples include words such as 'but’, ‘therefore' and 'even'
(Potts, 2007; Valleé, 2008; Salmon, 2011; Blome-Tillmann, 2013). For instance,

'He is English but brave.'

‘Even the English can be brave'
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'He is English and, therefore, brave.'

In the first sentence, 'but' signals a contrast between Englishness and bravery: bravery is
somehow unexpected from the English. In the second sentence, 'even' likewise signals
unexpectedness, perhaps also implicating that bravery is not so exceptional after all if the
English are capable of displaying it. In the third sentence, ‘therefore’ signals a consequence
relation between Englishness and bravery.

Each example above makes a claim that is contentious. Many readers might want to
deny that there is a relationship - positive or negative - between Englishness and bravery. But
according to Grice (1989), a reader so minded would struggle to say that the relationship
expressed makes the sentences false. This is not, of course, to say that the sentences cannot be
true or false. Readers can easily deem the first and third examples false if they believe that the
'he" in question is a coward or not English (or both) and can deem the second example false if
they believe all English people to be incapable of bravery. But according to Grice (1989), the
relationship between Englishness and bravery does not contribute to the truth evaluation of
the sentence. Accordingly, these meanings - these conveyed relationships - do not seem to be
straightforwardly semantic on the typical understanding of the term. There is, nevertheless,
something conventional about these meanings, since they attach to specific words. Equally,
these meanings are not straightforwardly pragmatic: they are not calculable based on the
Gricean maxims, and they cannot be cancelled without contradiction.

Conventional implicatures contrast markedly with both presuppositions and
conversational implicatures. Presuppositions do affect the truth evaluation of the sentences in
which they occur, either by creating a truth value gap - the sentence is neither true nor false -
or making the sentence uniformly false. Conversational implicatures are calculable based on
the Gricean maxims and can be cancelled without contradiction.

One clear indicator that the Relevance Effect might be produced by a conventional
implicature is found in a truth-table task with relevance manipulations in Skovgaard-Olsen et
al. (2017). Across two experiments, a strong dissociation was found indicating that while the
reason-relation reading of conditionals clearly influences probability and acceptability
evaluations, it has almost no influence on truth evaluations. These results might be interpreted
as support for a conventional implicature hypothesis, according to which the reason-relation
reading of indicative conditional is a conventional aspect of their meaning, which cannot be
cancelled without contradiction, is not calculable by the Gricean maxims, and is not targeted
by truth evaluations. According to this interpretation, the reason-relation reading of

conditionals would be similar to the reason-relation reading of 'A but C' and 'A therefore C "
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(which in turn suggest that A is a reason against or for C, respectively). Support for this
interpretation can also be derived from the fact that Skovgaard-Olsen et al. (2017) found the
same strong dissociations with respect to but- and therefore-sentences as a function of the
reason-relation reading that they found for the indicative conditionals.

One property that seems to be attributed to both presuppositions and conventional
implicatures in recent discussions is that they are content that is not-at-issue. It has long been
observed in relation to presuppositions that they are backgrounded content which is taken for
granted (Kadmon, 2001). Recently, a similar idea has come to play a major role in treatments
of conventional implicatures. The backdrop is that Bach (1999) made an influential case that
appositives (e.g., 'Mozart, the famous composer, used to live here’) should be treated as a
central instance of conventional implicatures, instead of the kind of examples Grice (1989)
considered. This recommendation was later taken up and fully developed in Potts (2005),
where a formal system was developed that treats conventional implicatures as logically and
compositionally independent of the at-issue content.

However, whereas the not-at-issue content of presuppositions is thought of as
backgrounded and known by the participants, Potts (2015) argues that conventional
implicatures usually introduce new content that is not-at-issue. One way in which this
difference shows up is that whereas it is usually not redundant to first explicitly state a
presupposition and then make an utterance carrying this presupposition, it is considered
redundant to explicitly assert conventional implicatures, because their content is lexically
encoded (Potts, 2007). To illustrate, whereas it is redundant to say, 'Mozart is a famous
composer' and 'Mozart, the famous composer, used to live here', it is not considered redundant
for a speaker to explicitly state that in his or her view ‘there is a Danish pope' and ‘the Danish
pope is blue-eyed'.

A further difference is that whereas the not-at-issue content of presuppositions is
thought of as cancellable in compound sentences, one cannot cancel a lexically encoded
conventional implicature without contradiction (Potts, 2015).

Tonhauser (2012) collects a series of diagnostic tests for deciding whether a content
component makes up content-at-issue. Central among these is that content-at-issue is targeted
by direct denials ("No, ...") and acceptances ("Yes, ..."), whereas content-not-at-issue can only
be denied by more indirect measures that interrupt the natural flow of the conversation like
"Actually, ...", "Well, ...", "Hey, wait a minute!".

In Syrett and Koev (2014) a series of experiments was conducted with appositives

based on this idea. While the authors found clear preferences for direct denials as targeting the
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main claim in utterances containing appositives, the evidence was more mixed when it comes
to whether a preference for "Hey, wait a minute!" can be used as a sufficient condition for
identifying content not-at-issue. This picture fits with the corpus analysis of natural
occurrences of "Hey, wait a minute!" conducted in Potts (2008), which also did not find
compelling evidence that this construction is only used with not-at-issue content like
appositives. Similarly, Salmon (2011) also finds that "Hey, wait a minute!" rejections can be
used with other constructions than their intended purpose. For this reason, we decided against
employing this test for our tests of whether the reason relation constitutes content-at-issue of
indicative conditionals. Instead, we decided to investigate which content component the
participants naturally interpret direct acceptances and denials as targeting in Experiment 3,
following the diagnostic tests of at-issue content in Tonhauser (2012).

2.4.1 Method

Participants

Like Experiment 1, Experiment 3 was conducted over the Internet using Mechanical
Turk and sampling from the USA, UK, Canada, and Australia. 339 people participated in the
experiment in exchange for a small payment. The same exclusion criteria were applied as in
Experiment 1. The final sample consisted of 228 participants. Mean age was 40.8 years,
ranging from 19 to 982° years; 41.7 % of the participants were male; 73.7 % indicated that the
highest level of education that they had completed was an undergraduate degree or higher.
The sample differed only minimally on the demographic variables above before and after

applying the exclusion criteria.

Design

Experiment 3 implemented a mixed design with the following within-subject factors:
relevance (with two levels: Positive Relevance, Irrelevance), priors (with four levels: HH, HL,
LH, LL, meaning, for example, that P(A) = low and P(C) = high for LH), and truth table cell
(TT vs. TF). There was one between-subject factor: sentences (If then vs. Therefore).

Materials and Procedure
Because we did not want to use a scenario twice for a given participant, each
participant underwent only 12 of the 16 within-subject conditions. These comprise the 8

conditions elicited by crossing relevance and prior factors, and a random 4 additional

29 It is doubtful whether the response '98' really should be taken at face value. The next
highest was '72'.
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conditions from the relevance x prior subdesign. Truth-table cells (TT vs. TF) were randomly
assigned to the 12 conditions, for each participant anew, so that 6 conditions were allocated
with TT and 6 with TF.

Experiment 3 was split into 12 blocks with the same type of structure as in Experiment
1 (unless otherwise noted). At the beginning of the experiment, the participants were
presented with items containing appositives for exploratory purposes, which are not reported
here. For the experimental task the participants were instructed that they should help Pierre, a
foreign exchange student, to learn English by correcting his mistakes. Their task was to
indicate whenever Pierre had said something that was true and to correct him whenever he
had said something that was false.

Below the scenario, the participants would see two facts that they and Pierre had
learned about the scenario and a statement that Pierre had made. For instance, one participant

might have seen the Mark scenario text from Table 2, continued as follows.

You and Pierre both learn that:

Mark presses the on switch on his TV.

Mark’s TV will be turned on. [/Mark’s TV will NOT be turned on]

Pierre: IF Mark presses the on switch on his TV, THEN his TV will be turned on.
[/Mark presses the on switch on his TV THEREFORE his TV will be turned on]

The participants were then asked whether Pierre had made a true statement and they were
instructed to give their response as a forced choice between two options which varied with the

condition. In this example, the participants were then given a forced choice between:

Yes, Mark presses the on switch on his TV and his TV will be turned on Vs.
Yes, Mark presses the on switch on his TV is a reason that his TV will be turned on

The remaining conditions followed a similar structure:

1. Positive Relevance TT  “Yes, TT” vs. “Yes, A is a reason for C”
Forced Choice between two Reasons to accept

2. lrrelevance TF “No, TF” vs. “No, A is not a reason for C”
Forced Choice between two Reasons to reject

3. Positive Relevance TF  “No, TF” vs. “Yes, A is a reason for C”
Forced Choice between Yes/No Answers + Justifications in a Conflict Case

4. Irrelevance TT « “Yes, TT” vs. “No, A is not a reason for C”
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Forced Choice between Yes/No Answers + Justifications in a Conflict Case
If the reason-relation reading is content-at-issue for the participants, then the reason-relation

justification should appear most attractive.

2.4.2 Results

As Figure 7 indicates, there was a widespread tendency to treat the reason-relation

reading as content-at-issue for both indicative conditionals and therefore-sentences.
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Figure 7. Histograms of Conditionals and Therefore. Note. 'y reason' = 'yes, A is a Reason for C';
'n TF'="'No, TF'; ‘y TT’ = ‘yes, TT’. ‘PO’ = Positive Relevance; ‘IR’ = Irrelevance.

The following constrained multi-nominal processing models were fitted to the data
(Batchelder and Riefer, 1999; Skovgaard-Olsen et al., 2017):

Mesaturated: model imposing no constraints. This model fits the data
perfectly using one free parameter per degree of freedom
provided by the data

Msentence: model assuming that response probabilities are the same across
sentences, while allowing for differences across the different
levels of the Relevance factor

Mrelevance: model assuming no differences across the different levels of the
Relevance factor while allowing for differences across the levels
of the Sentence factor

Mun: model assuming no differences across both the relevance and

sentence levels
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Mad hoc: A post hoc modification of Msentence t0 allow the sentences to

differ in the Irrelevance TF cell.

A hypothesis (instantiated by a constrained model) is said to be rejected when it performs
worse than the unconstrained model and/or any of the competing alternative hypotheses (even
after taking differences in flexibility into account via the Fisher Information Approximation,
FIA). In addition, the ratio G/df is included since for large samples any minor deviation from
model predictions can lead to a statistically significant misfit. A ratio G%/df between 0 and 2 is
considered to indicate a good fit (Skovgaard-Olsen et al., 2017).

Table 7. Model-Comparison Results: Therefore/If then

Model G2 df p AFIA G%/df
Msaturated 0 O 1 9.20 --

Masentence 3.94 4 41 0 0.94
Mrelevance 318.83 4 .00 157.44 79.71
M 319.17 6 .00 151.33 53.20
Mad_noc 2.37 3 .50 2.02 .79

Note. df = degrees of freedom; G? = goodness of fit; p = p-value; AFIA = difference
between the model’s FIA and the FIA from the best-performing model.

Based on these criteria, a model (Msentence) that collapses the difference between
conditionals and therefore sentences is the winning model, as Table 7 shows.

The main findings are: 1) for the TT cell there is a preference for treating the reason-
relation reading as at-issue content across the levels of the Relevance factor and the Sentence
factor 2) in the Positive Relevance TF cell, there is a preference for treating the truth-table cell
as at-issue across the levels of the Sentence factor, and 3) in the Irrelevance TF cell, there is a

tendency for treating the reason-relation reading as at-issue across sentence levels.
2.4.3 Discussion

Taken together, the reason-relation reading turned out to be content-at-issue in the context of
the present task, not only for the conditionals, but also for the therefore-sentences, which were
used as a baseline representing a paradigmatic instance of Gricean conventional implicatures.
Yet, interestingly, the participants' preferences for the TF conditions indicate that while a TF
cell is sufficient to elicit a ‘no’ response, and thereby trump the reason relation in the Positive
Relevance TF condition, the reason relation is weighted slightly higher when there are two
justifications for answering ‘no’ in the Irrelevance TF condition.

In Skovgaard-Olsen, et al. (2017), it was found that there was little influence of

relevance on truth-value assignments to both conditionals and ‘therefore' sentences in a truth
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table task where the participants were instructed to calibrate the output of a computer program
in the development phase. One of the main differences between the computer calibration task
used there and the present Pierre task is the following: (1) in the Pierre task the sentences
were produced based on known truth-table cells, whereas the sentences were produced before
the truth-table cells became known in the computer calibration task, and (2) in the Pierre task
a forced choice between Yes/No responses in the presence of justifications is required,
whereas the computer calibration task involved a ternary assignment {True, False, Neither
Nor} without justifications.

It has become popular to think about conventional implicatures as content-not-at-issue
based on the influential work of Bach (1999) and Potts (2005). In the present experiments, we
could not find evidence that the reason-relation reading of conditionals is content not-at-issue.
However, as argued in Salmon (2011), the Bach-Potts notion of conventional implicatures,
which centers around the example of non-restrictive relative clauses and appositives (e.g.,
“Mozart, who is a famous composer, started to play the piano at an early age”), is subtly
different from the notion of conventional implicatures that figures in the work of Grice
(1989), where the main examples came from sentences containing words like ‘but’, ‘therefore’,
and 'even'.

These two notions of conventional implicatures are supposed to share the properties of
a) not affecting the truth values of the sentences in which they occur, and b) being
conventional aspects of the meaning of the sentences in which they occur, which cannot be
cancelled without contradiction (as opposed to the pragmatic content of conversational
implicatures). It was an assumption of our experiments that they would also share the property
of being content not-at-issue. Based on the results of our present study, it appears that neither
Gricean conventional implicatures (here represented prototypically by the therefore-
sentences), nor conditionals have this property. Conversely, the success of the model Msentence
implies that conditionals were responded to just like therefore-sentences in our test of at-issue

content.

2.5 Experiment 4: Control Study

It is possible that, in Experiment 3, participants took the truth cells provided to be evidence
for or against a reason relation. In Positive Relevance items, the TF cell might be taken as
evidence against Positive Relevance. For instance, although we would normally assume that
Mark pressing the on switch on his TV is a reason for believing that his TV will be turned on,

it might be thought that this reason relation is undermined by learning that while Mark has
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pressed the on switch on his TV in fact his TV is not turned on. A similar problem arises in
Irrelevance items, where the TT and TF conditions might be taken as evidence of reason
relations. If participants did, indeed, reason this way, this reasoning would undermine the
relevance relation manipulation through the scenarios based on the participants’ background
knowledge. Experiment 4 tests this alternative hypothesis and is a control study for
Experiment 3. Its purpose is to ensure that the TF condition does not undermine the Positive
Relevance manipulation, and that the TT and TF conditions do not undermine the Irrelevance

manipulation.
2.5.1 Method

Participants

Like Experiment 3, Experiment 4 was conducted over the Internet using Mechanical
Turk and sampling from USA, UK, Canada, and Australia. 250 people participated in the
experiment in exchange for a small payment. The same exclusion criteria were applied as in
Experiment 3. The final sample consisted of 155 participants. Mean age was 36.9 years,
ranging from 21 to 73 years; 52.9 % of the participants were male; 64.5 % indicated that the
highest level of education that they had completed was an undergraduate degree or higher.
The sample differed only minimally on the demographic variables above before and after

applying the exclusion criteria.

Design

Experiment 4 had the same experimental design as Experiment 3.

Materials and Procedure

Experiment 4 followed the same procedure as Experiment 3. The only difference was
that instead of making judgments of direct rejections and affirmations, the participants were
now asked to rate the extent to which the antecedent of Pierre's statement was a reason
for/against the consequent on a five-point scale {strong reason against; reason against; neither
for nor against; reason for; strong reason for}. These two randomly ordered pages differed on
whether the participants were presented with the TT or TF cell as the facts that they and Pierre
learned about.

2.5.2 Results

Participants assessed on a five-point scale the extent to which the first sentence in our Positive
Relevance and Irrelevance conditions was a reason for/against the second. In Figure 8 the

histograms are displayed. In Positive Relevance TT, the participants’ reason-relation rating



88

was ‘strong reason for’ (Mdn = 5) on the group level; in Positive Relevance TF it was ‘reason
for’ (Mdn = 4). The reason relation in the Irrelevance condition was not affected by the
presence of truth table cells and was in both cases assessed as ‘neither for nor against’

(Irrelevance TT Mdn = 3; Irrelevance TF Mdn = 3).
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Figure 8. Histogram of Reason-Relation Assessments. Note. 1
= strong reason againist; 2 = reason against; 3 = neither for
nor against; 4 = reason for; 5 = strong reason for. ‘PO’ =
Positive Relevance; ‘IR’ = Irrelevance.

Linear Mixed Models
To analyze the effect of the truth table cell on the reason-relation assessments, linear

mixed-models were fitted to the participants' responses. Like in Experiment 1 where a Likert
scale was also used, the responses were modelled as generated by thresholds set on a latent
continuous scale with a cumulative likelihood function and a logit link function (Birkner &
Vuorre, 2018). The models included the following fixed effects: (M10) modelled the rating as a
function of the Item factor (TT vs. TF), the Relevance factor (Positive Relevance vs.
Irrelevance), and their interaction, (M11) like M10 but without the interaction, and (M12) like
M11 but without the main effect for the Relevance factor.

Table 8 reports the performance of these models as quantified by the leave-one-out cross

validation criterion and the WAIC information criterion.
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Table 8. Model Comparison
LOOIC ALOOIC SE WAIC Weight

M10 4024.12 0 - 4002.1 0.9939
M11 4042.36 18.24 6.05 4019.0 0.0002
M12 4035.24 11.12 4.66 4012.4 0.0059

Note. LOOIC = leave-one-out cross-validation information criterion.

WAIC = Watanabe-Akaike information criterion. Weight = Akaike

weight of WAIC.
The information criteria clearly favour M10. This preference for M10 reflects the fact that
there was a strong interaction between the Item and Relevance factors (bitemTT:Positiverelevance =
1.69, 95%-CI [1.08, 2.31], BFHoH1 = 4.60*%10!! = 0). In addition, a strong main effect for the
Relevance factor was found (Dpositiverelevance = 2.84, 95%-CI [2.14, 3.55], BFron1 = 6.61*1071°
~ 0), but no main effect for the Item factor was found (biemtt = 0.24, 95%-CI [-0.04, 0.52],
BFroH1 = 8.57). Presumably, the lack of a main effect of the truth table cells on the reason-
relation ratings is due to the fact that the TT vs. TF difference only affects the Positive
Relevance condition. This combination of effects indicates that it remains the case that
Positive Relevance contents are evaluated higher than Irrelevance contents, even in spite of
the TT/TF manipulation. However, to assess impact of the TT/TF manipulation more closely,
Figures 9a and 9b were made. Figure 9a plots the central tendencies of M10, whereas Figure

9b plots the posterior predictions of M10 for the individual response categories:
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Figure 9a. Central Tendencies of M10. Note. Estimated marginal means for
the reason-relation assessments in the different truth table cell x relevance conditions.

As Figure 9a shows, the central tendency remains that the participants agree that the
antecedent constitutes a reason for the consequent in the Positive Relevance condition, even
when the TF manipulation is added, and that the participants responded that the antecedent is
neutral with respect to the consequent on the perceived reason relation scale for the

Irrelevance condition.
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However, as Figure 9b indicates, for the Positive Relevance condition there is a
decrease from ca. 90 % agreeing that the antecedent constitutes a reason or a strong reason for
the consequent in the TT cell to ca. 60% of the participants agreeing that it constitutes a
reason for or a strong reason for the consequent in the TF cell. In contrast, for the Irrelevance
condition there is almost no change with ca. 67 % agreeing that the antecedent is Neutral with
respect to the consequent on the perceived reason relation scale for the TT items, and ca. 70%

making the same judgment for the TF items.
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Figure 9b. Posterior Predictions of Individual Categories, M10. Note. The perceived
strength and direction of the reason relation across truth table cells (TT vs. TF) was
measured on a scale from ‘strong reason against’ (1), ‘reason against’ (2), ‘neutral’ (3),
‘reason for’ (4), and ‘strong reason for’.

Yet, as a central tendency it remains the case that the Positive Relevance items are rated one
point higher on the reason-relation scale than the Irrelevance items on average, even in the

presence of the TF cell.

2.5.3 Discussion

From the analysis we can conclude that while the truth-table cell diminishes the effect of the
reason-relation manipulation, it is far from suppressing it. The median response is still to treat
A as a reason for C in the Positive Relevance TF condition (in spite of an increase in ‘Neutral’
response), and for the Irrelevance conditions the truth-table cells did not have any effect.

Hence, alternative accounts of our findings based on the objection that the presence of
the truth-table cells undermines the reason-relation manipulation are not supported by the
data.

2.6 General Discussion

In this paper, we have been concerned with diagnosing whether the reason-relation reading is
due to a pragmatic or semantic component of indicative conditionals. In addressing this
question, we have empirically contrasted it with well-known linguistic phenomena - namely,

conversational implicatures, entailments, presuppositions, and conventional implicatures. In
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the course of these investigations, we discovered that 1) attempting to cancel a commitment to
the reason-relation reading of indicative conditionals is viewed as just as contradictory as
cancelling a commitment to an entailment (whereas attempting to cancel a commitment to the
reason-relation reading of conjunction is viewed as less contradictory than cancelling a
commitment to a scalar implicature), 2) to negate a conditional in wide scope is not in general
viewed as equivalent to negating the consequent of a conditional, and 3) the reason-relation
reading can become at-issue content not only for conditionals but also for therefore-sentences,

which constitute a paradigmatic example of Gricean conventional implicatures.

Can Mental Model Theory explain our Data?

As we pointed out in the introduction, the Mental Models Theory does not treat the
relation between the antecedent and consequent of a conditional as a part of its core meaning.
However, it postulates “a mechanism of modulation that can transfer [the core] meaning into
an indefinite number of different sorts of interpretation” (Quelhas, Johnson-Laird, and Juhos,
2010, p. 1717). More specifically, which mental models are and which are not constructed in
the process of the interpretation of a conditional can be affected by the semantics, that is, the
meanings of its clauses, or by pragmatics, that is, the knowledge about the context of
utterance and general world knowledge related to what the conditional is about. For instance,
modulation can result in blocking the construction of a model corresponding to the possibility
of =A and C which yields the bi-conditional interpretation. To give an example, in a context
in which a TV is off, an interpretation of the conditional “If Mark presses the on switch, his

TV will be on” might consist of the following models:

switch on TV on
switch off TV off

The possibility that Mark doesn’t press the on switch but the TV is on is here excluded by the
background knowledge (see Quelhas et al. 2010, p. 1720, for a list of possible interpretations
of the conditional). Semantic modulation can also prevent us from accepting conditionals such

as:
(4) If God exists, then atheism is correct.

Here, the meaning of “atheism is correct” entails that God does not exist, the mental model
consisting of the antecedent and consequent of this conditional is not possible, and hence the

conditional is false (Johnson-Laird et al. 2015, p. 206, Quelhas, Rasga, & Johnson-Laird,
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2017, p. 24). Note, however, that here the mechanism of modulation takes the presence of the
analytic relationship between the clauses of a conditional as its input, rather than an output. In
other words, the presence of an analytic connection between the words used in the antecedent
and consequent is the reason why the construction of certain mental models is blocked, thus
blocking the construction of mental models (comparable to deleting rows in the graphical
representation of the explicit model) does not explain why a broader range of conditionals
expresses the existence of a connection.

More importantly, the type of a connection conveyed by the conditionals we
investigated goes beyond such analytic relationships. Granted, the advocates of the Mental
Models Theory propose that the mechanism of modulation can also add information to the
model of a sentence. In particular, it can add relations between the clauses of a conditional
(see, e.g., Johnson-Laird & Byrne, 2002, p. 651, Quelhas et al., 2010, pp. 1728-9, Khemlani et
al., 2018, pp. 12-13). For instance, Quelhas et al. (2010, p. 1728) observe that:

appropriate contents should introduce a temporal relation between antecedent and
consequent events—for example:

(5) If Lisa received some money, then she paid Frederico.
Individuals know that payment can be made only if a payer has money, and so
modulation should yield an interpretation of the conditional in which if Lisa received
some money then she did so before she paid Frederico.

Given the above description, the mechanism of modulation involved in this type of case
can be construed as some kind of a pragmatic inference: the form of a conditional plus general
background knowledge relevant for the interpretation of its antecedent and consequent allow
people to infer the temporal order (or, in other cases, spatial relations, causal dependencies,
and other possible relationships) of the events the antecedent and consequent are about. In
other words, unless we deal with the analytical relationships between words that occur in the
antecedents and consequents, what is responsible for the variety of different interpretations of
conditionals, on the Mental Models Theory, are pragmatic processes. Consequently, while the
mechanism of modulation tells us where the perceived connections between antecedents and
consequents might be coming from, the Mental Models Theory has no resources to explain
why, among other things, participants judge such connections not to be cancellable without
giving rise to a contradiction, nor why participants tend to find conditionals whose

antecedents and consequents are not connected to be somehow defective.
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Finally, we would like to note that the mechanism underlying modulation described in
Johnson-Laird & Byrne (2002) and Khemlani et al. (2018) relies on deleting or adding rows
of the truth table, if there are salient pragmatic factors, or lexical content in the clauses of the
conditional, which exclude these truth-table cells (like in the examples discussed above). Yet
part of the data, which the conventional implicature hypothesis is introduced to account for, is
the strong dissociation in terms of the influence of relevance on probability/acceptability
evaluations and the lack of influence of relevance on truth evaluations (Skovgaard-Olsen et
al., 2017). Since this finding shows that the impact of relevance on conditionals is mostly
found for types of cognitive assessments other than truth evaluations, an explanation which
posits that truth-table cells are deleted or added in missing-link conditionals is unlikely to
account for the complex data pattern. Consequently, semantic and pragmatic modulation of
the type described above cannot explain the participants’ reaction across experiments that

conditionals whose antecedents and consequents are not connected are somehow defective.

Repercussions for Argumentation with Conditionals

In and of themselves, our findings have interesting repercussions for argumentation
with conditionals. What they suggest is that uttering regular®® indicative conditionals commits
speakers to there being a reason relation between its antecedent and consequent, which
speakers cannot escape from without retracting the original utterance, if they are to avoid
leaving the impression that they are contradicting themselves. Moreover, when the
interlocutor negates a speaker's conditional assertion "If A, then C", then the interlocutor need
not be taken as committing to "If A, then =C". Finally, the results indicate that there are
situations where the reason relations expressed by both conditionals and 'therefore’ sentences
may become content-at-issue, and indeed that there is a stronger tendency to take these reason
relations as content-at-issue than the truth values of their constituents. This in turn suggests
that the interlocutor need not interrupt the natural flow of the conversation by expressions like
"Hey, wait a minute!" to challenge a reason relation expressed by the speaker through
indicative conditionals or 'therefore' sentences. Rather, the interlocutor can challenge the
speaker's reason-relation commitments directly and treat these commitments as the main point
of the assertion.

To illustrate how all these phenomena may shape argumentative discourse, consider

the example of a European conference on global warming in the winter of 2010-2011, which

30 The qualification is meant to set aside the problematic case of biscuit conditionals (e.g.

‘if you are hungry, there are biscuits on the sideboard”) for present purposes. For further
discussion see Biezma and Goebel (in review).
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was notorious for featuring an unusually cold November in Central Europe, in some cases
setting records for low temperatures. Or alternatively: think of the winter of 2017-2018 in the
USA on the East coast. Suppose a politician representing climate change skepticism utters 'if
global warming is real, then winter will be warmer than we are used to'. His interlocutors in
turn might want to negate this utterance, without thereby committing themselves to the claim
that 'if global warming is real, then winter will be colder than we are used to', which they
likewise reject. According to the Negation Principle such a discourse move would, however,
have been incoherent, whereas the present considerations and our results suggest that it is not.
Suppose further that a consensus forms at the conference that claims about global
warming are concerned with global, long-term climate trends, which are unaffected by
temporary, regional weather events. In that case, the politician from above might attempt to
back-pedal and eschew a commitment to a reason relation between global warming and local
weather events by performing a cancellation speech act. However, the results from
Experiment 1 indicate that he or she would likely be viewed as contradicting himself/herself.
Instead the politician would have to admit an error by retracting his/her earlier statement.
Finally, the results from Experiment 2 suggest that reason-relation commitments like
the one above are not the sort of thing that tacitly get introduced into the common ground
through indicative conditionals and therefore-sentences without themselves being the subject
of direct rejections and affirmations. When it comes to controversial topics like climate
change, which reason relations to accept is itself disputed territory and can become the main
point of assertion. It would be a natural continuation of the discourse to make disputed reason
relations the content-at-issue by targeting them with direct denial and affirmations. The
interlocutors need not, in other words, interrupt the natural flow of conversation to challenge
reason-relation commitments and we need not conceptualize reason-relations as

uncontroversial assumptions that are automatically accommodated into the common ground.

Conventional Implicatures and At-Issue Content

As explained in Koev (2018), there are various notions of at-issue content discussed in
the literature and it is, presumably, unclear how they are to be unified. One important property
highlighted in Potts (2005, 2007) is that at-issue content constitutes direct proposals to update
the common ground of mutually shared assumptions by the interlocutors. On this view, at-
issue content is negotiable and open to direct agreement or disagreement by the addressee,
and a key diagnostic is whether discourses are acceptable where the interlocutor provides a
direct response ("Yes, .../No, ...") to the target content. In contrast, content not-at-issue is
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thought of as grammatically encoded content that is directly imposed on the common ground
without negotiation.

A common assumption is that discourses are structured around questions under
discussion. A second important property of at-issue content is that it provides potential
answers to the question under discussion (Koev, 2018).

Following Bach (1999), Potts (2005, 2007) used the first notion of at-issue content in
his treatment of appositives, which he treats as a paradigmatic instance of conventional
implicatures. On this view, conventional implicatures are "secondary entailments that
cooperative speakers rarely use to express controversial propositions or carry the main themes
of a discourse" (Potts, 2007: 476). For instance, in ‘Mozart, the famous composer, used to live
here', the assumption that Mozart was a famous composer is presented as a shared assumption
not really up for discussion. It is grammatically marked as not the central focus of the
assertion. Yet, its content is conventionally part of the meaning of the sentence, and not
produced by, say, a conversational implicature.

In continuation of this line of work, Experiment 3 set out to probe whether the reason-
relation reading of conditionals is content-at-issue in an attempt to determine whether the
reason-relation reading is a conventional implicature. The results showed that the participants
clearly treated the reason-relation reading as content-at-issue for conditionals. Interestingly,
we found the same pattern of results with respect to therefore-sentences, which Grice (1989)
treated as a paradigmatic instance of conventional implicatures.

Our results thus stand in tension with the newer literature on conventional implicatures
which treats not-at-issue content as a diagnostic feature. However, as shown in Salmon
(2011), it turns out that Pott's (2005, 2007) notion of a conventional implicature differs subtly
from Grice's (1989) both in terms of its properties and central instances. Gricean conventional
implicatures are non-truth conditional, non-cancellable, not calculable based on the Gricean
maxims of conversation, and detachable (e.g., substituting ‘and’ with 'but’ in the following
sentence in the same context of utterance will lose the implication of a contrast between being
poor and honest: "She was poor but honest™). In contrast, Pott's conventional implicatures are
also speaker-oriented in that the speaker incurs a commitment to them even when making
indirect speech reports (e.g., in "John said that Ames, the former spy, is now behind bars", the
speaker is also committed to Ames being a former spy). Gricean conventional implicatures
lack this property (Salmon, 2011). This fits with the idea of reason relation as Gricean
conventional implicatures, because in neither of the two following examples is it the case that

the speaker incurs a commitment to a reason relation by making an indirect speech report:
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“The politician said that if global warming is real, then winter will be warmer than we are
used to”, “The politician said that the winter is surprisingly cold therefore global warming is
bogus”.

A further difference between the two notions of conventional implicatures may be that
Potts's notion (which centers around appositives and non-restrictive relative clauses) differs
from Grice's (which centers around utterance modifiers like 'therefore’, 'but’, and 'even’)3!
exactly with respect to the at-issue status of the content.

A first indicator that something is amiss is that in a textbook example like "she is poor
but honest", it is far from the case that something uncontroversial, which is not up for
negotiation, is expressed by the implied contrast between poverty and honesty. Furthermore,
the skeptic’s assertion of 'if global warming is real, then winter will be warmer than we are
used to' is used to express a highly controversial claim. There is no reason why his
interlocutors should treat it as part of the common ground which is not up for negotiation. The
same would apply if he had formulated his statement as 'The winter of 2010-2011 is unusually
cold; therefore climate change is bogus'. Moreover, it holds for both these statements that the
speaker clearly intends them as partial answers to the question under discussion of the
conference. Indeed, we would expect these statements to elicit a discussion about whether the
politician can really use local weather phenomena like the winter of 2010-2011 as decisive
evidence against climate change without interrupting the natural flow of the discourse at the
conference.

The results from Experiment 3 indicate that the participants do treat the reason-relation
reading of conditionals and ‘therefore’ sentences as content-at-issue. Perhaps one reason is the
worry that Pierre, the foreign language learner, might advance controversial, nonsensical
reason relations unless he is directly confronted. Moreover, the presence of justifications in
the answer options that explicitly target the presence or absence of reason relations in Pierre's
utterance may also have contributed to making the reason relations content-at-issue.

What the considerations above suggest is that lack of at-issue content may not be a
good characterization of (Gricean) conventional implicatures to begin with. For argumentative
discourse we need some way of coordinating which reason relations to accept. When
opposing views clash a central part of the dispute is which arguments to accept. If

argumentative discourses always came down to which factual premises to accept, then they

8 If the argument in Salmon (2011) goes through, then the indirectness of the evidence
possessed signalled by the epistemic modal 'must’ can be added to the list.
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could be resolved by identifying the most reliable source of evidence on the topic and simply
accepting its verdicts.

The picture that emerges out of these considerations is that the reason-relation reading
of indicative conditionals is a conventional implicature, which is tapped into through
probability and acceptability evaluations. Yet at times reason relations may become content
at-issue in the sense of addressing the question under discussion and constituting direct
proposals to update the common ground of mutually shared assumptions by the interlocutors.
Since, however, (non-deductive) reason relations constitute probabilistic constraints (i.e.,
P(C|A) - P(C|-A) > 0), what this requires is that we go beyond Stalnaker (2016) in thinking of
the common ground in terms of a set of propositions by enriching it with probabilistic
structure. But this is something that we anyway have ample reason for doing when modeling

epistemic and doxastic content (Yalcin, 2012).
2.7 Conclusion

In relation to the diagnostic problem with which we started; our investigations permit
us to draw the following conclusions.

The Relevance Effect reported in Skovgaard-Olsen et al. (2016a) is probably not due
to the influence of a conversational implicature. From Experiment 1 no support could be
derived for the hypothesis that the reason-relation reading of indicative conditionals is
generated by the presence of a conversational implicature. However, support could be
obtained that the reason-relation reading of conjunctions could be the result of a
conversational implicature. Experiment 1 thus also contributes to drawing a dividing line
between the content of logical operators. In discussions, the argument is often put forward
that the Relevance Effect on conditionals cannot be taken to reveal something about the
semantic content of conditionals, because conjunctions also have a reason-relation reading
and presumably we would not want to make it part of the semantic content of conjunctions.
The results of Experiment 1 directly undercut any such argument by showing the different
status that the reason-relation reading of indicative conditionals and conjunctions have with
respect to conversational implicatures.

In the discussion of these results, we considered, however, alternative interpretations
of our results based on varying strengths of conversational implicatures, and the possibility of
other ways of phrasing the cancellation task. In response, it was pointed out that these

alternative hypotheses are confronted with the burden of explaining why our way of posing
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the task worked so well with our comparison cases such as the conjunctions, if the results with
respect to conditionals are not taken at face value.

A further conclusion of this paper is that the Relevance Effect on conditionals is
probably not due to the presence of a presupposition failure of the irrelevance items. One of
the most characteristic properties of presuppositions is their ability to project when embedded
under logical operators, like negation. However, Experiment 2 could not find support for the
hypothesis that the reason-relation reading of indicative conditionals projects when embedded
under negations. And perhaps even more damaging to the presupposition failure hypothesis is
the finding that while extreme individual differences could be found in the probability
assignment to control items with presupposition failures, these individual differences were not
reflected in the participants' probability assignment to missing-link conditionals. In our
discussion of these results, we again considered, but rejected, an alternative interpretation of
our results based on local accommodation.

Experiment 2 moreover yielded a further finding of interest in its own right.
According to a well-known negation principle employed in various systems of conditional
logic, wide scope negation equals narrow scope negation (Arlo-Costa, 2007). This principle
has centrally figured in Suppositional Theory of conditionals' account of compound
conditionals involving negations (Edgington 1997, 2000, 2006; Woods, 1997, ch. 6; Kélbel,
2000; and Bennett, 2003, ch. 7). Indeed, in Handley et al. (2006) this principle is even treated
as a litmus test for the suppositional conditional. However, the data clearly show that while
this negation principle can be maintained for the Positive Relevance condition, it is
systematically violated for the Irrelevance condition. Hence, Experiment 2 provides an
occasion to reevaluate how indicative conditionals interact with the negation operator.

Turning to Experiment 3, the reason-relation reading of indicative conditionals was
found to be treated as more at-issue than the truth functionality of the clauses. However, this
latter finding was also found with ‘therefore’ sentences. And, indeed, if we take the present
results together with those in Skovgaard-Olsen et al. (2017), then we see that indicative
conditionals and therefore-sentences behave in a similar way in a range of cognitive
assessments which have a bearing on whether the Relevance Effect is a conventional
implicature. To be sure, we did not find for either indicative conditionals or for therefore-
sentences that the reason-relation reading was not-at-issue content. But it was found in
Skovgaard-Olsen et al. (2017) for both types of sentences that the reason-relation reading
shows strong fingerprints in tasks where probability or acceptability is asked; however, when

the participants are asked to fill out truth-tables they almost entirely ignore the reason-relation
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reading. And so, the argument for the (Gricean) conventional implicature interpretation of the
Relevance Effect now stands supported by a) the negative results for the relevance effect
being a conversational implicature, b) the negative results for the relevance effect being a
presupposition failure, ¢) the finding of the dissociation with relevance strongly affecting
probability and acceptability but hardly affecting truth value assignments in the truth table
task, d) the fact that indicative conditionals behave remarkably like 'therefore' sentences when
probed for their truth, acceptability, probability, or when compared on their at-issue content.

In our discussion, we considered further alternative hypotheses with respect to a) and
b) and expressed our doubts. But we welcome future empirical studies that may challenge
these conclusions through variations of experimental tasks and attempts to provide unifying
explanations of the complex data pattern that is emerging.

In the meantime, we conclude that our data suggest that the Relevance Effect is not a
conversational implicature and is not due to presupposition failure. The best candidate,
instead, is most likely a conventional implicature. These findings suggest a new direction for
the debate on whether relevance is part of the semantics or pragmatics of the conditional. A
final judgment will rest on the definition of semantics and pragmatics, and on how
conventional implicatures are categorized according to that definition. It may be, however,
that conventional implicatures - and, hence, the reason relation reading of conditionals -

remain an intermediate, irreducible layer of meaning between semantics and pragmatics.
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Chapter 3: The Dialogical Entailment Task32

Niels Skovgaard-Olsen

In this paper, a critical discussion is made of the role of entailments in the so-called
New Paradigm of psychology of reasoning based on Bayesian models of rationality
(Elgayam & Over, 2013). It is argued that assessments of probabilistic coherence
cannot stand on their own, but that they need to be integrated with empirical studies of
intuitive entailment judgments. This need is motivated not just by the requirements of
probability theory itself, but also by a need to enhance the interdisciplinary integration
of the psychology of reasoning with formal semantics in linguistics. The constructive
goal of the paper is to introduce a new experimental paradigm, called the Dialogical
Entailment task, to supplement current trends in the psychology of reasoning towards
investigating knowledge-rich, social reasoning under uncertainty (Oaksford & Chater,
2019). As a case study, this experimental paradigm is applied to reasoning with
conditionals and negation operators (e.g., CEM and wide and narrow-scope negation).
As part of the investigation, participants’ entailment judgments are evaluated against
their probability evaluations to assess participants’ cross-task consistency over two

experimental sessions.

3.1 Introduction

The empirical measurement of accepted entailments has been the subject of some

recent controversy in the psychology of reasoning. In an influential paper, Evans (2002)
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criticizes five decades of reasoning research for following a deductive paradigm that has
investigated participants' reasoning competence with a particular type of task that many
participants find unnatural, based on a normative model of correct reasoning derived from
classical logic. More specifically, participants were usually asked to reason with abstract
stimulus materials (e.g., letters and numbers) in tasks, where they were asked to assess logical
arguments, or produce logically valid conclusions, with little or no instructions on how to
understand central semantic notions like validity, soundness, and logical necessity. Moreover,
even when more naturalistic stimulus materials were employed, the tasks still required
participants without logical instruction to set aside their background knowledge and evaluate
conclusions in light of premises that they were supposed to just assume to be true. Yet, this is
a type of processing that participants find unnatural as shown by well-documented context
effects and belief bias effects (Klauer, Musch, & Naumer, 2000). Furthermore, in this
paradigm, participants were assessed based on interpretations of natural language words like
some, if, and not from first-order logic, which is something that subsequent research has
shown to be particularly problematic for natural language conditionals (Evans & Over, 2004).

One type of response in the so-called New Paradigm in the psychology of reasoning
has been to adopt a probabilistic task format, where participants are required to indicate their
responses in terms of degrees of belief and are permitted to use their background knowledge
(Elgayam & Over, 2013). This shift has been instrumental in investigating knowledge-rich
inferences closer to commonsense in individual reasoning and in opening up new lines of
investigation into argumentation and social reasoning (Oaksford & Chater, 2019).

The replacement of response format, however, also raises questions about how well
participants' performance under the New Paradigm compares with the decades of data
collected under the old Deduction Paradigm (Singmann & Klauer, 2011). Moreover, an often
overlooked feature of the probabilistic representations of degrees of belief within psychology
is that they also require basic logical properties like freedom from inconsistency and logical
closure, which remain requirements of rational belief even within the New Paradigm
(Skovgaard-Olsen, 2017a).% Probability theory can either be formulated in terms of set theory
or in the language of propositional logic. Either way, there are certain logical properties that
degrees of beliefs represented by probabilities must satisfy, like the ones listed below
(Peterson, 2017, Ch. 6). Consequently, participants tested in the New Paradigm should still

exhibit deductive competence to count as rational, Bayesian agents. For instance, they should

8 For further discussion of the requirements of rational beliefs see Spohn (2012) and
Raidl and Skovgaard-Olsen (2017).
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still be able to assign probability 1 to logical consequences when reasoning with premises that
have probability 1 (Oaksford & Chater, 2009). And, more generally, degrees of belief of
rational Bayesian agents are constrained by the properties of logical truth, logical

consequence, consistency, and logical equivalence as follows (Adams, 1998, p. 21-24):

If ¢ is logically true, then their degree of belief in ¢ should be: P(¢) =1,

If ¢ logically implies y, then their degrees of belief in ¢ and y should conform to the
inequality: P(¢) < P(y)

If ¢ and y are logically inconsistent, then their degrees of belief in ¢ and y should
conform to: P(¢ V y) =P(¢) + P(y)

If ¢ and v are logically equivalent, then their degrees of belief in ¢ and v should
conform to: P(¢) = P(y)

By introducing the requirement that (arbitrary complex) logical relations should be recognized
in the assignment of degrees of beliefs, even when reasoning with uncertain premises, these

principles illustrate how probability theory adds further requirements of rationality; not less.

P-validity

As part of the New Paradigm, a need to study inferences from uncertain premises has
been identified (Stevenson & Over, 1995). One common solution has been to incorporate the
work of Adams (1975, 1998) on probabilistic validity as generalizing the notion of classic
validity (Cruz, Baratgin, Oaksford, & Over, 2015; Cruz, Over, Oaksford, & Baratgin, 2016;
Cruz, Over, Oaksford, 2017; Evans, Thompson, & Over, 2015; Singmann, Klauer, & Over,
2014). Whereas classically valid inferences preserve truth from the premises to the
conclusion, p-valid inferences cannot go from low uncertainty in the premises to high
uncertainty in the conclusion. Defining the uncertainty of ¢ as U(¢) = 1-P(o), this idea can be

explicated in terms of the uncertainty sum-rule.

THE UNCERTAINTY SUM-RULE AND P-VALIDITY: the inference from a set of
premises, I, to ¢ 1s probabilistically valid iff it holds for all coherent probability
distributions that U(p) < U(y1)+...+ U(yn), for y; .. yn€T.

Or put more colloquially: the inference is p-valid if and only if the uncertainty of the
conclusion is not greater than the sum of the uncertainty of the premises, for all coherent ways
of assigning degrees of belief to the premises and the conclusion. In the New Paradigm,
Adams’ work on p-validity has been celebrated as a general solution to the problem of which
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inferences to accept when reasoning under uncertainty with degrees of belief that avoids the
problems associated with asking participants to reason based on logical validity.

The empirical question of whether participants are then better able to reason based on
p-validity is, however, not entirely clear. For instance, Evans et al. (2015) obtained mixed
results when investigating the four inferences of the conditional inference task: MP (If A, C;
A, therefore C), MT (If A, C; =C, therefore —A), DA (If A, C; A, therefore =C), AC (If A,
C; C, therefore A). When examining chance-corrected hit-rate levels according to p-validity,
Evans et al. (2015) only found a reliable above chance performance for the valid MP and the
invalid AC inference; for the valid inference MT the hit rate was below chance levels. As the
authors note: "participants did not conform to p-validity on the inferences that are actually
valid, MP and MT. Indeed, there was a small trend in the opposite direction” (p. 9). Similarly,
Singmann et al. (2014) found that participants only conformed to p-validity for MP inferences
and not for MT inferences. Moreover, when Cruz et al. (2017) stipulate the premise
probability to be 100%, mean estimates for the conclusion of the valid inferences considered
were around 85%-92%, in violation of the uncertainty sum-rule.

There is some discussion about whether the uncertainty sum-rule can be applied to
point estimates as opposed to interval estimates representing coherence intervals of imprecise
probabilities (Kleiter, 2018; see also Pfeifer & Kleiter, 2009). But here we highlight a
different issue: the definition of p-validity contains a universal quantifier, which requires that
the uncertainty sum-rule is conformed to by all coherent probability distributions. Similarly,
the model-theoretic notion of classical validity contains a universal quantifier requiring that
the conclusion of valid inferences is true in all models satisfying the premises. This universal
quantifier gives classically valid inferences the modal content that they are necessary (i.e. that
there cannot exist a model of a classically valid inference in which the premises are true and
the conclusion is false). Similarly, the universal quantifier in the uncertainty sum-rule gives p-
valid inferences the modal content that there cannot exist a coherent probability assignment in
which the uncertainty of the conclusion is greater than the sum of the uncertainty of the
premises.

In the abovementioned psychological studies advocating p-validity, it is common to
investigate only a handful of premise probabilities (e.g., by stipulating that the premise
probability is 60%, 80%, and 100%) and measure the probability assigned to the conclusion
of valid and invalid inferences. Since, however, this type of task does not address the
universal quantifier, and the modal content of p-valid inferences, it would be more accurate to

say that what these studies investigate is first and foremost participants’ probabilistic
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coherence, or whether their probability assignments are in agreement with the uncertainty
sum-rule. In contrast, these studies do not directly investigate participants’ acceptance of
entailments in p-valid inferences—since for this, the experimental tasks would have had to be
designed in a way that is suited for the modal content of p-valid inferences. To draw an
analogy: from a handful of (or even many) truth-value assignments to the premises and
conclusions of MP inferences, one has not shown that participants accept the entailment from
the premises to the conclusion. For this, one would have to show that participants accept that
the conclusion cannot fail to be true, once the premises are true.

It would appear then that there still exists a need for finding a natural way of assessing
participants' acceptance of entailments in the New Paradigm, in spite of its many
improvements to the research practice of psychologists studying human reasoning and in spite
of the considerable merits of p-validity. Given the central role that entailments continue to
play in the mathematical modelling of natural language through formal semantics in
linguistics (see e.g., Cann, 1993; Heim & Kratzer, 1998), it would be desirable to have a
substantive body of empirical data surveying the entailment judgments of ordinary people.
For instance, to know which of the logical principles discussed in Arlo-Costa (2007)
characterize natural language conditionals, instead of further investigations into MP, MT, AC,
and DA, which are not discriminatory with respect to competing logical systems. Indeed,
according to Winter (2016, Ch. 2), a central empirical adequacy criterion of semantic theories
is that they respect intuitive entailment judgments. Intuitive entailment judgments thus make

up one of the primary sources of data for semantic theories.

The Dialogical Entailment Task

For the reasons indicated above, the present paper seeks to present a more natural,
dialogical paradigm for eliciting participants’ acceptance of entailments.3 The inspiration
comes from various sources. First, from the observation that classical logic is best viewed as a
competence model for adversarial reasoning when we attempt to disprove the arguments of
our interlocutors (Stenning & van Lambalgen, 2008). Second, the idea is motivated by the
observation that attributions of consequential commitments in argumentative contexts provide
a natural setting for assessing participants' grasp of the logical consequences of their beliefs
(Skovgaard-Olsen, 2017a). Finally, it is informed by linguistic work on empirical evidence for

semantic theories (Tonhauser & Matthewson, 2015).

34 This task was first put to use in Skovgaard-Olsen, Kellen, Hahn, and Klauer (2019b),
when investigating and-to-if inferences.
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The Dialogical Entailment Task has the following format: Samuel asserts the premise
of a supposed entailment and denies its conclusion. His interlocutor, Louis, points out that
Samuel has said two things that cannot both be true. The task of the participants is to assess
the extent to which they agree/disagree with Louis' accusation on a Likert-scale.

In asking participants to judge whether Samuel has said two things that cannot both be
true, the task builds on previous work reporting that participants find it easier to make such
judgments than direct judgments concerning consistency (Johnson-Laird, Girotto & Legrenzi,
2004). Since the objection of inconsistency moreover concerns another speaker, the dialogical
setting of the task is expected to make it more natural for participants to reason on the basis of
the premises of the supposed entailment while setting aside their own beliefs. While it is
perceived as unnatural for participants without logical training to bracket their own
background beliefs, it is not unnatural for naive participants to reason on the basis of the
foreign premises of another interlocutor and point out consistency problems in their line of
reasoning. Finally, due to its basis on intuitive objections of inconsistency, the task does not
require participants to have a sophisticated grasp of semantic notions like soundness, validity,
or logical necessity (Tonhauser & Matthewson, 2015).

Earlier studies have examined which inferences participants draw in dialogical settings
(Stevenson & Over, 1995; Thompson & Byrne, 2002) and investigated their degree of belief
in the conclusion of informal reasoning fallacies as well as their acceptance of such arguments
(Oaksford & Hahn, 2004; Hahn & Oaksford, 2007). These studies were, however, not
designed to elicit participants' entailment judgments (as opposed to their acceptance of other
types of inferences like, say, inductive inferences or implicatures). In fact, much of the
research on argumentation within the New Paradigm has been conducted with the explicit
goal of showing how everyday informal arguments that have been set aside by classical logic
can nevertheless be captured by rational Bayesian reconstructions (Hahn, Harris, & Oaksford,
2012). In contrast, in Eva & Hartmann (2018) it is argued that even on a Bayesian approach to
argumentation, an interest should be taken in valid arguments. The reason they give is that
valid arguments have the property of ensuring that increases to the probability of one of the
premises will guarantee that the probability of the conclusion increases. This points in the
same direction as Adams' (1975) work on p-validity reviewed above but is shown to hold in a
much more general framework based on minimizing the Kullback-Leibler distance between

the prior and posterior probability distributions.®® This goes to show that even within the New

% However, it should be noted that Eva and Hartmann’s (2018) argument is based on

conjectures generalizing from examining inferences like MP, MT, AC, and DA without
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Paradigm there is a need to investigate participants' acceptance of entailments in

argumentative contexts.

Entailment judgments

The following principles are much discussed in conditional logics:

The Negation Principle —(ifA,C) = if A, =C
Conditional Excluded Middle (ifA, C) v (if A, =C)
As Adams (1998) says:

The negation of a conditional, e.g., “It is not the case that if it rains it will pour,” is
superficially simple to analyze, because it seems intuitively to be equivalent to the
conditional denial, “If it rains it won’t pour.” In general, on this view ~(¢ = )

seems to be equivalent to ¢ = ~y. (p. 270)

Correspondingly, the Negation Principle is central to the Suppositional Theory of conditionals
(Handley et al., 2006) and accepted by Stalnaker (2011, p. 233) and the three-valued logic of
conditionals in Cantwell (2008a).

This principle moreover follows on general grounds connecting conditionals,
subjective probability, and betting that have been influential in the New Paradigm based on
work by de Finetti and Ramsey (Baratgin, Over, & Politzer 2013; Baratgin, Politzer, Over, &
Takahaschi, 2018). On such accounts, the indicative conditional is explicated by the de Finetti
truth table, which assigns conditionals the value ‘True’ in the TT cell, ‘False’ in the T L cell,
and ‘void’ in the false antecedent cells.®® This assignment is in turn motivated by a betting
analysis, according to which a conditional bet on “if A, C” is won if “A & C” turns out to be
the case, lost if “A & —C” turns out to be the case and rendered void if “—=A” is the case.
Since bets on [ (if A, C)] and [if A, =C] have the same pattern of wins and losses, the
Negation Principle follows for probabilistic accounts of conditionals that are based on these

principles.

presenting a proof for the general case. It is also unclear how far their conclusions generalize
to other frameworks. For instance, Kleiter (2018) finds that while MT is p-valid it is not n-
increasing, in the sense that if the probability of any of the n premises increases, the
probability of the conclusion also increases.

3 The Jeftrey table is a variant of this, which assigns the value ‘P(C|A)’ in the false
antecedent cells.



114

Concerning the Principle of Conditional Excluded Middle, there is a famous dispute
between Lewis (1973) and Stalnaker (1980) about whether to accept it for subjunctive
conditionals (e.g., ‘If Oswald hadn’t killed Kennedy, someone else would have’). Yet, Bacon
(2015, 2019) argues that the status of the Principle of Conditional Excluded Middle is much
less controversial for indicative conditionals (e.g., ‘If Oswald didn’t kill Kennedy, someone
else did’) than for subjunctive conditionals. Both the Negation Principle and the Principle of
Conditional Excluded Middle require the following inference to be valid (where ‘&=’ indicates

semantic consequence):
Target Inference: —(ifA, C) EifA, =C

However, if, in contrast, participants think that [—(if A, C)] can be true because neither
[if A, C] nor [if A, =C] are true, when there is no dependency between A and C, then the
Target Inference should not be accepted. Accordingly, inferentialist accounts of conditionals
that make inferential relations between A and C part of the truth conditions of conditionals,
like Douven (2015), should reject the validity of the Target Inference.

In the experiments that follow, we will therefore investigate whether participants
accept the validity of the Target Inference. To do this, the following two baselines are

employed as well:

Agree Baseline: if A, =C = —(if A, C)
Disagree Baseline: if A,CEifA, =C

The idea behind the use of these baselines is to have two inferences which most
theories will treat as valid,®” and invalid respectively, as a manipulation check for the
Dialogical Entailment Task (described in further details below). The test then consists in
assessing whether participants’ performance concerning Target Inference is more like their

performance with respect to the Agree or the Disagree Baseline.

37 On Stalnaker’s logic, only the following restricted version of the Negation Principle

holds: possibly(A) & —=(if A, C) & if A, =C. In contrast, Stalnaker and Lewis’ possible
worlds semantics cannot treat the Accept Baseline as valid due to their stipulation that all so-
called counterpossibles (i.e., conditionals with an impossible antecedent) are true
irrespectively of the consequent. That is to say, whenever there is no accessible A-world, both
[if A, =C] and [if A, C] are treated as true, and thus the Agree Baseline fails to be valid.
However, this aspect of their treatment of counterpossibles is often criticized (see e.g., Mares,
2007).
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In investigating these inferences, relevance manipulations are applied, which are

motivated below.

The Relevance Effect

In a famous footnote, Ramsey (1929/1990) suggested that two interlocutors could
settle their argument over a conditional ‘if A, then C’ by hypothetically adding the antecedent,
A, to their stock of beliefs and arguing over the consequent, C, on that basis. As explained in
Arlo-Costa (2007), and Skovgaard-Olsen (2017b), this little footnote outlining the so-called
“Ramsey test” has inspired at least three opposing research programs in logic. We will here
focus on the two which have been most influential for linguistics and psychology.

On the one hand, there is the Lewis (1973) and Stalnaker (1968) possible-worlds
semantics of conditionals, which is popular in linguistics (Kratzer, 1986, 2012), that supplies
an account of the truth conditions of subjunctive conditionals, according to which a
subjunctive (i.e. ‘if A had been the case, then C would have occurred’) is true iff the
consequent is true in all the closest possible world(-s) in which the antecedent is true. That is
to say, in order for the conditional to be true, the consequent must be true in possible worlds
where the antecedent is true that are otherwise minimally different from the actual world. In
Stalnaker (1968), this is made precise by introducing a selection function, f(A, w), which
selects the closest world (or, alternatively: the set of closest worlds) to w in which A is true.
The conditional, [A > C], is then true iff the selected A-world(s) is a subset of the set of
worlds in which C is true, [C] (Egré & Cozic, 2016). While Lewis (1973) only applies this
analysis to subjunctive conditionals, Stalnaker (1968) takes it to hold for indicative
conditionals as well.

On the other hand, the Ramsey test has inspired the probabilistic semantics of
indicative conditionals of Adams (1975), which in its original form denies that indicative
conditionals have truth conditions, and subscribes to either P(if A, C) = P(C|A) or acc(if A, C)
=acc(C|A), for ‘if A, C’ referring to simple conditionals (which exclude nestings of
conditionals). Here ‘acc(if A, C)’ stands for the acceptability of the conditional. Often this
version of Adams’ thesis is preferred, because it is unclear whether P(if A, C) can still be
interpreted as a probability in light of the so-called triviality results, which supply a reduction
of the most obvious way of implementing this thesis (Bradley, 2007; Douven, 2015). Through
the influence of the writings of Edgington (1995) and Bennett (2003), the psychological
hypothesis that the probability of indicative conditionals is evaluated as the conditional
probability, P(C|A), found its way into the psychological literature (Evans & Over, 2004),

where it goes by the name “the Equation”.



116

Results by Skovgaard-Olsen, Singmann, and Klauer (2016a) recently raised an
explanatory challenge for proponents of the Equation, and theories of conditionals that
postulate that indicative conditionals have a core meaning which exclude relevance relations
between the antecedent and the consequent. In particular, Skovgaard-Olsen et al. (2016a)
found that relevance strongly moderated the evaluations of indicative conditionals, when
investigating their probability and acceptability. For cases of Positive Relevance (P(C|A) -
P(C| A) >0 & AP > 0), like “If Pete is setting his alarm clock, then Pete will get up in time
for the meeting”, the conditional probability remained a good predictor of both the acceptance
and probability of conditionals. For cases of Negative Relevance (P(C|A) - P(C|A) < 0 & AP
< 0), such as “If Pete is setting his alarm clock, then Pete will be late for the meeting”, and
Irrelevance (P(C|A) - P(C|A) = 0 & AP = 0), like “If Pete is wearing green socks, then Pete
will be late for the meeting”, this relationship was disrupted. What this indicates is that
participants tend to view the indicative conditional as defective under conditions, where the
antecedent cannot be interpreted as providing a reason for the consequent, because the
antecedent fails to raise its probability.

It is sometimes suggested that the Relevance Effect should be interpreted in terms of
causal readings of conditionals (e.g., van Rooij & Schulz, 2018; Oaksford & Chater, 2019),
given that AP makes up the numerator in causal power (Cheng, 1997). But it is also possible
to consider causal relations as a specific instance of a more generic reason relation (Spohn,
2012), which then turns the Relevance Effect into a finding concerning the relationship
between conditionals, reasons, and arguments. Possible explanations for the Relevance Effect
are diverse and have been explored in several recent publications (Cruz, Over, Oaksford &
Baratgin, 2016; Krzyzanowska, Collins, & Hahn, 2017; Skovgaard-Olsen, Collins,
Krzyzanowska, Hahn, & Klauer, 2019a). In this paper, the goal is to investigate whether
relevance effects extend to participants’ reasoning with conditionals containing negation
operators, in their probability assignments and entailment judgments. Experiment 1 starts out
by applying the Dialogical Entailment Task to the three types of inferences introduced above.

3.2 Experiment 1: Entailment Judgments

3.2.1 Methods

Participants
The experiment was conducted using the internet platform Mechanical Turk.
Participants received a small amount of money in exchange for their participation. 116 took

part in the experiment. The following exclusion criteria were used: not having English as the
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native language, failing to answer two SAT comprehension questions correctly in a warm-up
phase, completing the task in less than 240 s or in more than 3600 s, and answering ‘not
seriously at all’ to the question of how seriously they would take their participation. The final
sample consisted of a total of 48 people. Mean age was 38.7 years, ranging from 21 to 68
years, 58% of the participants were female, and 68.8% of the participants had an
undergraduate degree or higher. The demographics of the participants were similar before and

after exclusion.

Design

The Experiment implemented a within-subjects design. Three factors were
individually varied: Relevance (Positive Relevance vs. Irrelevance), Priors (HH, HL, LH, LL,
meaning, for example, that P(A) = low and P(C) = high for LH) and Inference Type. The
Inference type factor had three levels: Agree Baseline, Disagree Baseline, and Target
Inference (repeated below). Each participant thus completed 24 within-subject conditions in

total.

Materials and Procedure

To reduce the dropout rate once the proper experiment had begun, participants were
first shown our academic affiliations. The participants were then presented with two SAT
comprehension questions in a warm-up phase and a seriousness check to ensure that the
participants carefully completed their responses (Reips, 2002).

The participants were given the following task instructions:

In the following you are going to see a short conversation, where Louis

accuses Samuel of saying two things that cannot both be true. Whether you agree with
Samuel's assertions is beside the point. What we are interested in is just the extent to
which you agree with Louis that Samuel is saying two things that cannot both be true.
When you read the sentences please pay attention to small differences in their content,

so that we don't unfairly accuse Samuel of making a mistake.

Each participant completed judgments for the eight experimental conditions relating relevance
and priors (Positive Relevance: HH, HL, LH, LL; Irrelevance HH, HL, LH, LL) in blocks
featuring the three inference types. The order of the blocks was randomized anew for all
participants. Each of these eight blocks was randomly assigned to one of 12 possible scenarios

using random assignment without replacement such that each participant saw a different
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scenario for each condition. All items within a block were presented with the same scenario
and were presented in random order.

The 12 scenarios used in this study were taken from Skovgaard-Olsen et al. (2016b).
These scenarios were found to reliably induce assumptions about relevance and prior
probabilities of the antecedent and the consequent in previous studies that implement our
experimental conditions. Table 1 displays sample items for the Mark scenario for Positive
Relevance (Ap > 0), and Irrelevance (Ap = 0), for Ap =P(C | A) — P(C | A).

Table 1. Stimulus Materials, Mark Scenario

Scenario Mark has just arrived home from work and there will shortly be a great movie on television, which
he has been looking forward to. Mark is quite excited because he recently bought a new TV with a
large screen. He has a longing for popcorn, but his wife has probably eaten the last they had while

he was gone.
Positive Relevance Irrelevance

HH If Mark presses the on switch on his TV, then his TV If Mark is wearing socks, then his TV
will be turned on. will work.

HL If Mark looks for popcorn, then he will be having If Mark is wearing socks, then his TV
popcorn. will malfunction.

LH If the sales clerk in the local supermarket presses the on  If Mark is wearing a dress, then his TV
switch on Mark’s TV, then his TV will be turned on. will work.

LL If Mark pulls the plug on his TV, then his TV will be If Mark is wearing a dress, then his TV
turned off. will malfunction.
Positive relevance (PO):  mean AP = .32 High antecedent: ~ mean P(A) = .70
Irrelevance (IR) mean AP =-.01 Low antecedent: mean P(A) = .15

High consequent:  mean P(C) = .77
Low consequent:  mean P(C) = .27

Note. HL: P(A) = High, P(C) = low; LH: P(A) = low, P(C) = high. The bottom rows display the mean values
for all 12 scenarios pretested in Skovgaard-Olsen et al. (2016b).

For the Mark scenario text in Table 1, participants assume that “Mark is pressing the
on switch on his TV” raises the probability of that “his TV will be turned on”, and that both of
these sentences have a high prior probability (Positive Relevance, HH). Conversely,
participants assume that “Mark is wearing socks” is irrelevant for whether “his TV will
work”, and that both have a high prior (Irrelevance, HH). The full list of scenarios can be

found in the supplemental materials: https://osf.io/npc69/.

On the first page of each block, the scenario was displayed. For future reference, the
scenario was repeated on the top of each page that followed in grey colour. The next three
pages presented the three inference types in random order.

The participants saw two control items and a practice item before the actual

experiment started, where it was emphasized that attention was needed to notice subtle


https://osf.io/npc69/

119

differences between the wordings (e.g., use of 'not’, 'false’, ‘wrong', ‘correct’, and 'if") of the
various sentences presented in the experiment. For the control items, Samuel would either
assert “Some of the employees are invited to the party” and deny that “not all of the
employees were invited” (i.e., consistently deny a scalar implicature), or assert that “John is a
bachelor” and deny that “John is unmarried” (i.e. inconsistently denying an analytical
consequence of his first assertion).
In each case, Louis made the following objection to Samuel:
Louis: Wait, you've now said two things that can't both be true.
The task of the participants was to indicate the extent to which they agreed/disagreed with
Louis' statement above on a five-point Likert scale {strongly disagree, disagree, neutral,
agree, strongly agree}. Agreeing with Louis' objection counts as accepting the entailment for
a given inference. All other responses merely indicate lack of acceptance of the entailment.
The experimental task had the same format. This time Samuel would assert the

premise and deny the conclusion of the three following inferences:

Agree Baseline: if A, -C E =(if A, C)
Disagree Baseline:  if A,CkEifA, =C
Target Inference: —(fA, C)EifA, =C

In Table 2, Samuel's assertions with respect to these inferences are illustrated using the

stimulus materials from Table 1 (however, without ‘then’ and ‘will' in the consequents):*

Table 2. The Dialogical Entailment Task

Scenario

Mark has just arrived home from work and there will shortly be a great movie on television, which he has been looking
forward to. Mark is quite excited because he recently bought a new TV with a large screen. He has a longing for popcorn,
but his wife has probably eaten the last they had while he was gone.

Agree Baseline Reject Baseline Target Inference

Positive Relevance

Samuel: Samuel: Samuel:
IF Mark presses the on switch on his  IF Mark presses the on switch on his It is FALSE that IF Mark presses the
TV, his TV does NOT turn on. TV, his TV turns on. on switch on his TV, his TV turns on.

%8 For all the experiments in this paper, ‘then’ in the consequents was removed from
the contents. This is to see whether reason relation readings of conditionals are induced by
‘then’ in the consequents (as suggested by latridou, 1994; von Fintel, 1994; Biezma, 2014).
Additionally, ‘will’ was removed. The future tense was replaced with present tense. See
Experiment 2 for further details on these modifications.



...but it would be CORRECT to think
that IF Mark presses the on switch on
his TV, his TV turns on.

Louis:
Wait, you've now said two things that
can't both be true.

...but it would be WRONG to think
that IF Mark presses the on switch on
his TV, his TV does NOT turn on.

Louis:
Wait, you've now said two things that
can't both be true.

120

...but it would be WRONG to think
that IF Mark presses the on switch on
his TV, his TV does NOT turn on.

Louis:
Wait, you've now said two things that
can't both be true.

Samuel:

IF Mark is wearing socks, his TV does
NOT work.

...but it would be CORRECT to think
that IF Mark is wearing socks, his TV
works.

Louis:
Wait, you've now said two things that
can't both be true.

Irrelevance

Samuel:

IF Mark is wearing socks, his TV
works.

...but it would be WRONG to think
that IF Mark is wearing socks, his TV
does NOT work

Louis:
Wait, you've now said two things that
can't both be true.

Samuel:

It is FALSE that IF Mark is wearing
socks, his TV works.

...but it would be WRONG to think
that IF Mark is wearing socks, his TV
does NOT work

Louis:
Wait, you've now said two things that
can't both be true.

Note. Samuel denies the conclusion of the inferences by saying ‘it would be correct/wrong to think that...". For the
Agree Baseline, Samuel is denying a wide scope negated conditional [ (if A, C)]. To avoid using double negations,
which are notoriously difficult to process, a formulation was chosen where Samuel denies the conclusion by saying that
...but it would be CORRECT to think that IF..." as opposed to "...but it would be WRONG to think that it is NOT the

case that IF...".

Finally, Experiment 1 contained an open-ended question where participants were

asked to explain why they had agreed/disagreed with Louis’ objection for each of the Target

Inferences so that the foreign language learner Eva would be able to comprehend the task they

just completed. These open-ended responses were, however, used in an exploratory fashion

and are not reported for the statistical analysis below. But they can be accessed through the

data set in the Online Supplementary Materials.

3.2.2 Results

Control Items

The degree to which participants agreed with accusing Samuel of an inconsistency was

found to be significantly higher in the entailment control item (Mdn = 4.00) than in the scalar

implicature control item (Mdn = 2.00), V =86, p < .01, r = -.29, for the Wilcoxon signed-rank

test. The experimental task was thereby found to pass a first manipulation check.

Entailment Judgments

To examine ratings of entailment for the three types of inferences, we relied on a set of

mixed generalized linear models, which represent the acceptance of an entailment (a binary

variable formed by answering “Agree” or “Strongly agree” to Louis’ objection to Samuel) by

a binominal likelihood function together with a logit link function. The models had crossed

random effects for intercepts and slopes by participants and by items (Baayen, Davidson, &
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Bates, 2008) to control for the effect of replicates for each participant and item in the

experimental design. The models were fitted in a Bayesian framework using the R-package

brms (Burkner, 2017) with weakly informative priors and featured the following predictors:

Model M1 modelled acceptance of entailment as a function of the Inference factor

(Agree vs. Disagree vs. Target), the Relevance factor (Positive Relevance vs.

Irrelevance), and their interaction.

Model M2 built upon M1 but did not include the two-way interaction.
Model M3 built on M2 but did not include the Relevance factor.

Table 3 reports the performance of these models as quantified by Watanabe-Akaike

information criterion (WAIC) and the leave-one-out cross validation information criterion

(LOOIC).
Table 3. Model Comparison

LOOIC ALOOIC SE WAIC Weight
M1 1273.14 4.87 2.62 1266.0 0.058
M2 1269.99 1.73 0.90 1263.5 0.281
M3 1268.27 0 1262.0 0.661

Note. Weight = Akaike weight of LOOIC. Lower numbers of
LOOIC and WAIC indicate better predictive performance in light of
the trade-off between model fit and parsimony.

The information criteria displayed in Table 3 indicate that M3 was the winning model.

Hypotheses concerning the presence/absence of effects are tested here and below by setting

coefficients of the full model (M1) equal to zero. In this way, evidence in favour of, e.g., the

Ho that there is no main effect of Relevance can be quantified in terms of Bayes factors.

The fact that M3 was the winning model suggests that the participants’ entailment

judgments neither displayed a main effect of Relevance (b = 0.36, 95%-CI [-0.26, 1.01],

BFHon1 = 5.13) nor an interaction between Relevance and the Inference factor
(bDisagree:IrreIevance = -0.51, 95%-ClI [-1.34, 0.32], BFHQHl = 3.55; bTarget:IrreIevance = -0.26, 95%-
CI[-1.17, 0.63], BFHoH1 = 5.79). In contrast, strong evidence was obtained for the hypothesis

that the posterior probabilities of accepting the entailment in both the Disagree Baseline (b = -
2.22,95%-Cl [-3.19, -1.31], BFrom1 = 1.88 * 10®), and for the Target Inference (b = -1.31,
95%-ClI [-2.12, -0.52], BFHoH1 = 0.045), were substantially below the posterior probability of

accepting the entailment in the Agree Baseline. Figure 1 displays the posterior probabilities of

acceptance of entailment for each type of inference.
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Figure 1. Weighted posterior predictive probability of acceptance of entailment. ‘agree’ =
baseline for agreement; ‘disagree’ = baseline for disagreement; ‘target’ = inference to be
compared with the baselines. 'Probability’ on the y-axis indicates posterior probability of
accepting the entailment for a given inference. The posterior predictions of M1, M2, M3
have been weighted by their Akaike weight from Table 3 to produce this plot.

3.2.3 Discussion

As a manipulation check of the Dialogical Entailment Task, participants’ performance with
respect to two control items and two baselines were investigated. As expected, it was found
that the participants accepted the entailment for the Agree Baseline and the Entailment
Control Item and did not accept the entailment for the Disagree Baseline and the Scalar
Implicature control item. Having established this, we turned to the comparisons between the
Target Inference and the two baselines.

The results of Experiment 1 show strong evidence that participants have a lower
posterior probability of accepting the entailment for the Disagree Baseline and the Target
Inference than for the Agree Baseline. At the same time, the results indicate that participants
lack a strong preference with respect to the Target Inferences in either direction, with
posterior probabilities of acceptance of just above 50% at the group level. Since a main effect
of relevance and an interaction with the Relevance factor were not found, this lack of
preference concerning the Target Inference has to be accounted for on other grounds.

To further investigate participants’ performance with the Target Inference, Experiment
2 investigates the extent to which participants’ performance in the Dialogical Entailment task
is consistent with their probability assignments to conditionals with negation operators, across

relevance levels.
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3.3 Experiment 2: Cross-Task Consistency

Experiment 2 was split into two sessions separated by one week, which are reported
consecutively in this paper. The first session suffices to test the hypothesis that recent work in
linguistics on the contribution of ‘then’ in conditionals can adequately account for the
Relevance Effect (more on this below). The second session was introduced to compare
participants’ responses across sessions with the following cross-task consistency constraint
that ensures that probabilistic reasoning is consistent with deductive logic (Joyce, 2004;
Oaksford, 2014):

AEB only if P(B)>P(A)

Accordingly, the second session featured a replication of Experiment 1 ca. 1 week
later after the participants had assigned probabilities to conditionals with and without negation

operators, across relevance conditions.

3.3.1 Session 1: Negations, Then, and Probabilities

On the Meaning Contribution of ‘Then’

In latridou (1994), the dependency of the consequent on the antecedent is attributed to
the contribution of ‘then’. More specifically, latridou suggests that utterances of ‘if A, then C’
are equivalent to utterances of ‘if A, C” with the presupposition added that not all not-A
worlds are C worlds. On this view, the conditional “If it's sunny, then Michael takes the dog
to Pastorius Park” carries the assertion that "In every case in which it is sunny, Michael takes
the dog to the Pasterius Park™. In contrast the semantic contribution of then is to add the
presupposition that "Not in every case in which it isn't sunny does Michael take the dog to
Pastorius Park". According to latridou (1994), the presence of this presupposition in turn
accounts for why the following special conditional constructions do not allow for the presence

of ‘then’:

If John is dead or alive, (#then) Bill will find him.
Even if John is drunk, (#then) Bill will vote for him.
If I were the richest linguist on earth, (#then) I (still) wouldn’t be able to afford this

house.
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Similarly, it has been suggested in von Fintel (1994) that ‘then’ carries a separate meaning as
a conventional implicature, and the syntactic motivation for these proposals is thoroughly
discussed in Bhatt and Pancheva (2006).

In line with this, Biezma (2014) puts forward a general theory on the non-truth
functional meaning of ‘then’. The central claim is that ‘then’ operates at the level of discourse
structures by establishing an anaphoric relation between two discourse moves. As part of its
felicity conditions, it is claimed that non-temporal uses of ‘then’ require that two propositions
enter into a causal explanatory relationship, whereby the antecedent proposition provides a
reason for the consequent proposition. In paraphrase, when ‘then C” occurs alone, the
meaning conveyed is ‘C because of A’, where A may remain an implicit part of the
antecedent discourse.

One of the central advantages of the theories reviewed above is that apparently the
Relevance Effect of conditionals reported in Skovgaard-Olsen et al. (2016a) can be explained
by pointing to the occurrence of ‘then’ in the investigated stimulus materials (‘if A, then C”).%
This in turn would allow us to adopt the Lewis (1973), Stalnaker (1968), and Kratzer (1986)
framework to provide a semantics for ‘If A, C’ while predicting the influence of reason
relations on the evaluation of the felicity conditions of ‘if A, then C’, which in turn should
affect probability and acceptability evaluations. On this view, ‘if A, C* merely provides a
description of the worlds in the context set (to wit, that in the most similar A-worlds to the
actual world, C is also true), whereas ‘if A, then C’ establishes a causal, explanatory claim
whereby the antecedent provides causal information about the consequent.

Usually in psychology and philosophy, indicative conditionals are treated as a unit
consisting of an antecedent and a consequent joined by ‘if..., then...” (Johnson-Laird &
Byrne, 2002; Johnson-Laird, Khemlani, & Goodwin, 2015; Stalnaker, 1980). However, if
latridou (1994) von Fintel (1994), and Biezma (2014) are right, this tradition is mistaken in
holding that ‘if...then’ is a primitive unit of meaning. In this they are in agreement with Grice
(1989, pp. 63), who insisted that his preferred semantics of the natural language conditional
applies to ‘if A, C’, and that it is obvious that it would fail for ‘if A, then C’.

One central purpose of Session 1 of Experiment 2 is to test this conjecture.

The Negation Task
As a test of whether Iatridou (1994), von Fintel (1994), and Biezma’s (2014) theories
are able to account for the Relevance Effect, the Negation Task from Skovgaard-Olsen et al.

39 | thank Maria Biezma, Maribel Romero, and Eva Csipak for discussion.
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(2019a) was selected. In this task, participants are asked to assign probabilities to the
following conditionals across manipulations of the antecedent’s relevance for the consequent

(see below):

AFFIRMATIVE CONDITIONAL: ifA,C
WIDE-SCOPE NEGATION: = (if A, C)
NARROW-SCOPE NEGATION: if A, =C

where the negation operator takes a wide scope over the whole conditional in the first case,
and a narrow scope over only the consequent of the conditional in the second case.

However, while a previous version of the task featured conditionals with ‘then’ and
‘will’ in the consequents, a central goal of the present study was to investigate whether we can
replicate previous findings with conditionals without ‘then’ and ‘will’.

One of the central findings produced by the Negation Task is that the following
probabilistic version of the Negation Principle can only be maintained for Positive Relevance,
when the antecedent raises the probability of the consequent (AP > 0), because for
Irrelevance, where the antecedent leaves the probability of the consequent unaffected (AP =

0), the Negation Principle is systematically violated (Skovgaard-Olsen et al., 2019a):

THE NEGATION PRINCIPLE: -(ifA,C) e if A, =C
Probabilistic version: P(=(if A, C)) = P(if A, =C)

Yet, in Handley et al. (2006), the probabilistic version of the Negation Principle has been
taken to be a litmus test for the Suppositional Theory of conditionals, which explicates the
meaning of indicative conditionals in terms of the Ramsey test and the Equation, (P(if A, then
C) = P(C|A)), as outlined above.

3.3.1.1 Methods

Participants

The experiment was conducted using the internet platform Mechanical Turk.
Participants received a small amount of money in exchange for their participation. 141 took
part in Session 1 of the experiment. The same exclusion criteria were used as in Experiment 1.
The final sample for Session 1 consisted of a total of 78 people. Mean age was 38.4 years,
ranging from 20 to 72 years, 61.5% of the participants were female, and 70.1% of the
participants had an undergraduate degree or higher. The demographics of the participants

differed minimally before and after exclusion.
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Design

Session 1 implemented a within-subjects design. Three factors were individually
varied: Relevance (Positive relevance vs. Irrelevance), Priors (HH, HL, LH, LL) and Sentence
Type. The Sentence Type variable had five levels: two of these measured conditional
probability judgments (P(CJA), P(C|A)), the remaining measured probability assignments to
affirmative conditionals [P(if A, C)], their wide scope negation [P(=(if A, C)], and their
narrow scope negation [P(if A, =C)]. Each participant thus completed 40 within-subject

conditions in total.

Materials and Procedure

First, participants were given a brief general introduction:

In the course of the experiment we ask you to provide probabilities for various
sentences. To fill in your responses please use the slider, which you can click on.

Entering a number in the box will not work.

They were then presented with four practice items in random order. As practice items,
participants were asked to assign a probability on a scale from 0 to 100% to a categorical
sentence with an existential presupposition failure (e.g., “The queen of the USA is in her mid-
thirties”, which falsely presupposes that there is a queen of the USA) and its wide and narrow
scope negations. After this, participants were instructed to pay attention to subtle differences
in the wording of the sentences used for the rest of the experiment, such as whether they
contain words like 'not’, ‘false’, and 'if".

Each participant completed probability assignments for the eight experimental
conditions relating Relevance and Priors (Positive Relevance: HH, HL, LH, LL; Irrelevance
HH, HL, LH, LL) with the same counterbalancing and randomization procedure as in
Experiment 1. On the first page of each block, the scenario was displayed. For each of the
following five pages presenting the five sentence types in random order, the scenario was
repeated on the top of the page for reference in grey colour.

The items have been modified for the purpose of this study, however. Most
importantly, ‘then’ in the consequent was removed from all contents. This is to see whether
the traces of the reason relation reading are induced by ‘then’, as latridou (1994), von Fintel
(1994), and Biezma (2014) conjecture. Additionally, ‘will’ has been removed. The future
tense was replaced with present tense. The wording of the wide scope negation has been
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modified as well, compared to the Negation Task in Skovgaard-Olsen et al. (2019a). ‘It is not

the case that’ was replaced with ‘it is false that’.

3.3.1.2 Results

Probability Judgments

Like in Experiment 1, a set of mixed generalized regression models were fit to the data. The
models had crossed random effects for intercepts and slopes by participants and by
scenarios (Baayen, Davidson, and Bates, 2008) to control for the effect of replicates for
each participant and item in the experimental design. The models featured the following

predictors:

Model M4 modelled the ratings as a function of the DV factor, encoding the
three different types of conditionals (Affirm [if A, C], Wide [(if A, C)],
Narrow [if A, =C)], and the Relevance factor, encoding the two relevance
levels. The model also included the interaction of these two factors.

Model M5 built upon M4 but did not include the two-way interaction.
Model M6 built on M5 but did not include the Relevance factor.

In line with Experiment 1, these models were implemented in a Bayesian framework with
weakly informative priors, using R package brms (Birkner, 2017). Since the dependent
variable consisted of continuous proportions containing zeros and ones, the values were
first transformed to be within the [0,1] interval and a beta-likelihood function was used.

Table 4 reports the performance of these models as quantified by WAIC and LOOIC.

Table 4. Model Comparison

LOOIC ALOOIC SE WAIC Weight
M4 -4565.82 0 -- -4531.9 0.989
M5 -4555.03 10.79 7.10 -4519.9 0.005
Mé -4555.70 10.12 7.69 -4519.4 0.006

Note. LOOIC = leave-one-out cross-validation information criterion. WAIC =

Watanabe-Akaike information criterion. Weight = Akaike weight of LOOIC. Note

that information criteria can take both positive and negative values and that the

lowest value on the real line still indicates best fit.
The information criteria in Table 4 display a clear preference for M4. Consistent with this,
very strong evidence for a main effect of Relevance (bir = -1.17, 95%-CI [-1.41, -0.94],
BFor1 = -6.05 * 10°°%), the DV factor (bwide = -1.16, 95%-CI [-1.39, -0.92], BFoH1 = -8.7:

105 Dnarrow = -1.10, 95%-ClI [-1.34, -0.87], BFrors = 2.97 * 10%2), and the two-way
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interaction (bir-wide = 1.77, 95%-CI [1.41, 2.14], BFron1 = 2.51 * 107%%; bir:Narrow = 0.96,
95%-CI [0.65, 1.27], BFron1 = 4.04 * 10™°) were found. The interaction is illustrated in
Figure 2 with the characteristic cross-over of the lines representing Positive Relevance and
Irrelevance, which makes the wide-scope negated conditionals the highest rated for the

Irrelevance condition.
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Figure 2. Posterior mean estimates of M4.

In Appendix 1A, further analyses are reported with a comparative data set from
Skovgaard-Olsen et al. (2019a, Experiment 2), which differed from the present only in
involving conditionals featuring ‘then’ and ‘will” in the consequent. As the results show, very
strong evidence could be obtained for the Ho stating that there is no difference between the
two datasets for all main effects and interactions in which the ‘Experiment’ factor figured
(representing the identity of the two datasets). One central advantage of the present Bayesian
framework is that evidence in favour of Ho can be quantified in terms of Bayes factors,
whereas classical statistics only permits inferences about whether Ho could or could not be
rejected at the o = 0.05 level (Wagenmakers et al. 2018). In the present context, where
replications of the effects in Skovgaard-Olsen et al. (2019a, Experiment 2) without ‘then’ and

‘will” are tested, this makes Bayesian statistics ideally suited.

3.3.1.3 Discussion

Replicating Skovgaard-Olsen et al. (2019a, Experiment 2), it was found that there is a
strong interaction between negation operators and relevance conditions making wide scope
negated conditionals the highest rated conditionals in the Irrelevance condition (see Figure 2).
The analysis reported in Appendix 1A provide further support for the Ho that there were no

differences between the present data set and the dataset reported in Skovgaard-Olsen et al.
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(2019a, Experiment 2). Participants thus appear to treat the difference between ‘if A, C” and
‘if A, then C’ to be little more than a stylistic difference when assigning probabilities to [if A,
C], [if A, =C], and [(if, A, C)] across relevance levels. This in turn agrees with the notion in
Geis and Lycan (1993) that genuine conditionals can take the proform ‘then’ in their
consequents without change in meaning, in contrast to superficially similar constructions that

are not conditional in meaning, like so-called biscuit conditionals:*°

If you want any, there are biscuits on the sideboard
#1f you want any, then there are biscuits on the sideboard.

The replication of Skovgaard-Olsen et al. (2019a, Experiment 2) strongly suggests that it is
not the presence of ‘then’ that is driving the Relevance Effect. For instance, in both
experiments, the marked drop of the marginal means of [if A, C] from ca. 65% in the Positive
Relevance condition to ca. 35% in the Irrelevance condition was found, which was originally
reported in Skovgaard-Olsen et al. (2016a).

This tells against attempts to use accounts of the meaning contribution of ‘then’ along
the lines of latridou (1994), von Fintel (1994), and Biezma (2014) as an explanation for the
Relevance Effect. We can thus conclude that it is something about indicative conditionals, and
not about the presence of ‘then’ in the consequents, which gives rise to the expectation that
the antecedent is a reason for the consequent. In Skovgaard-Olsen et al. (2019a), several
linguistic categories at the interface between pragmatics and semantics were investigated and
accumulating evidence was presented that the Relevance Effect is produced by a conventional
implicature. Based on the present results, we can conclude that this conventional implicature
does not arise due to the presence of ‘then’ or ‘will” in the examined stimulus materials.

In both Skovgaard-Olsen et al. (2019a, Experiment 2) and the present experiment, it is
found that the probabilistic version of the Negation Principle can only be maintained for the
Positive Relevance condition. In contrast, this principle is systematically violated for the
Irrelevance condition in both experiments. While the affirmative conditional [if A, then C]
was rated the highest, and [—(if A, then C)] was rated the lowest, in the Positive Relevance
condition, this relationship switched in the Irrelevance condition with the affirmative
conditional being rated the lowest and [ (if A, then C)] being rated the highest. This is in
spite of the fact that the probabilistic version of the Negation Principle has been taken as a
litmus test for the Suppositional Theory of conditionals in Handley et al. (2006).

40 See latridou (1994), Biezma (2014), Bhatt and Pancheva (2006), and Zakkou (2017)
for further discussion.
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A further way of interpreting our results is that the relevance manipulation invites two
different resolutions of the ambiguity of the scope of the negation operator. To illustrate,
Bhatt and Pancheva (2006) point out that the following sentence is ambiguous between two
readings: "Mary doesn't yell at Bill if she is hungry". The two readings become salient with

the following continuations:

...but if she is sleepy.
...since hunger keeps her quit.

In the first continuation, "if she is hungry, Mary yells at Bill" is rejected and the conditional
"if she is sleepy, Mary yells at Bill" is accepted. In the second continuation, the conditional "if
she is hungry, Mary yells at Bill " is rejected and the conditional "If she is hungry, Mary does
not yell at Bill" is accepted.

One way of interpreting the interaction between the Relevance factor and the negation
operator for probability assignments, which was raised by one of the reviewers, is that
Positive Relevance and Irrelevance brings out this ambiguity in the scope of the negation
operator and that Irrelevance forces the wide-scope interpretation (in which both 'if A, then C'
and 'if A, then —C' are rejected) whereas Positive Relevance typically goes along with the
narrow-scope interpretation (according to which 'if A, then not-C' and ‘—(if A, then C)' are
equivalent). Further research will have to determine the merits of this interpretation. So far,
possible scope ambiguities like this are an underexplored topic in the psychology of
reasoning. However, their importance has recently been stressed by Over, Douven, and
Verbrugge (2013).

3.3.2 Session 2: Negations and Entailments

The Dialogical Entailment Task

A week later, the same participants from Session 1 were invited to participate in the
Dialogical Entailment task from Experiment 1.

Investigating participants’ entailment judgments with respect to the inferences from
Experiment 1 allows us to apply the following cross-task consistency constraint that ensures
that their probability judgments in session 1 are consistent with their entailment judgments in

session 2:

AEB only if P(B) > P(A)
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Hence, it holds for the inferences under investigation that they are licensed by

conformity to the inequality constraints outlined in Table 5:

Table 5. Applying the Cross-Task Consistency Constraint

Inference License
Agree Baseline if A, =C = =(if A, C) only if P(=(if A, C)) = P(if A, =C)
Disagree Baseline ifA,CEIifA -C only if P(if A, =C) = P(if A, C)
Target —(if A C) =ifA —C only if P(if A, =C) = P(—(if A, C))

Based on the results from Session 1, it is very clear that the participants have acquired
a license to accept the Agree Baseline inferences and that the participants do not have a
license to accept the Disagree Baseline inferences. Matters are, however, less clear when it
comes to the Target inference. The reason is the interaction with Relevance and the negation
operator that was found, which lead to violations of the probabilistic version of the Negation
Principle for the Irrelevance condition. More specifically, in Session 1 it was found for the
Positive Relevance condition that P(—(if A, C)) = P(if A, =C). Yet, for the Irrelevance
condition it was found that P(=(if A, C)) > P(if A, =C), at the group level. According to
Table 5, the participants are in other words only licensed to accept the Target Inference for the
Positive Relevance condition. If, however, participants accept the Target Inference for the
Irrelevance condition, then it would lead to violations of the above cross-task consistency
constraint that ensures that probabilistic reasoning is consistent with deductive logic (Joyce,
2004; Oaksford, 2014). A central purpose of Session 2 is to investigate whether participants

violate this cross-task consistency constraint for the Target Inferences.

3.3.2.1 Method

Participants

Unless otherwise noted, session 2 of Experiment 2 resembled Experiment 1. Only
participants who had taken part in Session 1, and had not been excluded by the exclusion
criteria in Session 1, were invited to take part in Session 2 one week later. 57 participants took
part in Session 2. The participants were paid a small amount of money for their participation
and a bonus of 1$ for having taken part in both sessions.

Two sets of responses of Session 2 had to be excluded due to double participation. The
final sample consisted of 55 participants. Mean age was 38 years, ranging from 22 to 72,
61.8% of the participants were female; 69% indicated that the highest level of education that
they had completed was an undergraduate degree or above.
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Design
Session 2 had the same experimental design as Experiment 1. In total, the participants

were thus presented with 24 within-subject conditions.

Materials and Procedure
Like in Session 1, each participant worked on one randomly selected scenario for each
of the 8 prior x relevance within-subject conditions. The task in Session 2 followed the

procedure of Experiment 1 and used the same materials.

3.3.2.2 Results

Entailment Judgments
To examine the ratings of entailment for the three types of inferences, we relied on the same

set of mixed generalized linear models as in Experiment 1:

Model M7 modelled participants’ acceptance of an entailment (1 vs. 0) as a function
of the Inference factor (Agree Baseline vs. Disagree Baseline vs. Target Inference),
the Relevance factor (Positive Relevance vs. Irrelevance), and their interaction.
Model M8 built upon M7 but did not include the interaction.

Model M9 built upon M8 but did not include the Relevance factor.

Table 6 reports the performance of these models as quantified by WAIC and LOOIC.

Table 6. Model Comparison
LOOIC  ALOOIC  SE WAIC Weight

M7 1460.19 0 -- 1455.9 0.847
M8 1464.66 4.47 5.45 1460.3 0.091
M9 1465.41 5.22 6.13 1461.0 0.062

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike
weight of LOOIC.

The information criteria displayed in Table 6 favour M7 indicating that there was an
interaction making the Target Inferences slightly higher rated in the Positive Relevance
condition than in the Irrelevance condition (b = 0.96, 95%-CI [0.26, 1.66], BFHon1 = 0.25).
But no main effect of Relevance could be found (b =-0.25, 95%-CI [-0.78, 0.28], BFHoH1 =
7.25). In contrast, very strong evidence in favour of a main effect of the Inference factor could
be obtained. Both the posterior probabilities of accepting the entailment in the Disagree
Baseline (b = -2.80, 95%-CI [-3.63, -2.02], BFron1 = 5.73 * 10*%) and for the Target
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Inference (b = -2.20, 95%-ClI [-2.86, -1.59], BFon1 = 5.96 * 10°1°) were substantially below

the posterior probability of accepting the entailment in the Agree Baseline, as displayed in
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Figure 3. Weighted posterior predictive probability of acceptance of entailment. ‘agree’ =
baseline for agreement; ‘disagree’ = baseline for disagreement; ‘target’ = inference to be
compared with the baselines. The large dots indicate the posterior probability of accepting
the entailment for a given inference. The little dots and triangles indicate the predicted
acceptance based on the majority assignment of latent classes in session 1 (see Appendix
B). The posterior probabilities of M7, M8, and M9, were weighted by the Akaike Weights
from Table 6 to produce this plot.

As outlined in Appendix 1B, a Bayesian mixture model was applied to identify latent
classes for whether the participants possessed a license to accept the entailments in session 2
based on the cross-task consistency constraint in Table 5 and their performance in Session 1.
Figure 3 displays the predicted acceptance of entailment based on the assignments of latent
classes of inference licenses in session 1 as little dots and triangles. The prediction assumes
that P(acceptance of entailment) = 1 — P(missing license). It was found that the central
tendency in the posterior probability of acceptance of entailment in session 2 was highly
correlated with the predicted acceptance based on the majority assignment of latent classes in
session 1, r = 0.84, t(4) = 3.13, p = 0.035.*! The main exception was the unused license for
accepting the Target Inference in the Positive Relevance condition. Here the majority
response (n = 33) would predict an 87% posterior probability of acceptance of the entailment
in session 2 (see Figure 3). In contrast, the participants’ actual responses were more in line
with the minority response (n = 22) of having a posterior probability of 46% of acceptance of

the entailment in this condition.

41 Using a weighted average of both latent classes yields: r = 0.79, t(4) = 2.64, p = 0.058.
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3.3.2.3 Discussion

It was found that while the participants had a higher posterior probability of accepting
the entailment with the Target Inference than in the Disagree Baseline, the participants had a
lower posterior probability of accepting the entailment with the Target Inference than in the
Agree Baseline. Like in Experiment 1, participants’ performance at the group level appears to
exhibit a lack of preference concerning the Target Inference with a posterior probability of ca.
50% of accepting the entailment. In contrast to Experiment 1, an interaction between the
Relevance and Inference factor was found, rendering M7 the preferred model. This interaction
may have been the result of being exposed to the stimulus materials in Session 1 one week
earlier, and it indicates a slight decrease in posterior probability of the entailment in response
to the Target Inferences with irrelevance items.

Applying the cross-task consistency constraint from Table 5, we can observe that
while it is consistent for participants to accept the entailment in the Agree Baseline in Session
2 following their Session 1 responses, it would have violated the cross-task consistency
constraint, if the participants had accepted the Target Inference. Since the participants did not
show a strong preference for accepting the Target Inference, they did not exhibit gross
violations of the cross-task consistency constraint, even in the Irrelevance condition.

As shown in Figure 3, the participants’ conformity to the Negation Principle for
positive relevance items in session 1 of Experiment 2 gave them a license to accept the Target
Inference in the Positive Relevance condition in session 2. Yet, the participants displayed a
similar lack of preference with respect to the Target Inference in the Positive Relevance
condition as in the Irrelevance condition. On closer inspection, however, it would have
appeared problematic, if the participants had selectively exploited this license by disagreeing
with Louis’ objection for the Target Inference in the Irrelevance condition while agreeing
with Louis’ objection for the Positive Relevance condition. Doing so would have required that
the participants agreed that Samuel’s statements cannot both be true when seeing one type of
item while accepting that they can both be true, when seeing a different type of item. In the
first case, participants would have had to accept that there are no models satisfying the
premise and the negation of the conclusion while agreeing, in the second case, that there are

such models.
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3.4 Experiment 3: Preclusion of Joint Acceptance

Some of the open-ended explanations of why the participants agreed/disagreed with

Louis in Experiment 1 indicated that there may be differences in how the participants parse

wide-scope negations. Table 7 outlines some of these readings:

Figure 7. Examples of Different Readings of Negation Operator in Experiment 1

Samuel:
It is false that if A, C.

....but it would be wrong to think that if A, not-C

Negation of antecedent

If not A, C.
If not A, not-C.

Lucas Scenario
“...the first one says if
Lucas professor is not
employed by the university
he is attending that he
meets the deadline. The
second sentence implies if
Lucas professor is not
employed by the university
he is attending that he
[d]oes not meet the
deadline...”

Narrow-scope

If A, not C.
If A, not (not-C).

Maria Scenario
“First he says if
Maria visits
Adrian it's false
that Craig would
be jealous. Then
he says, it would
be wrong to think
that her visit does
not make Craig
jealous.”

Mixture

If not A, C.
If A, not (not-C).

Julia Scenario
“it's true that if
she's not having
surgery. she loses
weight. It's also
right that if she's
having surgery,
she loses weight.
Either way she
can lose weight.
same thing.”

Heuristic to reduce complexity
Itisfalse-that #A, C.
that #A, not-C.

Martin Scenario

“Both statements start with False or
Wrong, so you take the reverse of the
statement, and they both say Martin
is raising his hand discreetly, so you
can disregard that portion of the
statements. The second half of each
statement, therefore, so the opposite
of each other - the first one says he
gets the attention of the waitress, the
second one says he does not...*

Note. Examples of open-ended responses from Experiment 1, used here for exploratory purposes.

Faced with such a variety of different ways of parsing the sentences, Experiment 3

sought to fix the parsing of the sentences through Louis’ objections. This time, Louis’

objection interprets the wide-scope negations in Samuel’s statements as categorical rejections

of conditional statements. Accordingly, Louis’ objection to the Target Inference now takes the

form of that Samuel cannot both reject “if A, C” and reject “if A, =C” at the same time.

Another side-effect of this reformulation is that whereas the original formulation of the

task concerns the more traditional semantic question of whether the premise and the negation

of the conclusion of an inference can be true at the same time, the reformulated version

concerns rational acceptability/assertability and whether warrant to assert the premise

precludes a warrant for denying the conclusion. Preservation of rational acceptability from the

premises to the conclusion has traditionally been associated with the pragmatics of making

assertions. However, there have also been attempts to replace classical notions of logical

consequence with more use-oriented notions of inference based on rational
assertability/acceptability (Tennant, 2002; Khlentzos, 2004). E.g., in Yalcin (2012), a
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consequence relation is defined based on that no information state that accepts the premises

can fail to accept the conclusion, to model epistemic content.

3.4.1 Method

Participants

A total of 124 people from USA, UK, Canada, and Australia took part in the Online
study, which was run on Mechanical Turk. The same exclusion criteria were used as in
Experiment 1. Since some of these criteria were overlapping, the final sample consisted of 87
participants. Mean age was 41 years, ranging from 23 to 71, 56% of the participants were
female; 79% indicated that the highest level of education that they had completed was an
undergraduate degree or above. Applying the exclusion criteria had only slight effects on the
demographic variables.

Design
Experiment 3 had the same experimental design as Experiment 1. In total, the

participants were thus presented with the same 24 within-subject conditions.

Materials and Procedure

Experiment 3 followed the procedure of Experiment 1 and used the same materials.
The only differences were that 1) the participants were instructed that Louis accuses Samuel
of making two claims that he cannot assert at the same time, 2) Louis’ objections were
replaced by the objections in Table 8, 3) the participants were cautioned not to conflate
agreeing/disagreeing with Samuel’s statements and with Louis’ objections, and 4) that the
participants read Samuel’s assertions on a separate page before processing Louis’ objections.
When presenting Louis’ objections, Samuel’s statements and the scenario texts were

displayed as reminders in grey at the top of the page.

Table 8. Louis’ Acceptability Objections

Target Inference Disagree Baseline Agree Baseline
Samuel: Samuel: Samuel:
Itis FALSE that IF A, C IFA C IF A, not-C
...But it would be WRONG to think ...But it would be WRONG to think ...But it would be
that if A, not-C that IF A, not-C CORRECT to think that IF
A C
Louis: Louis: Louis:
Wait, you cannot both reject that: Wait, you cannot both accept that: Wait, you cannot both
“IF A, C” “IF A, C” accept that:
and reject: and reject: “IF A, not-C”
“IF A, not-C” “if A, not-C” and accept:
at the same time! at the same time! “irA,C”

at the same time!
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Note. In the experiment, the words “accept” and “reject”, which are marked in bold here, were made salient
through a blue color to the participants. Here the structure of the objections is illustrated; in the actual
experiment the propositional letters A and C were filled out with the same naturalistic scenarios as in

Experiment 1.

3.4.2 Results

The same type of analysis was applied as in Experiment 1 with the following models:

Model M10 modelled acceptance of entailment as a function of the Inference

factor (Agree vs. Disagree vs. Target), the Relevance factor (Positive Relevance

vs. Irrelevance), and their interaction.

Model M10 built upon M11 but did not include the two-way interaction.
Model M12 built on M11 but did not include the Relevance Factor.

Table 9 reports the performance of these models as quantified by WAIC and LOOIC.

Table 9. Model Comparison

LOOIC ALOOQIC SE WAIC Weight
M10  2130.94 0 -- 2122.3 0.452
M11 2132.63 1.70 3.72 2124.2 0.194
M12 2131.42 0.49 3.76 2123.1 0.354

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike

weight of LOOIC.

As the information criteria suggest, the full model, M10, was the winning model, but

the edge given to this model was very slight as witnessed by the intermediary Akaike weights

given to all models. In line with this, no main effect of relevance could be found (b = 0.09,

95%-CI [-0.43, 0.61], BFHon1 = 10.5), and the Relevance factor was also not involved in an
interaction (bDisagree:IrreIevance = 0.13, 95%-ClI [-0.50, 0.74], BFron1 = 8.42; bTarget:IrreIevance =
-0.46, 95%-CI [-1.09, 0.16], BFHon1 = 3.2). Like in the previous studies, strong evidence could

be obtained that the posterior probability of accepting the entailment in the Disagree Baseline
was below the Agree Baseline (b = -2.54, 95%-CI [-3.28, -1.84], BFnon1 = -2.36 * 10%). In
contrast, there was now only anecdotal evidence for a difference between the Target Inference
and the Agree Baseline (b =-0.57, 95%-CI [-1.06, -0.07], BFHon1 = 0.92). These findings are

illustrated in Figure 5, which displays the weighted predictive posterior probabilities of all

three models, when collapsing across the Relevance factor.
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Figure 5. Weighted posterior predictive probability of acceptance of entailment. ‘agree’ =
baseline for agreement; ‘disagree’ = baseline for disagreement; ‘target’ = inference to be
compared with the baselines. The posterior probabilities of M10, M11, and M12, were weighted
by the Akaike Weights from Table 9 and collapsed across the Relevance factor to produce this
plot.

3.4.3 Discussion

It is striking that only anecdotal evidence could be obtained for a difference between the
Target Inference and the Agree Baseline in Experiment 3. This indicates that participants
accept the entailment of the Target Inference when Louis’ objection is presented as in
Experiment 3. Experiment 3 thereby documents a facilitation effect compared to Experiments
1 and 2, where only a lack of preference with respect to the Target Inference could be found
(with posterior probability of accepting the entailment around 50%). Apparently, fixing the
parsing of the negation operator (as a wide-scope rejection of the whole statement), and
changing the task to judging preservation of rational acceptability, has the effect of rendering

the Target Inference acceptable to the participants.

3.5 General Discussion

In this paper, evidence was found against an unrestricted adoption of the Negation
Principle both in its probabilistic version — with and without ‘then’ and ‘will’ in the examined

conditionals — as well as against its truth-conditional version in an entailment task.

THE NEGATION PRINCIPLE: —(if A, then C) & if A, then =C
Probabilistic version: P(=(if A, then C)) = P(if A, then =C)

This principle has, however, played a prominent role in the psychological literature, where it
has been cited by proponents of the Suppositional Theory of conditionals as a litmus test of
their theory (Handley et al, 2006). In addition, the principle has played a role in the possible-
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worlds account of conditionals that is popular in linguistics (Stalnaker, 2011). The Negation
Principle is moreover accepted by Adams (1998, p. 270) and certain three-valued logics of
conditionals in philosophy (e.g., Cantwell, 2008a). Moreover, it follows from accounts
emphasizing the connections between conditionals, subjective probability, and conditional
bets based on de Finetti truth tables (Baratgin, Over, & Politzer 2013; Baratgin, Politzer,
Over, & Takahaschi, 2018).

The probabilistic version of the Negation Principle is violated due to an interaction
between the reason relation of indicative conditionals and the negation operator, which
strongly affect their probabilities. The evidence suggests that participants only conform to this
principle for Positive Relevance conditions; for Irrelevance it is systematically violated.

The significance of the violation of the Negation Principle for its probabilistic version
both with and without ‘then’ and ‘will’ is that it rules out an explanation of the Relevance
Effect in Skovgaard-Olsen et al. (2016a) as based on the non-truth conditional contribution of
the discourse marker ‘then’, along the lines of latridou (1994), von Fintel (1994), and
Biezma’s (2014). Had the Relevance Effect been due to the influence of ‘then’ in the
investigated materials, we would expect the effects on probability evaluations of the contrast
Positive Relevance (AP > 0) vs. Irrelevance (AP = 0) to go away once conditionals without
‘then’ in the consequent were investigated. But this turned out not to be the case; in fact, it
was found that the results on the Negation task in Skovgaard-Olsen et al. (2019a) could be
exactly replicated without the occurrence of ‘then’ (and ‘will”) in the consequent (see
Appendix 1A). This suggests that as far as probabilistic relevance effects are concerned, there
1s no difference between ‘if A, C’ and ‘if A, then C will be the case’.

In Experiments 1 and 2, it was found that the participants do not have strong
preferences concerning the Target Inference [(if A, C) & if A, =C], which is also required
by the Principle of Conditional Excluded Middle (CEM).

Conditional Excluded Middle (ifA, C) v (if A, =C)

In a famous dispute between Lewis (1973) and Stalnaker (1980), Stalnaker defended this
principle while making the concession that in practice issues of vagueness introduce ties in
which possible worlds are most similar to the actual world. As a result, situations may arise
where neither [if A, C] nor [if A, =C] can be treated as true for practical purposes, although
the inference principle of Conditional Excluded Middle continues to remain valid on the
idealized theory. Bacon (2015, 2019) argues that while there is a dispute among Stalnaker and

Lewis about the status of the principle of Conditional Excluded Middle for subjunctive
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conditionals, the principle is self-evident for indicative conditionals. Indeed, Bacon (2019, p.
20) proposes to treat the validity of the principle of Conditional Excluded Middle as: “a piece
of data that any account of indicatives ought to be able to accommodate, not a controversial

principle like its subjunctive cousin”.*?

In contrast, Khemlani, Orenes, and Johnson-Laird (2014) hold that [if A, then C] and
[if A, then —=C] make contrary but not contradictory assertions, because it is possible for both
of them to be false. Interestingly, the data in Experiments 1 and 2 suggest that the participants
do not treat the Target Inference [—(if A, C) & if A, =C] as a valid entailment in relation to
indicative conditionals. Yet, both the Negation Principle and the principle of Conditional
Excluded Middle require the Target Inference to be valid.

At the same time, a facilitation effect was found in Experiment 3 indicating that the
participants do accept the Target Inference when the parsing of the negation operator is fixed
(as a wide-scope rejection of the whole statement) and the task is changed to judging
preservation of rational acceptability, instead of preservation of truth. The implication appears
to be that while our results are not supportive of the entailment of the Target Inference when
validity is judged by classical logic, the Target Inference would fare better on consequence
relations based on preservation of acceptance, like the one expounded in Yalcin (2012).

Grice (1989, p. 80-83) discusses the possibility of using a denial of conditional as a
refusal to assert the conditional in question, but not because it does not represent the facts. To
illustrate: “to say “It is not the case that if X is given penicillin, he will get better” might be a
way of suggesting that the drug might have no effect on X at all” (p. 81). Similarly, Adams
(1998, p. 270) points out that “to assert “It is not the case that if ¢, then y”” can mean that “If
@, then y” isn’t probable enough to be asserted”. Accordingly, the fact that P(=(if A, C))
received the highest value in the Irrelevance condition in Session 1 of Experiment 2 could be
taken as an indicator that the participants treat both [if A, C] and [if A, =C] as unassertable.
From this perspective, it is, however, strange that the participants would not permit Samuel to
deny both [if A, C] and [if A, =C] in Experiment 3, where the facilitation effect was found.
One possibility is that the participants were reacting to the oddity of why Samuel would

connect unrelated sentences such as “Mark is wearing socks” and “Mark’s TV is working”

42 Part of Bacon’s (2019) theoretical argument for the Principle of Conditional Excluded

Middle for indicative conditionals relies on Adams' thesis (P(if A, C) = P(C|A) for simple
conditionals). However, Adams' thesis has already been shown to break down for missing-
link conditionals in Skovgaard-Olsen et al. (2016a), which is a result that the data from
Session 1 (Experiment 2) replicated for bare indicative conditionals without ‘then' and ‘will' in
the consequent.
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out of the blue in sentences, if he did not presuppose that they were supposed to be connected.
In retrospect, it might have been better to let a neutral interlocutor assert the missing-link
conditionals, and have Samuel react to these assertions by denials, instead of making Samuel
the originator of the missing-link items. Future research will have to determine whether the
facilitation effect is robust with respect to such variations.

Finally, the participants’ cross-task consistency was examined in Experiment 2 by
investigating whether the participants accepted entailments for which they had no license
based on their probability assignments one week earlier. It was found that this was not the
case, but that the participants did have an unused license to endorse the Target Inference for
the Positive Relevance condition. On closer inspection, it was found, however, that by using
this license, participants would have had to adopt the doubtful cognitive state of, on the one
hand, accepting that there are no models satisfying the premise and the negation of the
conclusion (when responding to the positive relevance items) while agreeing, in the second
case, that there are such models (when responding to irrelevance items).

A further contribution of the present paper consists in the introduction of a novel
experimental task for investigating participants’ acceptance of entailments, which avoids the
pitfalls of previous research into deductive reasoning identified in Evans (2002). In line with
work by Stenning and van Lambalgen (2008) on deductive logic being most suited for
adversial contexts, and with work on the argumentative nature of logical norms for rational
beliefs in Skovgaard-Olsen (2017a), the Dialogical Entailment Task proposes to investigate
participants' acceptance of entailments in argumentative contexts.

In this paper, the Dialogical Entailment Task was put to use to investigate the
participants' acceptance of a Target Inference [(if A, C) & if A, =C] across relevance levels.
While relevance did play a role on some of the open-ended responses in Experiment 1 of why
the participants had agreed/disagreed with Louis (which were used here only for exploratory
purposes), in general strong effects of relevance were not found in the entailment task (as
opposed to the probabilistic Negation Task). Similarly, no relevance effects on the examined
and-to-if entailment judgments were found in Skovgaard-Olsen et al. (2019b), echoing the
lack of relevance effects for truth-value judgments in Skovgaard-Olsen et al. (2017).

There is room for improvements of the Dialogical Entailment Task in future studies.
One obvious way of improving it would be to elicit the counterexamples produced by
participants who do not accept a given inference principle. Furthermore, alternative
entailment relations to the classical notion of logical validity could be tested. In Experiment 3

one such variant was investigated (i.e., preservation of rational acceptability), but many
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further kinds exist. For instance, versions of the Dialogical Entailment Task implementing p-
validity could be investigated (e.g., by having Samuel assign high probabilities to the
premises of an inference and a low probability to its conclusion). Furthermore, Cantwell
(2008b) recommends using preservation of non-falsity as a notion of validity for three-valued
logic. Finally, Chemla, Egré, and Spector (2017) and Chemla and Egré (2018) have
investigated an even more general family of entailment relations for many-valued logics by,
inter alia, exploiting the possibility of exhaustively investigating all possible truth tables
through computer-aided search.

These developments indicate the importance of extending the Dialogical Entailment
Task to further types of entailment relations, in particularly when three-valued truth tables of
indicative conditionals are investigated, such as in Baratgin et al. (2018).

3.6 Conclusion

Given that intuitive entailment judgments arguably make up one of the primary
sources of data for semantic theories, it would be desirable to have a substantive body of
empirical data surveying the entailment judgments of ordinary people. In this paper, a novel
Dialogical Entailment Task was developed to obtain data of participants’ intuitive entailment
judgments in the aftermath of the methodological criticism in Evans (2002) of a previous
deductive paradigm in the psychology of reasoning.

Combining this task with participants probability assignments across relevance
conditions, evidence was reported against the Negation Principle [-(if A, then C) & if A,
then —C] both in its probabilistic version — with and without ‘then’ and ‘will’ — as well
against its truth-conditional version. In its probabilistic version, it was found that the Negation
Principle was only conformed to for positive relevance items; for irrelevance items it was
systematically violated. As an inference principle concerning truth-preservation from the
premises to the conclusion, it was found that the participants did not have strong preferences
in either direction (Experiments 1, 2). Yet, when the entailment task was posed using
preservation of rational acceptability, while disambiguating potential scope ambiguities, a
facilitation effect was found (Experiment 3).

The Relevance Effect reported in Skovgaard-Olsen et al. (2016a) was found using
indicative conditionals containing neither ‘then’ and ‘will” in the consequent as stimulus
materials. Consequently, it is possible that these results could be completely accounted for
based on the meaning contribution of ‘then’ advanced in latridou (1994), von Fintel (1994),

and Biezma (2014). Against such an account, it was found that the strong interaction for
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probability evaluations between relevance and the negation operator reported in Skovgaard-
Olsen et al. (2019a) could be completely replicated using indicative conditionals without
‘then’ (and ‘will’) in the consequents. We can therefore conclude that it is not the presence of

‘then’ in the investigated stimulus materials that is driving the Relevance Effect.
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Appendix 1A: Comparison with Skovgaard-Olsen et al. (2019a)

As part of the analysis of Experiment 2, the data from its participants were compared
to the data from Skovgaard-Olsen et al. (2019a, Experiment 2), which is publicly accessible at

the Open Science Framework: https://osf.io/hz4k6/.

Like Experiment 2 of this paper, Skovgaard-Olsen et al. (2019a) conducted their
experiment over the Internet using Mechanical Turk and sampling from USA, UK, Canada,
and Australia. 105 people participated in the experiment in exchange for a small payment.
The exclusion criteria were the same as in Experiment 2 of this paper. The final sample
consisted of 67 participants. Mean age was 41.3 years, ranging from 23 to 71 years; 41.8 % of
the participants were male; 68.7 % indicated that the highest level of education that they had
completed was an undergraduate degree or higher. The sample differed only minimally on the

demographic variables above before and after applying the exclusion criteria.
Results
Experiment 1 and 2

To investigate whether the findings from Skovgaard-Olsen et al. (2019a, Experiment 2)
could be replicated with conditionals without ‘then’ and ‘will’ in the consequent, a set of
mixed linear models were fitted to the data. The models had crossed random effects for
intercepts and slopes by participants and by scenarios (Baayen, Davidson, & Bates, 2008)
to control for the effect of replicates for each participant and item in the experimental
design. To investigate whether a replication of the previous results was possible without
'then" and 'will', the models included an ‘Experiment’ factor that indicated whether the data
originated from Skovgaard-Olsen et al. (2019a) and included ‘then’ and ‘will’ (Exp 1), or
whether the data came from the present replication without ‘then’ and ‘will” (Exp 2). The

models featured the following predictors:

Model M1A modelled the ratings as a function of the DV factor, encoding the
three different types of conditionals (Affirm [if A, C], Wide [(if A, C)],
Narrow [if A, =C)], the Relevance factor, encoding the two different relevance
levels, and of the Experiment factor (Expl vs. Exp2). The model also included
all the interactions between these three factors.

Model M2A built upon M1A but did not include the three-way interaction

between DV, Relevance, and Experiment.


https://osf.io/hz4k6/
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Model M3A built upon M2A but did not include the two-way interaction
between DV and Experiment.

Model M4A built upon M3A but did not include the two-way interaction
between Relevance and Experiment.

Model M5A built upon M4A but did not include a main effect of the
Experiment factor. M5A thus effectively eliminated the Experiment factor from
the model of the two data sets.

In line with the previous studies, these models were implemented in a Bayesian
framework with weakly informative priors, using R package brms (Burkner, 2017). One
advantage of the Bayesian framework is that it allows us to quantify the evidence in
favour of the null-hypothesis in terms of Bayes factors, whereas classical statistics would
only have allowed us to conclude that Ho could not be rejected (Wagenmakers et al.
2018). Since the dependent variable consisted of continuous proportions containing zeros
and ones, the values were first transformed to be within the interval [0,1] and a beta-
likelihood function was used.*® Table 1A reports the performance of these models as
quantified by WAIC and LOOIC.

Table 1A. Model Comparison

LOOIC ALOOIC SE WAIC Weight
M1A -8564.17 3.74 3.70 -8496.1 0.078
M2A -8564.06 3.85 2.74 -8497.4 0.074
M3A -8565.73 2.18 1.68 -8498.4 0.170
M4A -8565.78 2.13 1.55 -8500.2 0.175
MS5A -8567.91 0 - -8501.2 0.505

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike weight
of LOOIC.

Table 1A indicates that M5A was the winning model. Consistent with this, evidence of
varying degrees could be obtained in favour of the null-hypotheses which set the
coefficients of these fixed effects equal to zero for all effects involving the Experiment
factor, reflecting the fact that the 95% credible interval in all cases crossed zero. For the
three-way interaction, strong evidence in favour of the null-hypothesis was found
(bir:Narrow:Exp2 = -0.29, 95%-CI [-0.71, 0.13], BFHon1 = 19.0; b_ir:wide:exp2 = -0.22, 95%-Cl
[-0.76, 0.32], BFHoH1 = 26.61). For the two-way interaction between DV and Experiment,

strong evidence in favour of the null-hypothesis was found (bnarrow:exp2 = 0.25, 95%-ClI [-

43 Note that in Skovgaard-Olsen et al. (2019a), a zero-or-one inflated beta likelihood

function was used to report a similar qualitative pattern as in Figure 1A below. Both are
compromise solutions when modelling continuous proportions containing zeros and ones.
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0.05, 0.55], BFtoH1 = 16.23; b_wide:exp2 = 0.05, 95%-Cl1 [-0.26, 0.37], BFHoH1 = 58.32).
For the two-way interaction between Relevance and Experiment, strong evidence in
favour of the null-hypothesis was found (bir:exp2 = 0.10, 95%-CI [-0.23, 0.44], BFHoH1 =
47.46). For the main effect of Experiment, strong evidence in favour of the null-
hypothesis was found (b_gxp2 = -0.10, 95%-CI [-0.31, 0.11], BFHoH1 = 57.38).

0.7

06 Relevance
> - Positive Relevance
E 05 -@- Irrelevance
% .
Q -
g 04 Experiment

— Exp1
0.3 - Exp2
DVa DVb DVc
DV

Figure 1A. Predictive posterior means from M1A, M2A, M3A, M4A, M5A
weighted by the Akaike weights from Table 1A. 'Expl' = conditionals with
'then' and 'will'; 'Exp2' = conditionals without 'then' and 'will'. ‘DVa’ =
affirmative conditional; ‘DVb’ = wide scope negation; ‘DVc¢’ = narrow scope.

As Figure 1A indicates, the estimated marginal mean posterior probabilities across

experiments were almost identical for all six measures.
Appendix 1B: Bayesian Mixture Model

It was assumed that participants’ responses came from a mixture distribution consisting of a
group of participants, who had a license to accept a given entailment in session 2 of
Experiment 2 based on their probability assignments in session 1 (e.g., accepting the
entailment “—(if A, C) E if A, =C” after conforming to the inequality “P(if A, =C) > P(=(if
A, C))” in session 1), and a group of participants who lacked such a license (e.g., conforming
to “P(if A, =C) < P(=(if A, C))” in the first session 1). The upper half of Table 1B below

displays the license and inference pairs:
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Table 1B. Applying the Cross-Task Consistency Constraint

Inference License
Agree Baseline if A, -C £ =(if A, C) only if P(=(if A, C)) = P(if A, =C)
Disagree Baseline ifA,CkEifA -C only if P(if A, =C) > P(if A, C)
Target Inference =(if A, C) =if A, =C only if P(if A, =C) > P(=(if A, C))

P(missing license)
Positive Relevance Irrelevance

Agree Baseline ¢ -0.54 [0.50,0.61] -0.22[0.13,0.32]  ¢-0.53[0.50,0.59] -0.097 [0.04, 0.17]
Disagree Baseline ¢ -0.80 [0.71,0.87]  w-0.48[0.43,0.50]  ¢-0.56 [0.50, 0.66] y-0.34 [0.22, 0.46]
Target Inference ¢ -0.54 [0.50, 0.61]  -0.13[0.05,0.22]  ¢-0.68 [0.55,0.80] -0.31[0.19, 0.43]

P(acceptance of entailment) = 1 - P(missing license)

Agree Baseline 0.46 0.78 0.47 0.90
Disagree Baseline 0.20 0.52 0.44 0.66
Target Inference 0.46 0.87 0.32 0.69

Note. The 95%-credible intervals for the parameter estimates are listed in square brackets. The bottom row
indicates the predicted posterior probabilities of acceptance of the entailments based on the latent classes in session
1. The grey boxes in the bottom row indicate the modal session 1 classification (n = 33).

To classify participants into two latent classes, the prior recommendations and
Bayesian mixture models in Lee and Wagenmakers (2014) were followed. Essentially,
information or ignorance regarding the model parameters is represented by prior
distributions. The observed data is then used to update our knowledge about the parameters,
resulting in posterior parameter distributions (Kruschke, 2014; Lee & Wagenmakers, 2014;
Skovgaard-Olsen et al. 2019b). As shown in Table 2B, participants’ conformity to/violation of
a given inequality (e.g., the Target Inference license) was modelled as produced by binominal
rate parameters that come from two distributions (the ¢;j distribution that was constrained to be
above 0.5 or the y; distribution, which was constrained to be below 0.5). An uninformed
indicator variable (z;;) classified which distribution a given participant belonged to in a given
experimental condition. Based on the posterior probabilities of the indicator variables z;;,
each individual was classified per condition as possessing or lacking an inference license.
Since Positive Relevance and Irrelevance were modelled separately, and there were three
types of inference licenses (see Table 1B), six binominal rate parameters were assigned to a
given participant based on four trial replications (HH, HL, LH, LL). Identifiability was
ensured by applying the constraint that the two binominal rate parameters were identical
across participants for the two latent classes for a given DV. The lower half of Table 1B lists

the estimated parameters.



Table 2B. Bayesian Mixture Model

k i people

/

j DVs

N

zij ~ Bernoulli(0.5)
¢j ~ beta(1,1)T(0.5,1)
wj ~ beta(1,1)T(0,0.5)

pjifz;=1

kij ~ Binominal(0ij,n)

/

Note. beta(1,1)T(0.5, 1) indicates that the beta-distribution with the shape-parametersa =1 and f =1
is truncated to only take values from the interval [0.5, 1]. DV € {Agree licensepo, Agree license g,

Disagree licensepo, Disagree licenser, Target licensepo, Target licenseir}.
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Chapter 4: Indicatives, Subjunctives, and the Falsity of the
Antecedent

Niels Skovgaard-Olsen,
Peter Collins

It is widely held that there are important differences between indicative conditionals
(e.g., “If the authors are linguists, they have written a linguistics paper”) and
subjunctive conditionals (e.g., “If the authors had been linguists, they would have
written a linguistics paper”). A central difference is that indicatives and subjunctives
convey different stances towards the truth of their antecedents. Indicatives (often)
convey neutrality: for example, about whether the authors in question are linguists.
Subjunctives (often) convey the falsity of the antecedent: for example, that the authors
in question are not linguists. This paper tests prominent accounts of how these
different stances are conveyed: whether by presupposition or conversational
implicature. Experiment 1 tests the presupposition account by investigating whether
the stances project — remain constant — when embedded under operators like
negations, possibility modals, and interrogatives, a key characteristic of
presuppositions. Experiment 2 tests the conversational-implicature account by
investigating whether the stances can be cancelled without producing a contradiction,
a key characteristic of implicatures. The results provide evidence that both stances —
neutrality about the antecedent in indicatives and the falsity of the antecedent in

subjunctives — are conveyed by conversational implicatures.

44 This chapter has been published as:

Skovgaard-Olsen, N. and Collins, P. (2021). Indicatives, Subjunctives, and the Falsity of the
Antecedent. Cognitive Science, 45(11).

Authors’ Note: Correspondence concerning this article should be addressed to Niels
Skovgaard-Olsen (niels.skovgaard-olsen@psych.uni-goettingen.de, n.s.olsen@gmail.com).
Supplementary Materials: https://osf.io/w8p97/
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4.1 Introduction®

Consider these sentences:

(1) "If the authors are linguists, they have written a linguistics paper".
(2) "If the authors had been linguists, they would have written a linguistics paper".

What, if anything, do they convey about the authors' profession? Sentence (1) seems to be
silent on this issue: the authors may or may not be linguists. Sentence (2), in contrast, seems
to convey that the authors are not linguists. This difference underlies a major distinction
between types of conditional sentences (sentences of the form "If A, (then) C"). Sentences like
(1) are typically known as indicative conditionals; sentences like (2), as subjunctive or
counterfactual conditionals. Conditionals in general are essential to everyday language and
reasoning; counterfactual conditionals, in particular, to causal and moral thinking (Byrne,
2016). The relationship between these two types is one of the mysteries about conditionals
(Bennett, 2003; Quelhas, Rasga et al., 2018).

It is widely accepted that indicatives and subjunctives convey different stances
towards the truth or falsity of the antecedent (the “A” clause” of "If A, then C"). But it is not
clear how. Classically, researchers have distinguished between two general ways to convey
meaning: semantics and pragmatics. These terms have competing definitions, but a reasonable
working definition is that semantics can be understood as literal, context-independent, non-
inferential, and truth-conditional meaning; and pragmatics can be understood as non-literal,
context-dependent, inferential, and non-truth-conditional meaning® (Birner, 2014).

This paper seeks to identify how conditionals’ stances towards the antecedent are
conveyed. In doing so, it addresses an important debate in linguistics, the philosophy of
language, and the psychology of reasoning on the status of these stances. The paper
investigates whether the stances are conveyed by a presupposition (for presupposition
accounts, see, e.g., Declerck & Reed, 2001; Fillenbaum, 1974; Khemlani, Byrne, & Johnson-
Laird; Levinson, 1981) or a conversational implicature (for conversational implicature
accounts, see, e.g., latridou, 2000; Ippolito, 2003; Leahy, 2011, 2018; Mittwoch, Huddleston

45 Acknowledgement: We would like to thank the reviewers, Eric Raidl, David Over,

Ruth Byrne, and the audience at the Annual Conference of the German Linguistic Society
(2021) for helpful discussion. We also thank Nico VVowinkel for his help with setting up the
experiments.

46 We adopt this as a working definition as a way of defining typical (though not
necessary) characteristics. Of these typical characteristics of pragmatic meanings, perhaps the
most controversial is non-truth-conditionality, since some would argue that pragmatic
meanings can be truth-conditional (Birner, 2014; Carston, 2002; Recanati, 2011).
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e al., 2002). We will explain these phenomena fully in the introductions to Experiments 1 and
2 respectively. Here it suffices to note that, if the stances were conveyed by a presupposition,
a good case could be made for these stances being part of the conventional, semantic meaning
of the conditionals. But if the stances were conveyed by a conversational implicature, the
stances would clearly be a pragmatic phenomenon, and not part of the conventional meaning
of the conditionals.

Important though these theoretical debates are, this is an issue with far wider
relevance. For instance, whether the stance is conveyed semantically or pragmatically — and,
if pragmatically, how - bears on how strongly the speaker is committed to that stance. Recent
theories have held that, since speakers are less committed to pragmatic meanings, such
meanings are plausibly deniable (e.g., Fricker, 2012; Lee & Pinker, 2010; Pinker et al., 2008).
Imagine a court case in which a key issue is whether a witness had ever had a Swiss bank
account. Imagine, further, that the prosecuting attorney failed to follow a clear line of
questioning and, commenting later, the witness states “If I had had a Swiss bank account, |
would have answered a direct question about it.” This utterance appears to suggest that the
witness did not have a Swiss bank account. But how strongly did the witness commit to that?
And if he really did have a bank account, was his statement a lie? Experimental data suggest
that participants prefer indirect to direct meanings when committing problematic acts when
the hearer is likely to be antagonistic and when the potential costs are high (Lee & Pinker,
2010). Data also suggest that participants prefer to trust speakers who implied (more
technically, ‘implicated’), rather than explicitly said or presupposed, false information
Mazzarella et al., 2018). Moreover, how the stance is conveyed may have implications for
individual differences. For instance, researchers have been interested in the relationship
between pragmatic reasoning and autism (Geurts, Kissine et al., 2020).

Our question bears on another key debate: whether there can be a single, unified
semantic theory of indicative and subjunctive conditionals. This debate has long proved
controversial, with some researchers advancing a unifying account (e.g., Edgington, 2008;
Johnson-Laird & Byrne, 2002; Quelhas et al., 2018; Over et al., 2007; Pfeifer & Tulkki, 2017;
Stalnaker, 1968, 1975; Spohn, 2013; Starr, 2014; Williamson, 2020) while others argue
against it (e.g., Bennett, 2003; Lewis, 1973, 1976). This paper contributes to the debate by
investigating salient semantic and pragmatic accounts of one key difference in meaning
between indicative and subjunctive conditionals, the stances towards the antecedent, and
ascertaining whether these stances belong to the conventional, context-independent, semantic

meaning of the conditionals or their non-conventional, context-dependent, pragmatic
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meaning. In the rest of the introduction, we first outline the range of stances a conditional can

be used to convey towards its antecedent, before previewing the experiments.

The Truth/Falsity of the Antecedent: Defining Indicatives and Subjunctives
Theoretical and corpus-linguistic work suggests that conditionals are, in fact,
compatible with a range of stances towards their antecedent. They can convey that the speaker
takes the antecedent to be true, false, or somewhere in between. To illustrate, consider the
following examples from Declerck and Reed (2001). These examples illustrate categories
from their extensive typology, which relates the grammatical (morpho-syntactic) form of a

conditional to its stance towards the antecedent.
(3) “If I had a problem, I always went to my grandmother” (ibid., p. 50).

This conditional conveys that its antecedent is known to be true. Conditionals like this, with
factual antecedents, often describe past repetitive habits (ibid.). Compare example (3) with the

next example:

(4) “I hope Liverpool won their home match yesterday. If they did, they still have a
chance of winning the championship” (ibid., p. 54).

This conditional conveys that its antecedent is an open — a real — possibility. Compare

example (4) with the next example:
(5) “I would have been happy if we had found a solution” (ibid., p. 54).

This conditional conveys that the antecedent is false in the actual world: it is counterfactual.
What sets the counterfactual-antecedent (5) apart from the others*’ is a distinctive use

of verbal morphology in the antecedent*®. The morphology appears to be standard past

47 See also tentative-antecedent examples, such as the following, which should be read as
referring to the future: “I would be happy if we found a solution” (Declerck & Reed, 2001, p.
54). This conditional is tentative about the antecedent: it is possible, but unlikely, that the
antecedent will prove true. There is “fake tense” here too, with the past-tense morphology
conveying remoteness of possibility or tentativeness.

48 The verbal morphology in the consequent appears less distinctive. For example,
speakers can use the modal auxiliary (Huddleston, 2002; Mittwoch, Huddleston et al., 2002) —
some would say past tense (e.g., latridou, 2000) — "would" in factual-antecedent conditionals.
We could paraphrase example (3) as "If | had a problem, I would always go to my
grandmother”. "Would" can also appear without "have" in the consequent of counterfactual
conditionals, as in this example: "If the colonial powers hadn't invaded, the Americas would
be very different” (Starr, 2019).
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perfect, “had found”. But this morphology does not simply situate the antecedent in a
particular time: it is, in a sense, a "fake tense" (latridou, 2000). The counterfactual-antecedent
refers to the past but uses the extra layer of past tense — the past-perfect “had” — to indicate
that the antecedent situation did not actually obtain. This use of morphology has led von
Fintel (2012) to refer to counterfactuals as "additional-past conditionals". But counterfactual-

antecedent conditionals can also occur in the following form, referring to the present:
(6) "If he were rich, he would be smart™ (latridou, 2000, p. 232).

Here the antecedent conveys counter-factuality through "were", which some class as being in
the subjunctive mood (e.qg., Starr, 2019) and others as being in a distinct "irrealis" mood
(Huddleston, 2002; Mittwoch, Huddleston et al., 2002).

Following convention, we will focus on the distinction between indicative and
subjunctive, or counterfactual, conditionals here, although the label “subjunctive” has well-
known problems (see, e.g., Starr, 2019; von Fintel, 2012). We take it, moreover, that by
"indicative™ most researchers would mean conditionals like (4) above, which we will call
"open-antecedent conditionals” to indicate that usually the speaker does not know whether the
antecedent or consequent are true or false (Mittwoch, Huddleston et al., 2002). We take it,
also, that by "subjunctive™ or "counterfactual™ most researchers would mean conditionals like
example (5) with the distinctive extra-layering of "fake past” in the antecedent and a modal

auxiliary "would" or "would have" in the consequent.

Previous Findings

There is experimental data to support the theoretical and intuitive distinctions between
indicative (open-antecedent) and subjunctive conditionals. For instance, in Thompson and
Byrne (2002), when participants indicated "What, if anything, you think [the speaker] meant
to imply?" by indicative and subjunctive conditionals, different patterns emerged for
indicatives and subjunctives. Some 54% of participants took the speaker of an indicative to
imply nothing; of the remaining participants, 24% took the speaker of an indicative to imply
the truth of the antecedent and 44% the truth of the consequent. These data suggest that, at
least for many participants, indicatives are compatible with either the truth or falsity of the
antecedent (and consequent). For subjunctives, in contrast, around half (48%) of participants
took the speaker of a subjunctive to imply the falsity of the antecedent and around half (47%)
the falsity of the consequent, a far higher rate than for indicatives (respectively, 2% and 1%).

A distinction emerges between indicatives and subjunctives in other tasks

investigating conditional inferences (Byrne & Tasso, 1999; Thompson & Byrne, 2002).
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Moreover, in Quelhas, Rasga, and Johnson-Laird (2018) participants selected among different
paraphrases of indicative and subjunctive conditionals. Participants tended to choose a
paraphrase of indicative conditionals to the effect that antecedent and consequent were both
possible, and a paraphrase of subjunctive conditionals to the effect that both antecedent and
consequent once were possible but no longer are. A substantial minority also selected a
paraphrase for the subjunctives to the effect that antecedent and consequent were both
possible. Given this range of data, and further evidence from processing studies (e.qg.,
Santamaria, Espino et al., 2005; De Vega, Urrutia et al., 2007; Ferguson & Sanford, 2008;
Stewart, Haigh et al., 2009), we can grant that indicative and subjunctive conditionals can
convey different stances towards their antecedent, with subjunctives often conveying the
falsity of their antecedents. But just how, and when, are these stances conveyed?

Entailment

A first, semantic possibility is that conditionals semantically entail their stances
towards the antecedent: for instance, that subjunctives semantically entail the falsity of the
antecedent. One sentence entails a second if the second sentence is true in every model
satisfying the first sentence. The sentence “There is a polar bear in the zoo enclosure” entails
“There is a mammal in the zoo enclosure”: the first cannot be true without the second also
being true. Famous examples like (7) and (8) below, however, suggest that this constraint is

too strong for accounting for the falsity of the antecedent of subjunctive conditionals:

(7) "'If Jones had taken arsenic, he would have shown exactly those symptoms which
he does in fact show" (Anderson, 1951, p. 37).

Since a speaker of this conditional could use (7) to argue that Jones had, in fact, taken arsenic,
the sentence does not entail that the opposite is true — i.e. that Jones did not take arsenic (von
Fintel, 1997, 2012; Stalnaker, 1975, 2014). Such conditionals are commonly referred to as
"Anderson conditionals"; they will feature in our experiments below.

A similar case is example (8):

(8) "If the butler had done it, we would have found blood on the knife. The kitchen
knife was clean; therefore the butler did not do it" (latridou, 2000, p. 232).

The second sentence, here, does not seem redundant: the modus tollens argument does not
seem to beg the question. But if the first sentence had already entailed that the butler did not

do it, the argument would have been superfluous (latridou, 2000, Stalnaker, 1975, 2014).
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Similarly, if subjunctives ‘A > C’ are given the truth conditions of being true if a base
conditional (‘if A, C’) is true and the antecedent is false, we immediately run into trouble with
modus ponens (MP), modus tollens (MT), affirmation of the consequent (AC), and denial of
the antecedent (DA):

If AC If AC If AC If AC
A>C —A A>C -4 A>C —A A>C —A
MP: p; A MT: aC _ _=C AC: [ C DA: -4 _ _oA
toec ~C TaaA n=A LA ~A Y aaC naC

In MP inferences we see that the conclusion is now inferred from an inconsistent premise set,
in MT one of the premises presupposes what the conclusion is supposed to establish, in AC
the conclusion is inconsistent with one of the premises, and in DA one of the premises is
redundant. Normally, AC and DA are considered invalid forms of inferences, but not due to
these problems.

To account for the stances towards the antecedent, we need other, more flexible
linguistic phenomena. In this paper we consider two such phenomena: presupposition and

conversational implicature. We will define these terms below.

The Experiments

Two experiments, below, use classic diagnostics for being a presupposition (Experiment 1) or
a conversational implicature (Experiment 2) to address the question of how conditionals
convey the stances toward the antecedent. For these experiments, novel stimulus materials
were developed which manipulate participants’ belief states (i.e., neutrality, belief, or
disbelief) via occluded pictures. These stimulus materials were pretested to investigate
whether participants made the appropriate belief state assumptions as a function of the picture
shown, and whether they rank-ordered indicative and subjunctive conditionals accordingly.*®

4.2 Experiment 1: Presuppositions

It is a common idea that there is some difference in status between the stances of indicative
and subjunctive conditionals towards the antecedent and other content of the conditional.
Within mental models theory, for instance, it has been common to speak of the falsity of
antecedent and consequent as part of the default meaning (e.g., Khemlani, Byrne, & Johnson-
Laird, 2018) but also of the "presupposed facts" (see, e.g., Byrne, 2005, 2016, 2017; Espino &
Byrne, 2018). This notion of presupposed facts connects with a long tradition in linguistics

and philosophy according to which counterfactual conditionals presuppose the falsity of their

49 The pilot study can be found on the osf repository: https://osf.io/w8p97/.
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antecedents (see, e.g., Fillenbaum, 1974; Declerck & Reed, 2001; Levinson, 1981).
Presupposition is a linguistic category that is often used for capturing further aspects of
content that are not directly represented in a sentence’s truth conditions, which, however,
make up a precondition for the sentence being true, or appropriately assertable.

To presuppose information is to linguistically mark it as taken for granted (Beaver &
Geurts, 2014) or to act as if it could be made an uncontroversially part of the shared common
ground between speaker and interlocutor (Potts, 2007, 2015). Precise definitions of the term
"presupposition™ are contested. But on a common view, presuppositions are marked,

linguistically, with presupposition triggers.>® Triggers include, e.g., the following:

(9) factive verbs, such as "know"

"The reader knows that this paper is fantastic” presupposes that the paper in question
is fantastic.

(10) aspectual verbs, such as "continue™

"The reader continued to enjoy the paper" presupposes that the reader was enjoying
the paper.

(11) definite descriptions, such as “The [Noun Phrase]”

“The broken glass glittered in the sunlight” presupposes that there was broken glass.

In some lists, one would also see the antecedent of counterfactual conditionals (e.qg.,
Levinson, 1981) but, as we will see, their inclusion is contentious. Some researchers also
argue that the openness of the indicative conditionals is due to a presupposition (see, e.g.,
Declerck & Reed, 2001, Byrne & Johnson-Laird, 2019). If presuppositions convey the
different stances of indicatives and subjunctives towards their antecedent, then the
presuppositions attach to some element of the antecedent: presumably, the morphological
form of the main verb in the antecedent. How well, then, does a presupposition account for
intuitions and linguistic data? To answer this question, we must consider a characteristic

known as ‘projection’. This characteristic is at work in examples (12) and (13):

(12) "The East German ambassador laughed."

(13) "The East German ambassador did not laugh."

50 This is a simplification. Some theories take presuppositions to be more pragmatic: to
be performed by the speaker, rather than triggered conventionally (Stalnaker, 1972, 1974,
2014). There is also debate about the extent to which presuppositions can be wholly
conventional as attaching to particular lexical items or whether they can be reconstructed from
general conversational principles (Simons, 2006; Beaver & Geurts, 2014).



163

Here there is a presupposition trigger, the definite description “The East German
ambassador”, which presupposes the existence of the said ambassador at the relevant time. In
(13), this trigger is embedded under negation, but the presupposition survives: it projects
under negation. Such projection behaviour is a hallmark of presuppositions, and it is not one
that is found with semantic entailments (Simons, 2006). Indeed, it is a classic diagnostic test
for being a presupposition to see whether information projects under various operators
(Beaver & Geurts, 2014). In the so-called "family of sentences test" (see, e.g., Kadmon,
2001), one considers whether a candidate for being a presupposition survives in a set of
related sentences: in negation, questioning, embedding under modals, and embedding in the
antecedent of a conditional. Table 1 illustrates this test for the East German ambassador
examples, and how the test might apply to indicative and subjunctive conditionals.

Table 1. Family of Sentences Test

Projects?
Test Sentence Therewas Thereisan Speaker is open to the Speaker doubts that the
laughter East German possibility that the East East German
ambassador German ambassador will laugh ~ ambassador laughed
The East German No Yes It is not the case that if the East It is not the case that if
ambassador did not German ambassador laughs. .. the East German
laugh. ambassador had
laughed....
Did the East No Yes Will the guest be offended, if Would the guest have
German ambassador the East German ambassador been offended, if the East
laugh? laughs? German ambassador had
laughed?
Possibly, the East No Yes Possibly, if the East German Possibly, if the East
German ambassador ambassador laughs. .. German ambassador had
laughed laughed. ..
Diagnosis Entailment Presupposition Unclear Unclear

A range of existing empirical work has used such embedding to test for projection. For
instance, studies have shown projection under negation for the presuppositions of factive
verbs “realize” and “know” — i.e. the truth of the complement (Chemla & Bott, 2013); for the
presupposition of “stop” — i.e. that “stop X” presupposes “used to X (Romoli & Schwarz,
2015); and for the presuppositions of “the” and “win” — i.e. “the X” presupposes X’s
existence, and “win X” presupposes competing for X (Smith & Hall, 2011).

However, it turns out that presuppositions do not always survive; presuppositions that
project can sometimes nevertheless be directly denied (Simons, 2006; Kadmon, 2001). For

instance, example (14) directly denies the presupposition in example (13):
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(14) "The East German ambassador did not laugh. There is no East German

ambassador, because East Germany no longer exists."

Importantly, though, direct denial only seems to work when the presupposition trigger is
embedded under an operator (Beaver & Geurts, 2014). Compare the successful denial in (14),
where the presupposition trigger is embedded under negation, with the attempted but

infelicitous denial that follows (15):

(15) "The East German ambassador laughed. There is no East German

ambassador."

These rather specific contexts, then, do not undermine the use of projection as a diagnostic
test. Can projection behavior, then, account for the stances towards the antecedent conveyed
by conditionals? With indicative conditionals, there seems to be no great problem. If we
ultimately want a theory that can allow all stances towards the antecedent, we might wonder
whether presuppositions can do the required work: whether there are distinct triggers for the
different stances. But there are promising differences in form between conditionals that
convey different stances on the truth of the antecedent which might serve as triggers (see, e.g.,
Declerck & Reed, 2001). But with subjunctive conditionals, there seem to be considerable
difficulties. As we have seen, presuppositions can be cancelled through direct denial when
they are embedded under an operator. But a presupposition account predicts that the falsity of
the antecedent should be conveyed when there is no embedding. Examples (7) and (8) already
challenges this notion via their cancellation of the falsity of the antecedent of the respective
subjunctives (though see Stalnaker, 2014 and Zakkou, 2019 for further discussion).

In Experiment 1, we test the presupposition account more systematically. Experiment
1 explores whether the stances towards the antecedent — neutrality for indicatives, and
disbelief for subjunctives — exhibit the projection behaviour of presuppositions. To investigate
this, we apply the family of sentences test (Kadmon, 2001) to see whether these belief-state
assumptions project past negation operators (““it is not the case that...”), possibility-modals
(“possible, ...”), and interrogatives (“Martin, do you think that ... ?”). More specifically, we
test: (1) for stand-alone indicatives, whether neutrality towards the antecedent projects past
these three operators; (2) for stand-alone subjunctives, whether disbelief towards the
antecedent projects past the operators; and (3) for Anderson conditionals, whether belief
in/neutrality towards the antecedent projects past the operators.

Translated into a statistical model, the presupposition hypothesis holds that there

should be no differences across the various types of operator (referred to as the “DV Type
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factor” below). This model (M5) is tested against a collection of other models which allow for

differences between the operators, as explained below.

4.2.1 Method

Participants, and sampling procedure shared for all experiments

The experiment was conducted over the Internet to obtain a large and demographically
diverse sample. A total of 118 people completed the experiment. The participants were
sampled through the Internet platform Mechanical Turk from the USA, UK, Canada, and
Australia. They were paid a small amount of money for their participation. The following a
priori exclusion criteria were used: not having English as native language, completing the
task in less than 240 seconds or in more than 3600 seconds, failing to answer at least one of
two simple SAT comprehension questions correctly in a warm-up phase, and answering ‘not
serious at all’ to the question 'how serious do you take your participation' at the beginning of
the study. The final sample consisted of 78 participants. Mean age was 37.41 years, ranging
from 21 to 65. 38.46% of participants identified as female; 61.54% identified as male. 79.49
% indicated that the highest level of education that they had completed was an undergraduate
degree or higher.

Design

The experiment had a within-participants design with the following factors varying
within participant: DV Type (assert vs. negation vs. possible vs. question), Prior (high
probability (H) vs. low probability (L)) and Conditional Type (indicative vs. subjunctive). To
allow for four trial replications for each cell of the design, each participant in total went
through 64 within-subject conditions.

Materials and Procedure for All the Experiments

For a pilot study,® a pool of 24 different pictures was created, and 16 pictures selected
for further studies based on which pictures had the highest rate of inducing the intended belief
state assumptions consistently across the four conditions. In all the experiments reported
below, the various within-participants conditions were thus randomly assigned to a pool of the
16 different pictures. Random assignment was performed without replacement such that each

participant saw a different picture for each condition. This ensured that the mapping of

51 See: https://osf.io/w8p97/.
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condition to picture was counterbalanced across participants preventing confounds of
condition and picture content.

To reduce the dropout rate during the experiment, participants first went through three
pages stating our academic affiliations, posing two SAT comprehension questions in a warm-
up phase, and presenting a seriousness check asking how careful the participants would be in
their responses (Reips, 2002). Moreover, to ensure that the pictures were displayed properly if
the participants completed the study on a smartphone, participants were asked to turn their
smartphone in horizontal orientation, if they were using one.

The 16 possible pictures all implemented the four conditions indicated in Table 2. The
pictures feature familiar places like bedrooms, cafés, and kitchens, where we stereotypically
have expectations about likely objects (e.g., a pendant lamp in a bedroom) and unlikely
objects (e. g. a surfboard in a bedroom). As Table 2 shows, the pictures additionally featured
grey boxes that manipulate the assertability of indicative and subjunctive conditionals. These

boxes operationalize the Occlusion variable (see also Baratgin, Over et al., 2013):

Table 2. Stimulus Materials and Experimental Conditions

Indicative, occluded Subjunctive, not occluded

P(there is a pendant lamp in the bedroom) = H

IF there is a pendant lamp in the IF there had been a pendant lamp in
bedroom, THEN it hangs above the  the bedroom, THEN it would have
bed. hung above the bed, where indeed

something is hanging.

P(there is a surfboard in the bedroom) = L

IF there is a surfboard in the IF there had been a surfboard in the
bedroom, THEN it stands against bedroom, THEN it would have stood
the wall against the wall.

Note. ‘H’ = high prior probability; ‘L> = low prior probability. Note that the upper
right corner is an example of the so-called “Anderson conditional”.
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To create a situation in which indicative conditionals are assertable (left column), we used a
grey box to hide the location specified by the consequent of the conditional. For instance, due
to the grey box in the lower left picture, participants cannot verify for certain whether there is
a surfboard standing against the wall, but they are expected to deem it unlikely. Our pilot
study confirmed that participants make these judgments of high vs. low prior probability.

To create a situation in which subjunctive conditionals are assertable (right column),
we either placed a transparent grey box where the object was supposed to be (upper right
corner), or a non-transparent grey box in an irrelevant location that had no bearing on the
presence of the object mentioned in the conditional (lower right corner). For instance, when
assessing the conditional ‘If there had been a surfboard, then it would have stood against the
wall’ based on the picture in the lower right corner, participants can see for certain that there
is no surfboard standing against the wall, and thus maintain disbelief in the presence of a
surfboard on the picture. In contrast, the transparent® grey box in the upper right corner was
introduced to create a situation for asserting so-called Anderson conditionals (e.g., “If there
had been a pendant lamp in the bedroom, then it would have hung above the bed, where
indeed something is hanging”) which take the subjunctive form but are asserted without
doubting the antecedent. Due to the transparent grey box, participants can verify that there is
an object that appears to fit the description at the place mentioned in the consequent.
Nevertheless, the lack of full transparency is intended to make the guarded form of the
subjunctive mood for the conditional assertion sound more natural.

A feature of the conditionals in Table 2 is that the consequent depends for its truth on
the antecedent. The conditionals were designed in this way, because it enabled us to
manipulate belief states based on the pictures and the grey boxes in a way that would also
permit the formulation of Anderson conditionals. Since Experiments 1 and 2 only concern

belief states targeting the antecedent, this feature does not matter for their purpose.

Procedure specific to Experiment 1

The experiment was split into 16 blocks, each implementing one of the four trial
replications of the four Prior x Conditional Type within-subject conditions. For each block a
picture was randomly assigned from the pool of 16 pictures used. The order of the blocks was
randomized and there were no breaks between blocks. Within a given block, participants were

presented with the four DV Types on separate pages in random order with the same picture.

52 Note that in their rendering on the computer screen, the pictures were larger and so the

grey box really was transparent to the participants.
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Before beginning with the actual experiment, participants completed four practice
trials with one of the excluded pictures, where it was emphasized that it was important to pay
attention to subtle differences between the wordings on the various pages. To complete these

trials, participants were given the following instruction:

In the following, you are going to see pictures and statements made by Dennis
concerning the pictures shown. Your task is to indicate which assumptions you would
make concerning what Dennis believes based on what he says.

On each page, participants were then presented with a statement by Dennis in response to the
selected image, corresponding to the within-subject condition displayed at the moment. For
instance, a participant might first have seen the following image:

|

e

|

]
i 1

e —

\

Together with the following statement:

Dennis:

Possibly, IF there is a monitor in the office, THEN it stands on the table. (possible)

The task of the participants was to indicate which of the following three statements best

describes Dennis’ state of mind when reading his statement:

Dennis disbelieves that there is a monitor in the office.
Dennis neither believes nor disbelieves that there is a monitor in the office.
Dennis believes that there is a monitor in the office.

On the three pages that followed, participants were given the same task with the following

three statements in random order:

IF there is a monitor in the office, THEN it stands on the table. (assert)
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It is NOT the case that IF there is a monitor in the office, THEN it stands on the table.
(negation)
Martin, do you think that IF there is a monitor in the office, THEN it stands on the

table? (question)

4.2.2 Results

Table 3 reports descriptive statistics for participants’ belief state ascriptions.

Table 3. Descriptive Statistics.

Assert Negation Possible Question
Indicative, HH 50.96% Neutral 50.32% Disbelief 63.46% Neutral 73.40% Neutral
Indicative, LL 57.69% Neutral 48.08% Disbelief 63.46% Neutral 70.19% Neutral
Subjunctive, HH 37.18% Belief 55.45% Disbelief 37.50% Neutral 42.95% Neutral
Subjunctive, LL 45.83% Disbelief 55.45% Disbelief 47.12% Neutral 54.17% Neutral

Note. Due to the categorical nature of the response variable, the descriptive statistics is reported as
percentages of the modal values. ‘HH’ = high prior probability of antecedent and consequent; ‘LL’ = low
prior probability of antecedent and consequent.

Given the design, there were replicates for each participant and picture. Hence, it was
not appropriate to assume that the data were independently and identically distributed.
Accordingly, linear mixed-effects models with crossed random effects for intercepts and
slopes by participants and by pictures were used (Baayen, Davidson, et al., 2008).> This
analysis was conducted using the statistical programming language R (R Core Team, 2013)
and the package brms for mixed-effects models in Bayesian statistics (Burkner, 2017) with a
multinominal likelihood and a logit link function for categorical regression. The following

family of models was fit to the data, which vary in their fixed effects:

(M1) a maximal model that treats participants’ selections as a function of the DV Type
factor (assert vs. negation vs. possible vs. question), the Prior factor (high vs. low), the
Conditional factor (indicative vs. subjunctive) and their three and two-way interaction.
(M2) a model that is obtained from the maximal model (M1) by removing the three-
way interaction.

(M3) a model that is obtained from (M2) by removing the two-way DV Type:Prior
interaction.

(M4) a model that is obtained from (M3) by removing the two-way Conditional:DV

Type interaction.

53 Conditional*Prior was kept fixed as random effects by participants and by pictures.
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(M5) a model that is obtained from (M4) by completely removing the DV type factor.
(M5) thereby implements the presupposition model.

Hypotheses concerning the presence/absence of effects are tested here and below by setting
coefficients of the maximal model (M1) equal to zero. In this way, evidence in favour of, e.g.,
the Ho that there is no simple effect of the DV type factor can be quantified in terms of Bayes
factors, where classical significance testing would only have permitted us to conclude that Ho
could not be rejected (Wagenmakers et al., 2018). To be able to quantify the strength of

evidence both against and in favour of Ho, we rely on the following qualitative interpretation

of Bayes factors (Lee & Wagenmakers, 2014): (Anecdotal evidence for Hj) % < BFhor1 <1,
(Moderate evidence for Hi) 11—0 < BFroH1 < § (Strong evidence for Hi) % < BFHoH1 < % (Very

Strong evidence for Hi) Hlo < BFHoH1 < % (Extreme evidence for Hi1) BFnon1 < 1—(1)0 Values

above 1 indicative evidence in favour of Ho since this scale is mirrored by applying the

following ratio: BFyqy; = ——

. Table 4 reports the performance of the models as

H1HO

quantified by the leave-one-out cross validation criterion and WAIC.

Table 4. Model Comparison
LOOIC Aelpd SE WAIC Weight

M1 8150.2 0 - 8147.7 0.611
M2 8152.3 -11 3.7 8149.8 0.213
M3 8152.6 -1.2 5.3 8150.3 0.177
M4 8202.8 -26.3 10.1 8200.5 0.000
M5 8795.1 -322.5 27.6 8793.2 0.000

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike
weight of LOOIC. ‘elpd’ = expected log predictive density is a measure
of the expected out-of-sample predictive accuracy.

The information criteria showed a preference for M1-M3 and clearly rejected the
model (M5) corresponding to the presupposition hypothesis of no effect of embedding
indicative and subjunctive conditionals under negation, possibility, and interrogation
operators. Since the differences between M1-M3 were small, Figure 1 plots the posterior

predictions of all three models as weighted by their respective model weights from Table 4.
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Beliefs
belief
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Figure 1. Posterior Predictions based on M1-M3. The posterior predictive probabilities
of selecting belief/neutrality/disbelief across within-subject conditions are displayed.

‘High’ = high prior probability of antecedent and consequent. ‘Low’ = low prior

probability of antecedent and consequent. Error-bars represent 95% credible intervals.

The results indicate that there was a contrast between ‘assert’ and the other DV types

across conditions. In particular, strong evidence could be obtained that use of ‘Negation'
increased the posterior probability of Disbelief (bnegation_pisbelier = 2.21, 95%-CI [1.72, 2.72],
BFHoH1 < .001) and that embedding under 'Possible’ and 'Question’ both increased the posterior
probability of 'Neutral’ (bpossible_Neutrat = 0.77, 95%-Cl1 [0.35, 1.18], BFHon1 = .02; bouestion_Neutral
= 1.58, 95%-CI [1.13, 2.03], BFHon1 < .001). There was, moreover, weaker evidence of a

three-way interaction in particular based on the following contrast, which indicates a higher

posterior probability of selecting the ‘Neutral” category for a specific level of the Condition

and Prior factors (Dsubjunctive:PriorLL:Question_Neutral = 1.21, 95%-C1 [0.29, 2.12], BFnon1 = .37).
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4.2.3 Discussion

As a manipulation check, we can gauge the belief-state attributions of stand-alone assertions
for their plausibility across conditions. What we find is a general tendency to attribute
doxastic neutrality towards the antecedent for indicative conditionals (across Prior levels),
disbelief/neutrality in the counterfactual conditionals (subjunctive, low prior), and an elevated
posterior probability of selecting ‘belief” with the Anderson conditionals (subjunctive, high
prior) compared to the counterfactual conditionals (Table 3, Figure 1). Since these belief-state
attributions overall match prior theoretical expectations, the results from Experiment 1 can be
used to test the presupposition hypothesis. Translated into a statistical model, the
presupposition hypothesis holds that there should be no differences across the various levels
of the DV Type factor. Accordingly, if the presupposition hypothesis had accounted for the
data, we would expect M5 to be the winning model. In contrast, M5 turned out to be the worst
fitting model. What we find instead is that the DV Type factor enters into an interaction with
the Conditional factor, and that participants attribute somewhat different belief states
depending on whether the conditional is embedded under an operator. Negation increases the
probability of attributing disbelief; Possible and Question increase the probability of
attributing neutrality. The results thus speak against the presupposition hypothesis.

That these effects were found most strongly with projection past the negation operator
IS not surprising, since embedding under a possibility modal and an interrogative has the same
valence as the bare assertion case, when the latter expresses neutrality. But in fact it was
found that both the possibility modal and the interrogative contributed to attenuating the
expression of doxastic neutrality.

As Experiment 1 shows, presupposition as defined by the classic family of sentences
test is not a flexible enough phenomenon to handle the different stances towards the
antecedent. This finding naturally prompts us to investigate a more flexible phenomenon:

conversational implicature.

4.3 Experiment 2: Conversational Implicatures

Conversational implicatures are the paradigm case of natural-language pragmatics. They arise
when a speaker implicitly and intentionally communicates something other than the
conventional meaning of the utterance.

Take the following example: "I ate most of the pizza" (Birner, 2013, p.45). The
speaker literally states only that they ate most of the pizza but appears to convey — to

conversationally implicate — that they did not eat all of it. Implicatures, it is said, arise because
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of how we expect conversations to go: we expect speakers to behave cooperatively. The
classical account, here, is Grice (1989): we expect speakers to say enough, but not too much;
to avoid saying false or un-evidenced things; to be relevant; to avoid obscurity and ambiguity,
and to be brief and orderly. Implicatures can arise when these expectations are observed or
flouted — ostentatiously not observed. Let us assume that the speaker is cooperative and, in
particular, has said enough, but not too much (has respected the Maxim of Quantity). Our
cooperative speaker did not make the stronger statement “I ate all of the pizza”, and so — we
presume - does not believe that the stronger statement is true. As hearers, we therefore
conclude that the speaker did not eat all of the pizza.

Different theories account for implicatures with different theoretical constructs (see,
e.g., Horn, 1984; Levinson, 2000; Sperber & Wilson, 1995), but a central property is that
implicatures are defeasible: they can be cancelled without producing a contradiction (Blome-
Tillmann, 2003). Hence, the speaker above could legitimately say “I ate most of the pizza — in
fact, all of it.” That implicatures are so cancellable makes them an attractive option for
explaining the different stances conveyed by indicatives and subjunctives. For indicative
conditionals, some have proposed that it is an implicature that conveys the "open possibility"
sense of the antecedent (Mittwoch, Huddleston et al., 2002), a proposal that obviates the need
for distinct presupposition triggers for each stance on the antecedent. More commonly,
researchers have proposed that it is an implicature that conveys the "not known" sense of the
antecedent (e.g., Grice, 1989; Mittwoch, Huddleston, & Collins, 2002). After all, if the
speaker of "If A, C" had known that both "A™ and "C" were true, they could have said simply
"A and C"; that the speaker did not do so suggests that they do not know (Grice, 1989).

For subjunctives, the implicature account plays an important role. On this account,
speakers can use subjunctive conditionals to conversationally implicate, in context, that the
antecedent is false. With this account, we can accept, for instance, that example (6) — "If he
were rich, he would be smart” — can sometimes, perhaps often, suggest that the "he" in
question is not rich (or smart), but the sentence need not give rise to this implicature.
Implicature-based accounts differ in detail, but have attracted numerous supporters (e.g.,
latridou, 2000; Ippolito, 2003; Leahy, 2011, 2018; Mittwoch, Huddleston et al., 2002).

The cancellability of conservational implicatures offers a diagnostic test: if
information is conveyed by a conversational implicature, then it should be cancellable.
Skovgaard-Olsen, Collins et al. (2019) designed a cancellation task that applied this
diagnostic test. In this cancellation task, the candidate for being an implicature is uttered by a

fictional character. For the current research question, a character, Samuel, might say:
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Samuel: “If there had been a pendant lamp in the bedroom, then it would have hung
above the bed.”

Samuel then attempts to cancel the potential implicature: that there is not, in fact, a pendant
lamp in the bedroom. A second character, Louis, accuses Samuel of contradicting himself,
and participants are asked whether they agree with Louis. If this information is an actual
implicature, then it should be possible for Samuel to cancel it: participants should disagree
with Louis.

Alongside the candidate implicature are two baselines. The first baseline is an
uncontroversial implicature: Samuel might say that it is “possible” that there is such a lamp,
but deny suggesting that it is not highly likely. This baseline is an instance of a modal scalar
implicature: when a speaker uses a weaker modal term, “possible”, they may implicate, or be
mistaken for implicating, that a stronger modal term would be inappropriate. Hence, the
speaker here would be suggesting that it is possible but not highly likely that there is such a
lamp. Scalar implicatures are readily cancellable. The second baseline is an entailment:
Samuel states that “this is a picture of a bedroom AND ...” before going on to deny
suggesting that it is a picture of bedroom. This should not be cancellable.

The cancellation task allows us to ask whether cancelling the stance towards the
antecedent is more like cancelling a scalar implicature or cancelling an entailment. It therefore
allows us to experimentally test whether indicatives and subjunctives convey their stances

towards their antecedents with a conversational implicature.

4.3.1 Method

Participants

The same sampling procedure and exclusion criteria were used as in Experiment 1. A total of
120 people completed the experiment. Since some of the exclusion criteria were overlapping,
the final sample consisted of 93 participants. Mean age was 34.46 years, ranging from 19 to
68. 50.54% of participants identified as female; 48.39% identified as male; and .11%
preferred not to respond. 65.59 % indicated that the highest level of education that they had
completed was an undergraduate degree or higher.>*

Design

o4 We are here ignoring the entry ‘2’ for the age of one of the participants.
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The experiment had a within-subject design with three factors: Occlusion (with two
levels: occluded vs. not-occluded), Prior (with two levels: high (H) vs. low (L)) and
Cancellation Type (with three levels: scalar vs. entailment vs. belief-state). To allow for four
trial replications for each cell of the design, each participant in total went through 48 within-

subject conditions.

Materials and Procedure

The experiment was split into 16 blocks of three pages, one block for each level of the
Occlusion x Prior factors and their four trial replications. Each block contained one page for
each of the three levels of the Cancellation Type factor. 16 different pictures were randomly
assigned to each of the 16 blocks. The order of the blocks was randomized anew for each
participant and there were no breaks between the blocks. The three pages within each block
were randomized and showed one within-subject condition from the pool of 16 selected
pictures with different types of cancellations.

We cued participants to the intended interpretation of the cancellations with
instructions and practice trials. For Experiment 2, the participants were given the following

instructions together with four sample items:

In the following you will see several pictures of familiar settings (e.g., bathrooms,
kitchens). As you will notice, different parts of the pictures are hidden by grey boxes.
Note that some of these boxes are transparent.

The responses we will ask you to make relate to a picture shown and a corresponding
dialogue between Samuel and Louis. In the dialogues, Samuel will say what he thinks
is true — what he believes. Sometimes he will indicate what he thinks is false — what he
disbelieves. And sometimes he will indicate that he doesn’t have a view — that he is
open to either believing or disbelieving it. Louis in turn accuses Samuel of

contradicting himself. It will be your task to evaluate Louis' objection. Is he right?

The task of the participants was to indicate the extent to which they agreed or disagreed with
Louis' statement on a five-point Likert scale {strongly disagree, disagree, neutral, agree,
strongly agree}. Before beginning the experiment proper, participants moreover saw three
practice trials, where we emphasized that it was important to pay attention to both subtle
differences between the wordings of the various types of cancellations used in the experiment
and the varying placement of the grey boxes.

On the following three pages, participants were presented with one of the three types

of cancellation in random order (perceived contradiction of cancellation of entailment, of
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scalar implicature, and of belief state assumptions). The task of the participants was always to
assess the extent to which they agreed with Louis' claim that Samuel contradicted himself.
Using the bedroom picture from Table 3, the three types of cancellation were implemented

across the four conditions as shown in Table 5.

Table 5. Cancellation Types in Experiment 2

Entailment

Scalar Implicature

Belief State

Samuel:

This is a picture of a bedroom AND
IF there is a pendant lamp in the
bedroom, THEN it hangs above the
bed

...but I am not suggesting that this is
a picture of a bedroom.

Indicative, occluded H

Samuel:

This is a picture of a bedroom AND
IF there is a pendant lamp in the
bedroom, THEN it is possible that it
hangs above the bed

...but I am not suggesting that if so,
it isn’t highly likely that it hangs
above the bed.

Samuel:

This is a picture of a bedroom AND
IF there is a pendant lamp in the
bedroom, THEN it hangs above the
bed

...but I am not suggesting that | am
open to believing or dishelieving
that there is a pendant lamp in the
bedroom.

Samuel:

This is a picture of a bedroom AND
IF there is a surfboard in the
bedroom, THEN it stands against the
wall

...but I am not suggesting that this is
a picture of a bedroom.

Indicative, occluded L

Samuel:

This is a picture of a bedroom AND
IF there is a surfboard in the
bedroom, THEN it is possible that it
stands against the wall

...but I am not suggesting that if so,
it isn’t highly likely that it stands
against the wall.

Samuel:

This is a picture of a bedroom AND
IF there is a surfboard in the
bedroom, THEN it stands against the
wall

...but I am not suggesting that | am
open to believing or dishelieving
that there is a surfboard in the
bedroom.

Samuel:

This is a picture of a bedroom AND
IF there had been a pendant lamp in
the bedroom, THEN it would have
hung above the bed, where indeed
something is hanging

...but I am not suggesting that this is
a picture of a bedroom.

Subjunctive, not occluded H

Samuel:

This is a picture of a bedroom AND
IF there had been a pendant lamp in
the bedroom, THEN it is possible it
would have hung above the bed,
where indeed something is hanging
...but I am not suggesting that if so,
it isn’t highly likely that it would
have hung above the bed.

Samuel:

This is a picture of a bedroom AND
IF there had been a pendant lamp in
the bedroom, THEN it would have
hung above the bed, where indeed
something is hanging

...but I am not suggesting that |
doubt that there is a pendant lamp in
the bedroom.

Samuel:

This is a picture of a bedroom AND
IF there had been a surfboard in the
bedroom, THEN it would have stood
against the wall

...but I am not suggesting that this is
a picture of a bedroom.

Subjunctive, not occluded L

Samuel:

This is a picture of a bedroom AND
IF there had been a surfboard in the
bedroom, THEN it is possible it
would have stood against the wall
...but I am not suggesting that if so,
it isn’t highly likely that it would
have stood against the wall.

Samuel:

This is a picture of a bedroom AND
IF there had been a surfboard in the
bedroom, THEN it would have stood
against the wall

...but I am not suggesting that |
doubt that there is a surfboard in the
bedroom.

Note. For the entailments, the conclusion of And Elimination was cancelled

prior probability.

‘H’ = high prior probability. ‘L.” = low
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The goal of the experiment was to find out whether cancellations of assumptions concerning
belief states of indicative and subjunctive conditionals are more like cancellations of

entailments or cancellations of scalar implicatures.

4.3.2 Results

Some initial descriptive statistics are reported in Table 6.

Table 6. Descriptive Statistics

Entailment Belief-State Scalar Implicature
Indicative H Mdn =5, MAD =0 Mdn =2, MAD = 1.48 Mdn = 3, MAD = 1.48
Indicative L Mdn =5, MAD =0 Mdn =2, MAD = 1.48 Mdn = 3, MAD = 1.48
Subjunctive H Mdn =5, MAD =0 Mdn =2, MAD = 1.48 Mdn = 3, MAD = 1.48
Subjunctive L Mdn =5, MAD =0 Mdn = 2, MAD = 1.48 Mdn = 3, MAD = 1.48

Note. Due to the ordinal nature of the perceived contradiction ratings, the descriptive statistics are
reported via medians (Mdn) and median absolute deviations (MAD).

In the analysis below, we have collapsed across the levels of the Priors factor to focus
on the contrast between indicative conditionals (investigated in the occluded conditions) and
subjunctive conditionals (investigated in the not-occluded conditions), which is the contrast of
most direct importance.

Given the design, there were replicates for each participant and pictures. Hence, it was
not appropriate to assume that the data were independently and identically distributed.
Accordingly, the appropriate analysis was to use linear mixed-effects models, with crossed
random effects for intercepts and slopes by participants and by pictures (Baayen, Davidson, et
al., 2008). This analysis was conducted using R-package brms for mixed-effects models in

Bayesian statistics (Burkner, 2017). The following family of nested models was fit to the data:

(M6) a maximal model that treats participants’ ratings of perceived contradiction as a
function of the Cancellation factor (scalar implicature vs. entailment vs. belief state),
Sentence Type (subjunctive vs. indicative), and their interaction.

(M7) a model that is obtained from the maximal model (M6) by removing the two-way
interaction.

(M8) a model that is obtained from (M7) by removing the simple effect for the
Sentence factor.

(M9) a model that is obtained from (M8) by removing the simple effect for the

Cancellation factor.

Effects of the Cancellation Type factor are of theoretical importance for testing the

conversational implicature hypothesis. In selecting the class of models above, we investigated
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whether the effects of the Cancellation Type factor varies across indicative and subjunctive
conditionals. Since the responses obtained from the five-point Likert scale are ordinal
responses, the responses were modelled as generated by thresholds set on a latent continuous
scale via a cumulative model and a logit link function (Blrkner & Vuorre, 2019). Table 7
reports the performance of the models as quantified by the leave-one-out cross validation
criterion and WAIC.

Table 7. Model Comparison
LOOIC Aelpd SE WAIC Weight

Mé 92715 0 - 9265.5 0.43
M7 9273.1 -0.8 1.9 9267.3 0.19
M8 9271.7 -0.1 1.9 9265.9 0.39
M9 9296.0 -12.3 2.6 9288.8 0.00

Note. LOOIC = leave-one-out cross-validation information criterion.
WAIC = Watanabe-Akaike information criterion. Weight = Akaike
weight of LOOIC. ‘elpd’ = expected log predictive density is a
measure of the expected out-of-sample predictive accuracy.

The modest differences between M6-M8 indicate that the difference between
indicative and subjunctive conditionals did not matter much for participants’ perceived degree
of contradiction. In contrast, the clear rejection of M9 indicates that strong differences in the
type of Cancellation were found. Since the differences between M6-M8 were small, Figure 2
plots the posterior predictions of all three models as weighted by their respective model
weights from Table 7. Note that, as M8 excludes the interaction and the simple effect of
Sentence type, the plot collapses across the Sentence factor. For purposes of plotting, we here
aggregate “Disagree strongly”/”Disagree” and “Agree strongly”/” Agree”, although these

response options were fitted separately above.
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Figure 2. Posterior Predictions of M6-M8. Level of (dis)agreement that Samuel was contradicting
himself, split by type of cancellation (of the belief state, entailment, and scalar implicature). This
figure collapses across the levels of the Sentence factor. For each of the three types of cancellation, the
“Strongly agree” and “Agree” ordinal categories were aggregated to “Agree” and “Strongly disagree”
and “Disagree” were aggregated to “Disagree”. Error-bars represent 95% credible intervals.

As a manipulation check, it can be observed across sentences that participants clearly
distinguished between attempts to cancel a commitment to entailments and conversational
implicatures, for both indicative and subjunctive conditionals. It was thus found that
cancellations of entailments were viewed as more contradictory than cancellations of scalar
implicatures for both indicatives (Dentail - scalar = 4.59, 90% CI [3.93, 5.30], BFH1Ho > 100) and
subjunctives (bentail - scalar = 5.01, 90% CI [4.26, 5.77], BFr1Ho > 100).

Next, the cancellation of belief states were compared to these two baselines. Strong
evidence was found that cancellations of belief states were viewed as less contradictory than
cancellations of entailments for both indicatives (bgelief - Entait = -5.29, 90% CI [-5.99, -4.58],
BFH1Ho > 100) and subjunctives (bgelief - entail = -5.30, 90% CI [-6.08, -4.53], BFH1Ho > 100).

In addition, moderate evidence was found that cancellations of belief states were
viewed as less contradictory than cancellations of scalar implicatures for indicatives (bgelief -
scalar = -.70, 90% CI [-1.07, -.30], BFH1Ho = 9.07) but not for subjunctives (bgetief - scalar = -.28,
90% CI [-.65, .08], BFH1Ho = .18), where indeed the Ho of no difference between the

cancellation of belief state assumptions and scalar implicatures was supported.
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4.3.3 Discussion

The analysis validated our two baselines for the cancellation test by showing that there was
very strong evidence that commitments to entailments were viewed as more cancellable than
commitments to scalar implicatures. Next, our results showed that speakers can cancel,
without contradicting themselves, the neutrality towards the antecedent of an indicative
conditional and the disbelief towards the antecedent of a subjunctive conditional. Indeed,
cancelling a commitment to the suggested belief state was viewed as less contradictory than
cancelling a commitment to a scalar implicature for indicative conditionals. For subjunctive
conditionals, strong evidence was found that the belief state assumptions concerning the
antecedent was just as cancellable as scalar implicatures. The data thus supports the view that
a conversational implicature is present in both indicative and subjunctive conditionals.
Differences in the content of these conversational implicatures may accordingly help account
for the meaning differences between indicative and subjunctive conditionals. Converging
evidence for this conclusion was found in Experiment 1, where the posterior probability of
selecting ‘Belief” was increased from subjunctives used to convey counterfactual conditionals

to subjunctives used as Anderson conditionals.

4.4 General Discussion

It is a familiar point that indicative and subjunctive conditionals differ with respect to
the belief-state status of the antecedent, illustrated by Adams’ (1970) Oswald-Kennedy pair,
where one can consistently accept the first while rejecting the second:

(indicative) If Oswald did not shoot Kennedy, someone else did.

(counterfactual) If Oswald had not shot Kennedy, someone else would have.

The formulation of this minimal pair, with two conditionals differing in meaning, has led to a
number of attempts to either provide a unifying account of indicative and subjunctive
conditionals (Stalnaker, 1975; Edgington, 2008; von Fintel, 2012; Spohn, 2013; Starr, 2014;
Williamson, 2020), argue why disjunct accounts are needed (Lewis, 1973, 1976; Bennett,
2003), or argue for a unifying account by questioning that this indeed constitutes a minimal
pair (Quelhas et al., 2018). For proponents of the first approach, it is tempting to formulate
one semantics of conditionals and look to linguistic phenomena closer to pragmatics, like
conversational implicatures or presuppositions, to account for the meaning differences
between the two types of sentences above. Our findings cast light on the plausibility of such

an approach.
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Conversational Implicatures and Presuppositions

Throughout Experiments 1 and 2, it was found that a conversational implicature best
accounts for the diverging belief state assumptions concerning the antecedents of indicative
and subjunctive conditionals. Central to the evidence is the cancellability of the belief states:
speakers could cancel the neutrality towards the antecedent in indicatives and the disbelief
towards the antecedent in subjunctives without participants perceiving a contradiction.

According to the Stalnaker-Karttunen-Heim approach to presuppositions, a sentence
carrying a presupposition can only be felicitously uttered in contexts that entail the
presupposition (Kadmon, 2001, Ch. 5), or which can be updated so as to entail the
presupposition (Simons, 2006). On this view, cancellation of presuppositions cannot be
accounted for, if presuppositions are supposed to be entailed by the context on a classical,
monotonic consequence relation. In contrast, on the so-called Cancellation Approach of
Gazdar (1979) and Soames (1982), presuppositions are defeasible and can be cancelled by
contextual assumptions or prior conversational implicatures (Kadmon, 2001, Ch. 6).

However, as Beaver and Geurts (2014) note, it appears that the main examples of
cancellation of presuppositions concern cases, where the sentence carrying the presupposition
has been embedded in a compound sentence. For instance, in examples like “If it’s the knave
that stole the tarts, then I’m a Dutchman: there is no knave here”, the presupposition of the
embedded sentence that there is a knave is cancelled. In contrast, cancelling unembedded
presuppositions is typically seen to be as infelicitous as cancelling a commitment to an
entailment (e.g., “It’s the knave that stole the tarts, but there is no knave”). Based on this

observation, Beaver and Geurts (2014) formulate the following generalization:

Table 8. Predictions

Entailments Presuppositions Conversational
implicatures
Project from embeddings 0 1 0
Cancellable when embedded -- 1 --
Cancellable when unembedded 0 0 1

Note. The horizontal lines indicate that Beaver and Geurts (2014) do not provide values for those cells.

This generalization fits with the further observation that, mostly, the presuppositions of
unembedded affirmative statements are entailments (Simons, 2006). Accordingly, the
presuppositions of unembedded affirmative statements should not be cancellable without
contradiction. These observations about cancellation pose a challenge to the view that
presupposition gives rise to the differing stances towards the antecedents conveyed by

indicative and subjunctive conditionals, inasmuch as only further embeddings of the
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conditionals should permit cancellation. Yet, the results from Experiment 2 show that the
stances towards the antecedent were cancellable for both indicatives and subjunctives, and
even more cancellable than a commitment to scalar implicatures.

The finding of this cancellation effect thus provides support for a conversational
implicature account (latridou, 2000; Leahy, 2011, 2018) over a presupposition (Kutschera,
1974, Stalnaker, 1975, 2014; von Fintel, 1997) or entailment account. This rejection of a
presupposition account is further strengthened by our results in Experiment 1, where it was
found that the belief-state assumptions concerning the antecedents of indicative and

subjunctive conditionals do not project through embedding under various operators.

The Source of the Conversational Implicatures

A challenge for a conversational implicature account is that it must be shown in
principle® how the conversational implicature to the falsity of antecedent of subjunctive
conditionals could be reconstructed based on general maxims of communication (Grice,
1989). In Leahy (2018), this conversational implicature is accounted for by applying the
notion of scalar implicatures to the presuppositions of a sentence. Leahy further holds that the
presuppositions of counterfactuals (@) is logically weaker than the presuppositions of
indicative conditionals (i.e. that the antecedent is epistemically possible). These constraints
generate the expectation that the choice of the subjunctive means that the speaker was not
warranted in making the stronger presuppositions of the corresponding indicative conditional.
One difficulty with this view is, however, that, our data suggest that it is not, in fact, a
presupposition of indicative conditionals that the antecedent is epistemically possible. In
addition, participants considered the belief-state assumption of the antecedent to be more
cancellable than scalar implicatures for both indicatives and subjunctives in Experiment 2.

Another possibility runs as follows: in the choice of a conditional construction (“if A,
then C”) over a conjunction (“A & C”), the speaker signals that they are not warranted in
making the stronger assertion of committing to the truth of A. Rather, by making a conditional
assertion, the speaker can express their view about a relationship between C and A while
remaining uncommitted about A. By further choosing the subjunctive mood (e.g., ‘if [past
tense], would ...”), where past tense morphology is employed which does not have a literal

past tense interpretation (latridou, 2000; Ippolito, 2003), further distance is expressed. If

5 Note that the circumstance that rational reconstructions in terms of abductive
reasoning like this can be carried out does not mean that they play a role for the underlying
psychological processes, or that they could not have become conventionalized in time (for
discussion see Geurts, Kissine, & van Tiel, 2020).
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interpreted doxastically, there are only three possibilities for categorical beliefs: either the
speaker believes A, the speaker is neutral about A, or the speaker disbelieves A. If the speaker
had been in a position to believe A, a conjunction could have been used. Instead, the speaker
chose a conditional construction. If the speaker wished to remain neutral about A, a
conditional in the indicative mood could have been used. Instead, the speaker chose a more
convoluted formulation employing fake past tense to express further distance. Given that the
speaker does not believe A, and is not content with remaining neutral about A, their

interlocutors are warranted in inferring that the speaker disbelieves, or doubts, A.

Anderson Conditionals, Modus Tollens, and Presuppositions

In Anderson conditionals, the speaker complicates the interpretational task of his/her
interlocutors even further. The speaker does this by combining a conditional construction with
past tense morphology that is not to be taken literally (“If Jones had taken arsenic, he would
have shown exactly those symptoms...”) with a factive relative clause (““...which he does in
fact show”), which cancels the doxastic distance introduced by the subjunctive mood. Here
again the hearer is faced with the challenge of figuring out why a cooperative speaker would
use such a convoluted way of expressing him-/herself. If participants invest sufficient
resources, they could generate the hypothesis that the speaker is using this complex
construction as part of an argument that purports to dispel doubt about the antecedent. In the
absence of alternative explanations for the patients’ symptoms, this sub-argument could in
turn be used as part of a larger argument to establish the truth of the antecedent, via an

inference to the best explanation along the following lines:

’I think the patient took arsenic; for he has such-and-such symptoms; and these are the

symptoms he would have if he had taken arsenic’ (Edgington, 2008, p. 6)

In Zakkou (2019), it is argued that, contrary to appearances, Anderson conditionals do not
provide a counterexample against a presupposition account. As part of her argument, Zakkou

points out that a speaker, who first asserts 7a) and then 7b) need not contradict herself:

7a) “If Jones had taken arsenic, he would have shown the same symptoms he actually

shows”, 7b) “So he took arsenic”

The contradiction attributed to the presupposition account is removed, it is argued, if the
speaker only accepts that Jones did not take arsenic for the purpose of the conversation in

asserting 7a) and accepts that Jones did take arsenic, because she believes that he did, in
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asserting 7b). While this is certainly possible, it still needs to be established empirically that
ordinary speakers are just as sophisticated in keeping track of different attitudes. The simpler
explanation is that the speaker is cancelling a conversational implicature.

Similarly, Zakkou (2019) suggests that the speaker in (16) accepts for the purpose of
conversation that Jones did not take arsenic and asserts his own belief to the contrary via a

relative clause:

(16) If Jones had taken arsenic—which he did—he would have shown the

same symptoms he actually shows.

A more straightforward account would be that the speaker cancels a commitment to the
conversational implicature that Jones did not take arsenic through the relative clause.

In both cases, further empirical work is needed to distinguish between these
possibilities. But it is worth highlighting that while it was found that participants have the
same posterior probability of attributing belief and disbelief to the antecedent of an Anderson
conditional in Experiment 1, negating an Anderson conditional shifts the modal tendency
towards disbelief. So, it was not found that the belief state assumption concerning the
antecedent of Anderson conditionals exhibit the standard behaviour of presuppositions.

Zakkou (2019) also dismisses an argument against the presupposition account based
on Stalnaker’s (1975, 2014) observation that the following modus tollens argument does not

beg the question and presuppose what it is supposed to establish (i.e., the butler’s innocence):

(8) "If the butler had done it, we would have found blood on the knife. The kitchen

knife was clean; therefore the butler did not do it".

To make the case, Zakkou considers related examples in which the speaker may use
presuppositions in the technical sense and anticipate the conclusion of a modus tollens
argument, without begging the question by introducing the conclusion as a tacit premise. The
discussion overlooks, however, that on a presuppositional account, the first premise of the
modus tollens argument can only be true, if its presuppositions are satisfied; otherwise this
premise is false or a truth-value gap (von Fintel, 2004). So, to have an argument with true
premises, it is a requirement of an account that makes the falsity of the antecedent a
presupposition of a subjunctive conditional that the conclusion is already true with the first
premise, which is indeed question-begging.

In contrast, a conversational implicature account would fare better. For conversational

implicatures are only plausible inferences about the speaker’s mental states that the
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interlocutor is defeasibly warranted in making. This allows for the factual premises of the
argument to be true irrespectively of the status of these inferences. Through the entailment,
the modus tollens argument ensures that the premises cannot be true without the conclusion
being true. So, whereas an uncancelled conversational implicature of the first premise at most
establishes that it is reasonable for the interlocutor to assume that the speaker believes that the
butler is innocent, the conclusion of the modus tollens argument shows that the butler must be
innocent. The conversational implicature account, in other words, separates the truth and
factual content of the premises from the conversational assumptions about the speaker’s belief

states and thereby avoids begging the question about the factual truth of the conclusion.

Mental Models Theory
Finally, we turn to the implications of our findings for Mental Models Theory (MMT).
On the current revised version of MMT (Khemlani et al., 2018), the meaning of conditionals

is explicated by Table 9:

Table 9. Mapping between indicative and counterfactuals, MMT

Row Partition Factual: Counterfactual:
If Athen C If A had happened, then C would have
happened
1 A C Possibility Counterfactual possibility
2 A Not-C Impossibility Impossibility
3 Not-A C Possibility Counterfactual possibility
4 Not-A Not-C Possibility Fact

Note. Quelhas et al. (2018) call indicative conditionals "factual conditionals".

Conditionals are here interpreted as conjunctive assertions about possibilities (i. e.
“A&C is possible and A&—C is not possible...””). That not-A is possible is a shared
presupposition of true and false conditionals; what matters for their truth evaluation is just
that the first two rows get switched. In the case of counterfactual conditionals, the “-A&—=C”
possibility acquires the status of being a fact and the other possibilities change status to
express “counterfactual possibilities”, which were once possible but did not obtain. That the
“=A&—C” possibility is a fact is rendered a presupposition when proponents of mental model
speak of “the presupposed facts” (see, e.g., Byrne, 2005, 2016, 2017; Espino & Byrne, 2018).

If MMT adheres to a classical definition of presupposition (as suggested in Ragni &
Johnson-Laird, 2020), we take the theory to hold that the presuppositions project under
various operators and are not cancellable as long as the conditionals are unembedded. On this
understanding, the theory therefore stands in tension with our findings, which suggest that the

stances towards the antecedent do not project and are cancellable.
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4.5 Conclusion

In this paper, we present new experimental evidence on the doxastic status of
subjunctive conditionals. Previous theoretical papers in linguistics (e.g., latridou, 2000;
Ippolito, 2003) have discussed the possibility of conversational implicature and
presupposition accounts of the assumed falsity of subjunctive conditionals, but without
presenting empirical data that could help decide the issue. To this end, we developed new
stimulus materials to selectively manipulate the belief states of participants when evaluating
indicative and subjunctive conditionals and probed the conversational implicature account and
the presupposition account across two experiments. As part of these studies, we additionally
investigated how participants assess so-called Anderson conditionals, where the falsity of the
antecedent is bracketed in subjunctive conditionals. It was found in a family of sentences test
that operators like negation, possibility modals, and interrogatives have an effect on
participants’ belief-state assumptions and that a presupposition hypothesis predicting that
belief-state assumptions project past such operators could be rejected. Further, it was found in
a cancellation task, that belief-state assumptions of indicative conditionals and subjunctive
conditionals were either just as cancellable as scalar implicatures (subjunctive conditionals) or
even more cancellable than scalar implicatures (indicative conditionals). This finding
indicates that one of the central meaning differences between indicative and subjunctive
conditionals can be attributed to a phenomenon which is uncontroversially pragmatic in

nature; to wit, conversational implicatures.
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Chapter 5:
Possible World Truth-Table Task>¢

Niels Skovgaard-Olsen,
Peter Collins,
Karl Christoph Klauer

In this paper, a novel experimental task is developed for testing the highly influential,
but experimentally underexplored, possible worlds account of conditionals (Stalnaker,
1968; Lewis, 1973). In Experiment 1, this new task is used to test both indicative and
subjunctive conditionals. For indicative conditionals, five competing truth tables are
compared, including the previously untested, multi-dimensional possible world
semantics of Bradley (2012). In Experiment 2, individual variation in truth assignments
of indicative conditionals is investigated via Bayesian mixture models that classify
participants as following one of several competing models. As a novelty of this study, it
is found that a possible worlds semantics of Lewis and Stalnaker is capable of
accounting for participants’ aggregate truth value assignments in this task. Applied to
indicative conditionals, we show across two experiments, that the theory both captures
participants’ truth values at the aggregate level (Experiment 1) and that it makes up the
largest subgroup in the analysis of individual variation in our experimental paradigm

(Experiment 2).

56 This chapter is under review:
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5.1 Introduction
The sentences that follow illustrate a classic distinction between types of conditional:

(1) If Trump won the 2020 election, then the outcome was a fraud.

(2) If Trump had won the 2020 election, then the outcome would have been a fraud.

Sentence (1) is an indicative conditional; sentence (2) is a subjunctive conditional. It is
intuitively clear that the conditionals mean quite different things. Suppose that a recipient of
the sentences somehow has no knowledge of the outcome of the election. That recipient might
well conclude from sentence (2), but likely not from sentence (1), that Trump did not win the
2020 election. These two conditionals have content which signifies a difference in which
commitments the speaker adopts towards the outcome of the election. Accordingly, the
official view of accepting the outcome of the election is reflected in endorsing the subjunctive
over the indicative conditionals, and thus (2) might more reasonably be continued with “...but
we all know, after more than 50 lawsuits, that the evidence for fraud did not hold up in court”.
These differences in content ripple through further differences in background beliefs
as those who accept sentence (2) will likely invoke different explanations for the outcome,
and apportion credit and blame for the outcome differently, from those who do not accept it.
Clear though such intuitions may be, there is no consensus theory of either indicative or
subjunctive conditionals or, indeed, on the relationship between the two types of conditional.
The standard approach is to model the meaning of conditionals in terms of truth
conditions: states of affairs that make the conditional true or false. This approach is by no
means universal, with some arguing that only subjunctive conditionals have truth conditions
(Bennett, 2004), and others that neither indicatives nor subjunctives have truth conditions
(Edgington, 2008). But the approach is adopted by several key theories of conditionals, which
argue for the truth conditions summarized in Table 1 for indicative conditionals (Evans &
Over, 2004; Edgington, 2006; Over & Baratgin, 2017). For a conditional “If A, C”, the “A”
clause is the antecedent, and the “C” clause is the consequent. While the truth tables all agree
in their first two rows, in which the antecedent is true, they differ markedly in the second two

rows, in which the antecedent is false.
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Table 1. Truth Tables for Indicative Conditionals

A C Material Implication Possible Worlds de Finetti Jeffrey Table
T T T T T T

T F F F F F

F T T TIF NA P(CIA)

F F T TIF NA P(CIA)

Note. While the material implication makes the truth-value of the conditional a function of the truth values of the
antecedent and the consequent, the possible world account of Stalnaker (1968) permits it to be either true or
false, depending on whether the consequent is true in the most similar situation in which the antecedent is true.
This feature of possible worlds conditionals means that their truth values are not truth-functional in contrast to
the material implication, as we will return to in the General Discussion.

Historically, each truth table has had its supporters. The first of these truth tables, that
of the material conditional, has lost favour in recent years and is rarely applied to
counterfactuals (though see Williamson, 2020 for a recent defense). This loss of favour is in
large part due to a commonly reported conflict with experimental data. In the truth table for
the material conditional, a conditional is true whenever its antecedent is false. But classic
studies suggested that experimental participants disagree with these truth values: that, when
participants are asked if false-antecedent rows in the truth table are true, false or irrelevant, a
substantial number of participants declare them irrelevant (e.g., Evans & Newstead, 1977;
Evans et al., 2007; Johnson-Laird & Tagart, 1969).

This finding of frequent “irrelevant” responses lends support to the de Finetti truth
table, on which account a conditional is neither true nor false when the antecedent is false. In
such cases, the conditional can be viewed as “void” (for discussion, see Over & Cruz, 2018).
That finding has, however, in turn been qualified through a recent meta-analysis (Schroyens,
2010), which reports that “irrelevant” is a minority response and only the modal response for
the final row (the FF cases) - and then only with tasks which use implicit negation.

While the de Finetti Table takes the conditional to be void when its antecedent is false,
the related Jeffrey Table replaces the “void” (above, “NA”) values with the conditional
probability of the consequent given the antecedent, P(C|A). This amendment is interpreted as
capturing the fact that one can be more or less confident in a conditional even when its
antecedent is false (Over & Cruz, 2018). In our experiments below, we will test both the de
Finetti and Jeffrey truth tables and return to the issues they raise in the context of our
experimental task.

Last, but not least, is the possible-worlds account. Developed primarily for
counterfactual conditionals (Lewis, 1973; Stalnaker, 1968), the account has been applied to
both indicative and subjunctive conditionals (Stalnaker, 1968). We will provide a detailed

summary of the possible-worlds account below. Here it suffices to note that, on the account of
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Stalnaker (1968), when the antecedent is false, a conditional can be either true or false,
depending on whether the consequent is true in the most similar situation in which the
antecedent is true. In the psychology of reasoning, possible-worlds semantics is sometimes
discussed as an important alternative (e.g., Evans & Over, 2004), and sometimes set aside as
psychologically implausible (Johnson-Laird & Ragni, 2019). But the truth conditions of
possible-worlds semantics are rarely tested.>’ Despite its roughly 50 years of existence, the
theory has proved difficult to test empirically, which we hope to rectify in this paper.

It is a matter of much debate, then, which truth table best captures the meaning of
conditionals. A related debate is whether indicative and subjunctive conditionals can be
explained with a single theory, with theorists both advancing unified theories (e.g., Edgington,
2008; Stalnaker, 1968, 1975; Starr, 2014; Williamson, 2020) and opposing them (e.g.,
Bennett, 2003; Lewis, 1973, 1976). Within the psychology of reasoning, different camps have
developed unified theories, including mental models theorists (Johnson-Laird & Byrne, 2002;
Quelhas et al., 2018) and suppositional theorists (Over et al. 2007; Baratgin, Over et al., 2013;
Pfeifer & Tulkki, 2017). In Over et al. (2007), this takes the form of interpreting
counterfactuals as expressing an “epistemic past tense” (Adams, 1975), which is to be
evaluated via conditional probabilities by considering a situation before the antecedent came
to be disbelieved. Accordingly, the de Finetti and Jeffrey truth tables that have been applied to
indicative conditionals (e.g., in Evans & Over, 2004; Baratgin, Over, & Politzer, 2013; Over
& Baratgin, 2017) would also hold for counterfactual conditionals. Other related probabilistic
approaches apply principles of causal reasoning to counterfactuals and emphasize that
counterfactuals concern interventionalist probabilities when “rerunning history” in a causal
model (Sloman & Lagnado, 2005; Rips, 2010; Pearl, 2013; Lassiter, 2017; Skovgaard-Olsen
etal., 2021).

In deciding whether a unifying account of the two types of conditionals can be given,
one question that deserves central attention is this: do indicative and subjunctive conditionals
have the same type of truth conditions? In this paper, we present experiments which throw

57 For some of the very few attempts to test other aspects of possible world semantics

see: Cariani & Rips (2017), Johnson-Laird & Ragni (2019). A further exception is
Wijnbergen-Huitink, Elgayam et al. (2015), which applied Lewis/Stalnaker’s theory to right-
nested conditionals ‘if p, then if g, r* in indicative mood in a betting context. However,
Wijnbergen-Huitink et al. do not discuss the following two complications that Lewis (1973,
1976) only applied this theory to subjunctive conditionals, and that Stalnaker (1975) only
applies the theory to indicative conditionals under the assumption of the pragmatic principle
explained below. A final exception is Douven et al. (2020), which applies one of Lewis’s
(1979) criteria for similarity (i.e. agreement with particular facts) to Stalnaker’s theory of
indicative conditionals.
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new light on this question by presenting a novel experimental test of the truth conditions of
one of the key theories of conditionals: the possible worlds account (Lewis, 1973; Stalnaker,
1968). The experiments allow us to distinguish the possible-worlds account from other key

approaches, including the truth tables reviewed above.

Possible Worlds Semantics

Since this paper focuses in large part on testing the possible-worlds account, we provide
a more detailed overview of the theory here. Possible-worlds semantics is one of the most
widely used semantic frameworks for dealing with subjunctive conditionals in philosophy and
linguistics (Stalnaker, 1968; Lewis, 1973; Bennett, 2003; Portner, 2009; Kratzer, 2012). Just
like probability theory relies on a set of possible outcomes, possible-worlds semantics relies
on a set of possible worlds specifying alternative ways the world could be. Sets of such
possible worlds represent propositions, which correspond to events in probability theory. The

account states, roughly, that:

‘If it had been the case that A, then it would have been the case that C’ (A > C) is true
in the possible world, w, iff C is true in all the A-worlds that are most similar to w.

In Stalnaker (1968), this is explicated via a selection function, f(A, w), which selects the
closest world (or, alternatively: the set of closest worlds) to w in which A is true. The
conditional, [A > C], is then true iff the selected A-world(s) is a subset of the set of worlds in

which C is true, [C]. For a less formal illustration consider (3) as uttered in 2019:

(3) “If Hillary had won the 2016-election, the US relationship with the EU would have

been better”

(3) is true roughly just in the following case. We consider the known facts in 2019 and
(hypothetically) vary the actual circumstances such that Hillary won the 2016-election but
keep as much else fixed as possible, such as Hillary’s disposition to govern and the previous
US/EU relationship. And, in that hypothetical world, the consequent is true: the US
relationship with the EU is better than in it was in 2019.

Pragmatics, indicatives, & subjunctives

While Lewis (1973, 1976) restricted possible-worlds semantics to subjunctives, Stalnaker
(1975) extended the semantics to indicatives. In so doing he made use of pragmatic notions to
account for the differences in meaning. To explicate the role of pragmatics, Stalnaker (1975)

uses the notion of a common ground. The common ground between interlocutors can be
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understood as a context set of live possibilities that the interlocutors mutually presuppose.
Through their assertions, interlocutors try to decide between the members of this context set.
For instance, suppose that some colleagues are discussing, in hushed tones, recent budget cuts
at ‘the Department’. For the conversation to proceed, the interlocutors must mutually
presuppose much background information so that it is understood which department they are
talking about. Moreover, the interlocutors also mutually presuppose a set of possibilities,
which identify different candidates for deciding the latest budget cut.

On Stalnaker’s (1974, 2014) pragmatic notion of presuppositions, a sentence carrying
presuppositions can only be felicitously uttered based on one of the following conditions:
either its presuppositions are entailed by the common ground, or they are accepted by the
hearer (“accommodated”) as an update to the common ground for the purposes of the
conversation. According to Stalnaker (1975), there is a pragmatic difference between
indicative and subjunctive conditionals in that whereas an indicative conditional focuses only
on the set of possibilities in the shared common ground, subjunctive conditionals allow
interlocutors to consider remote possibilities, outside the common ground, in their assessment.
For instance, in example (3) from above, all interlocutors presuppose that Trump did indeed
win the 2016 election: there are no other live possibilities. But the interlocutors can consider
possible worlds outside of this common ground in evaluating the counterfactual stating what
would have happened if Hillary had won.

For this theory then, the semantics specifies the form of truth conditions of
conditionals by referring to selection functions (i.e. ‘A > C’ is true in w, iff C is true in the
possible world/s returned by f(A, w)). Which proposition is expressed by the assertion of a
conditional is, however, influenced by the context of utterance, given the pragmatic rule that
f(A, w) outputs possible worlds within the context set for indicative conditionals, but is
permitted to output possible words outside of the context set for subjunctive conditionals. As
a result, the theory holds that it is appropriate to use an indicative conditional only in a
context that is compatible with the antecedent (Stalnaker, 1975). Since counterfactuals cannot
conform to the constraint of selecting worlds inside the context set, however, they must be
expressed as subjunctive conditionals. This principle captures the intuition that while the use
of indicative conditionals generally is understood under preservation of as many of the
mutually shared presupposition of the conversation as possible, subjunctive conditionals are
allowed to consider remote scenarios, where some of these assumptions are relaxed.

Subjunctive conditionals subtly cue their recipients through tense and mood that

worlds may be selected outside the context set. As latridou (2000) has argued, subjunctives
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make use of an extra layer of past tense — the past perfect “had found” — as a “fake tense” to

indicate the unlikeliness of the described situation rather than its temporal coordinates.

The Experiments

As we have outlined, while the possible-worlds account has proved highly influential, it has
not proved easy to test, a point on which we elaborate below. This paper offers a new method
for testing the truth evaluations of both indicative and subjunctive conditionals according to
possible worlds semantics. Experiment 1 introduces the novel truth task for indicatives and
subjunctives at the aggregate level; Experiment 2 uses this task to focus on indicative
conditionals and study individual variation by modeling participants’ responses as coming
from a mixture distribution of truth tables. Through both of our experiments, we contrast
more than five different truth tables, including the novel account of Bradley (2012), which

have not been tested previously, as far as we know.

5.2 Experiment 1: Truth Evaluations

The aim of Experiment 1 is to introduce an experimental setup for testing possible worlds
semantics of subjunctive conditionals (Stalnaker, 1968; Lewis, 1973). To motivate it, we start

out by explaining some of the difficulties with testing possible worlds semantics.

Difficulties in Testing Possible World Semantics

Possible worlds semantics for counterfactuals is widely used in linguistics and
philosophy (Portner, 2009; Kratzer, 2012), because by placing weak constraints on the
similarity relation—e.g., of all worlds, w is most similar to itself (strong centering)—it allows
the formulation of several counterfactual logics. Yet, it turns out to be a very difficult task to
explicate this similarity relation in a way that would permit the evaluation of ordinary
counterfactuals in light of a set of strenuous counterexamples, and the inevitable context-
sensitivity of such assessments (Rescher, 2007; Nickerson, 2015; Ippolito, 2016; Starr, 2019).
To illustrate, a case can be made for either one of the following counterfactuals concerning
the Korean War (Quine, 1960, p. 222; Spohn, 2013):

If Caesar were in command, he would use the atomic bomb.

If Caesar were in command, he would use catapults.

One of the central difficulties in testing possible worlds semantics is that participants are
likely to consider very different possible worlds if left unconstrained due to differences in

their background beliefs and in views on what counts as “similar”. For this reason, the
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experimental task which we introduce below creates a situation, where there is one salient
hypothetical alternative to the present to the actual state of affairs to better control what

counts as most similar in the task context.

The Possible World Truth Table Task

In our experiments, participants were instructed that they were going to see a small sample of
photos taken by Jack. The participants were then presented with different pairs of photos,
which were later used to formulate the indicative and subjunctive conditionals, as illustrated
in Table 2 below. In the example, the pair of pictures illustrate one of Jack’s photos of a
kitchen and of a railroad station. First, participants were asked a range of control questions
concerning these pictures (explained below). Later, one of the pictures would be presented on
the page and participants were asked to evaluate the truth value of the presented
indicative/subjunctive conditional. For ease of illustration, we will refer to the picture
presented as “the Actual Picture” and the other picture of the pair, which was not shown, as
“the Hypothetical Picture”.

We introduced this manipulation to investigate whether subjunctive conditionals with
false antecedents would prompt participants to think about the counterfactual situation in
which the Hypothetical Picture would be shown instead of the Actual Picture, as illustrated in
the thought bubble in Table 2.

The function of the previous exposure to a pair of pictures is to constrain assessments
of similarity by making salient one possibility of an alternative picture that could have been
presented. This way, the task introduces an extra source of information (i.e., information
about what is true/false in a salient possible A-world) beyond the manipulated truth table cells
in the actual world (TT, TF, FT, FF). The goal is to probe whether participants selectively
make use of this extra source of information when assigning truth values to subjunctive
conditionals. For instance, when presented with the picture of a kitchen and the conditional
“If this had been one of Jack’s pictures of a railroad station, there would have been a warning
sign about standing too close to the edge in it”, do they consider what is true in the picture of
the railroad station?
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Table 2. Example of Stimulus Material

Actual Picture Hypothetical Picture

~

I

is messy

TT: If this had been one of Jack’s photos of a kitchen, if [Actual picture],

there would have been a fruit bowl in it. [Actual object]
TF: If this had been one of Jack’s photos of a kitchen, if [Actual picture],
there would have been a warning sign about standing too close to the edge in it. [Hypothetical object]
FT: If this had been one of Jack’s photos of a railroad station, if [Hypothetical picture],
there would have been a fruit bowl in it. [Actual object]

FF: If this had been one of Jack’s photos of a railroad station, if [Hypothetical picture],
there would have been a warning sign about standing too close to the edge in it.  [Hypothetical object]
FFmisplaced: If this had been one of Jack’s photos of a railroad station, if [Hypothetical picture],
there would have been a pair of bedlamps in it. [Misplaced object]

Note. The pictures were displayed in a size in which it was possible for the participants to discern the individual objects. Actual Object: bowl with fruit.
Hypothetical Object: a warning sign about standing too close to the edge. Misplaced Object: a pair of bedlamps.



We further introduced a contrast between two ways of implementing the FF cell. We
did this to probe whether participants were sensitive to variation in whether the objects talked
about in the conditional sentences were present/absent on the Hypothetical Picture, although
they would in each case be absent on the Actual Picture (thus giving rise to the FF cell, when
evaluated relative to the Actual Picture). We label the first version of this truth table cell “FF”
(where the object talked about is present in the Hypothetical Picture but absent in the Actual
Picture). The second version where the object is also absent on the Hypothetical Picture, we
label FFmisplaced-

To illustrate: whereas the Hypothetical Object (e.g., a warning sign) was present on
the Hypothetical Picture and absent on the Actual Picture, a third Misplaced Object (e.g., a
pair of bedlamps) was present on neither. The FFmispiaced COndition concerns this third
misplaced object. If participants were evaluating the conditional based on the Actual Picture,
then this contrast between two versions of the FF cell (FF vs. FFmisplaced) Should not make a
difference to their truth evaluations. If the conditionals were evaluated based on the salient
Hypothetical Picture (e.g. Jack's picture of a railroad station), however, then the contrast
between the Hypothetical Object and the Misplaced Object should play a role.

Thought of in terms of standard truth tables, one can think of this manipulation as
implementing two versions, {TT, TF, FT, FF} and {TT, TF, FT, FFmisplaced}, and our interest
is whether participants are systematically influenced in the truth evaluations of indicative and
subjunctive conditionals by these two versions. When we discuss our findings below, we
abbreviate the two versions as {TT, TF, FT, FF, FFmisplaced} and investigate how the various

truth tables perform across all five types of truth table cells.

Predictions of Competing Truth Tables

While Experiment 1 is intended primarily to test the possible-worlds account, it also
provides evidence that has a bearing on other truth tables of the conditional: namely, material
implication, the de Finetti truth table, the Jeffrey Table (see Table 1), mental model theory,
and the multi-dimensional approach of Bradley (2012). In Experiment 1, we attribute the
predictions in Table 3 to the theories tested for indicative conditionals. The basis for these

predictions is explained below.
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Table 3. Predictions for Indicative Conditionals in Experiment 1

Cell ) Possible Worlds de Finetti | Bradley Jeffrey MMT.ux
TT 1 1 1 1 1 1

TF 0 0 0 0 0 0

FT 1 If (accom =1) 0; else 1 NA 0 0 0

FF 1 If (accom =1) 1; else 0 NA 1 1 1
FFmispIaced 1 0 NA 0 0 0
Model Mwmaterial Mpossibleworld MaeFinetti Msubjunctive

Note. ‘O’ = Material Implication. ‘accom’ = accommodate. The prediction for Bradley (2012) is determined by
the task constraints of Experiment 1, since there is only one possible world that enters as a candidate for the
counterworld, w;, and this is the Hypothetical Picture. The truth value for the false antecedent cells (FT, FF,
FFmisplaced) 1S therefore determined by the pair <actual picture, hypothetical picture>. The last row labels the truth
tables by the multinominal processing tree models fitted in Experiment 1. The last row indicates which statistical
model in Table 6 the truth table was mapped onto. The name ‘Msuvjunciive’ Was chosen for the last three tables,
because the indexed truth tables make the same predictions for indicative conditionals in this specific task as the
modal values of the subjunctive conditionals.

As Edgington (2006) explains, the material implication and the possible world account
in Stalnaker (1968) differ as follows. While the material implication holds that the indicative
conditional is true when the antecedent is false, the possible world account in Stalnaker
(1968) permits the conditional to be either true or false. For the possible worlds account, the
conditional is, in other words, not truth-functional in that its truth value is not a function of the
truth values of its clauses. Instead, the truth or falsity of the conditional in these cases is
determined by whether the consequent is true in the most similar situation in which the
antecedent is true (see Table 1).

The possible world semantics of Stalnaker (1975) applies the same truth conditions for
indicatives and counterfactuals conditionals, but accounts for differences between the two
through a pragmatic principle. If we are to fully understand the predictions of the possible-
worlds account, we must briefly expand on this pragmatic principle.

As we have seen, Stalnaker (1975) invokes the notion of common ground in his
account of indicative and counterfactual conditionals. Whereas an indicative conditional
focuses only on the set of possibilities in the shared common ground, subjunctive conditionals
allow interlocutors to consider remote possibilities, outside the common ground, in their
assessment. Accordingly, it is appropriate to use an indicative only when the antecedent is not
known to be false; otherwise, a subjunctive must be used. In Stalnaker (2011, 2014), this
theory is extended using the notion of accommodation. Although presuppositions present
information as taken-for-granted — as uncontroversially part of the common ground — they can
be used to communicate novel information as well. But when presuppositions communicate

novel information, they trigger a special mechanism.
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To illustrate, suppose that a speaker says, "My sister is a schoolteacher” in a context,
where it cannot be presupposed that the interlocutor even knew that the speaker had a sister.
The speaker then goes beyond the common ground. But the utterance need not be infelicitous.
The hearer can accept the presupposition as true — can accommodate it — and add the
information to the common ground. Typically, this will occur automatically, unless someone
objects (Lewis, 1979; Stalnaker, 2014). Accommodation thus has the discourse effect of
making the hearer adjust her knowledge so that it entails the content that the speaker
presupposes (Potts, 2005).

In (2011, 2014), Stalnaker extends the theory to permit accommodation of the
common ground to make the context set compatible with the antecedent, if possible. The
accommodation then creates a posterior context with respect to which the conditional is
evaluated. Whereas the evaluation of counterfactuals permits the use of hypothetical
assumptions that are not carried over to the main discourse, the accommodated
presuppositions of this posterior context remain presuppositions in the subsequent discourse.>®
Accommodation is, thus, an important aspect of contemporary possible-worlds semantics, and
it will be important to investigate whether participants perform such accommodation when
faced with indicative conditionals with false antecedents.

If participants accommodate the common ground to make the context set compatible
with the antecedent of the conditional, then the boundary of which possibilities count as being
outside the context set shifts. Such shifts are predicted to affect the truth evaluation of
indicative conditionals. For instance, when participants are presented with a picture of a
kitchen and the conditional “If this is one of Jack’s pictures of a railroad station, then there is
a warning sign about standing too close to the edge in it”, do they accommodate the
antecedent and evaluate the condition with respect to the picture of the railroad station, or do
they decline to accommodate and evaluate the conditional with respect to the presented
picture of the kitchen? In our experiments, we test for the possible dependence of truth value
judgments of indicative conditionals on accommodation. In Table 3 these shifts are illustrated
through the “if ... else ...” clauses, which specify how the predicted truth values vary

depending on whether participants accommodate the antecedent.

58 A further possibility that Stalnaker (2011) discusses is to allow for truth-value gaps in

case of false antecedents via a supervaluation approach for dealing with contextual ambiguity,
just like the de Finetti table of Wijnbergen-Huitink et al. (2015) employs truth-value gaps.
However, given our stimulus materials introduce a well-defined context without such
ambiguity, this extension of the possible worlds account is set aside for present purposes (see
Stalnaker, 2019, Chap. 11 for further discussion).
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Bradley’s (2012) account shares the non-truth functionality of possible worlds
semantics but implements it differently. For Bradley (2012), the semantic content of
conditionals is given by a set of ordered pairs of possible worlds: {<wi, wj>, ...}. The first
member (w;i) of such a pair is the actual world and the second world (w;) is a counterworld in
which the antecedent is true. If the consequent is true in wj, then the conditional is true in <w;,
w;j>, otherwise it is false. Probabilities are assigned to conditionals by assigning probabilities
to counterworlds. One of the great advantages of this technical refinement is that it allows
Bradley (2012) to circumvent a problem known as the triviality results. The problem dates
back to Lewis’ (1976) demonstration that attempts to combine P(if A then C) = P(C|A) with
classical truth conditions can only succeed for probability distributions subject to trivializing
features that severely restrict their usefulness (for a review, see e.g., Bennett, 2003).

Through his constructions with truth conditions explicated via pairs of possible
worlds, Bradley (2012) is able to show that he can combine the thesis, P(if A then C) =
P(C|A), with truth conditions without being subject to the triviality results. This feature of
Bradley’s (2012) account is one of its main attractions. Via the exposure to participants of two
pictures that Jack could have taken, only one of which is shown when evaluating the
conditionals, our task allows us to experimentally fix the counterworld (w;j) and thus test
Bradley’s theory, possibly for the first time.

In contrast, the de Finetti truth table abandons classical truth conditions in a different
way by holding that the indicative conditional is neither true nor false when the antecedent is
false (Evans & Over, 2004; Fugard, Pfeifer et al., 2011; Baratgin, Over et al., 2013). A
different,> but related approach, known as the Jeffrey-Table, holds that the semantic value of
the conditional is given by P(C|A) (Over & Baratgin, 2017). As noted above, attempts have
also been made to extend these truth tables to counterfactuals, so we will consider whether
they can account for our data concerning subjunctive conditionals below.

Cruz and Over (2018) and Over (2020), have suggested that one can translate this third
semantic value of the Jeffrey table into truth values supplied by participants via the auxiliary
hypothesis that they assign the value ‘true” when P(C|A) is “high” and ‘false” when P(C|A) is

59 Often these two approaches are taken to be similar, but Bradley (2012) shows that they
differ on how to understand the probability of conditionals and that the semantic content
attributed to indicative conditionals has a different meaning on the two accounts. Roughly, the
de Finetti table avoids the triviality results by abandoning Bivalence and reinterpreting the
probability of sentences as their probability of truth, provided they are true or false. In
contrast, the Jeffrey table avoids the triviality results by dropping the independence of belief
and the meaning of sentences by making the semantic values of indicative conditionals
dependent on an agent’s subjective degrees of belief.
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“low”. When outlining the predictions in Table 3, we rely on this empirical, auxiliary
hypothesis. The resulting predictions are, in other words, specific to our experimental
paradigm, and they presuppose that participants assign “low”, “high”, and “low* conditional
probabilities for the FT, FF, and FFmispiaced Cells, respectively. In our experiments, we test this
auxiliary hypothesis, and to anticipate, we obtain supporting evidence.

While mental model theory may earlier have adopted the material implication
(Johnson-Laird & Byrne, 1991, 2002), the theory has since then been revised to reject such a
commitment (Khemlani et al., 2018). On the revised version, indicative conditionals are

viewed as conjunctive assertions about possibilities as shown in table 4.

Table 4. Mapping between indicative and counterfactuals, MMT

Row Partition Factual: Counterfactual:
If Athen C If A had happened then C would have
happened
1 A C Possibility Counterfactual possibility
2 A Not-C Impossibility Impossibility
3 Not-A C Possibility Counterfactual possibility
4 Not-A Not-C Possibility Fact

Note. Quelhas et al. (2018) call indicative conditionals "factual conditionals".

Whereas the indicative conditional asserts that only rows 1, 3, and 4 are possible, the
counterfactual asserts that row 4 is a fact and that rows 1 and 3 are counterfactual possibilities
which did not materialize. Since conditionals are viewed as conjunctive assertions about the
rows of Table 4 on the revised mental model theory, there is a difficulty of how to assign truth
values when participants are only presented with one of the rows, as in our experimental task.
Quelhas et al. (2018) point out that the false antecedent cases (-A&C and -A&—C) are
asserted to be possible for both true and false conditionals. So these are not diagnostic for the
truth or falsity of the conditional. However, Goodwin and Johnson-Laird (2018, pp. 2529-
2530) suggest a way of determining the truth of indicative conditionals when presented with
only one of these cases. The idea is to make the truth of the indicative dependent on the truth
of the corresponding counterfactual. In their example, if in fact Viv does not have shingles,
then “If Viv has shingles, then she is in pain” is true provided that the following
counterfactual is true: “If Viv had had shingles, then she would have been in pain”.
Accordingly, when one only possesses information about row 3 or 4 in Table 4, one can learn
which of rows 1 and 2 are possible by considering a counterfactual version. Consequently, we
attribute the prediction to mental model theory of lack of differences between indicative and
counterfactual conditionals for the false antecedent cases as an auxiliary hypothesis, as
outlined in Table 3.
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5.2.1 Method
Participants, and sampling procedure shared for all experiments

The experiment was conducted over the Internet to obtain a large and demographically
diverse sample. A total of 292 people completed the experiment. The participants were
sampled through the Internet platform Mechanical Turk from the USA, UK, Canada, and
Australia. They were paid a small amount of money for their participation. The following a
priori exclusion criteria were used: not having English as native language, completing the
task in less than 240 seconds or in more than 3600 seconds, failing to answer at least one of
two simple SAT comprehension questions correctly in a warm-up phase, and answering ‘not
serious at all’ to the question 'how serious do you take your participation' at the beginning of
the study. The final sample after applying the a priori exclusion criteria consisted of 211
participants.®® Mean age was 44.06 years, ranging from 19 to 75. 42.65% of the participants
identified as male; with the exception of 3, the rest identified themselves as female. 74.88 %
indicated that the highest level of education that they had completed was an undergraduate
degree or higher. Applying the exclusion criteria had a minimal effect on the demographic

variables.

Design

The experiment had a within-subject design with the following within-subject factors,
which are explained below: Sentence (indicative vs. subjunctive) and Truth Table Cell (TT,
TF, FT, FF, FFmispiaced). Since the experiment had three trial replications, participants saw a

total of 30 within-subject conditions.

Procedure

To reduce the dropout rate during the experiment, participants first went through three
pages stating our academic affiliations, posing two SAT comprehension questions in a warm-
up phase, and presenting a seriousness check asking how careful the participants would be in
their responses (Reips, 2002). Moreover, to ensure that the pictures were displayed properly if
the participants completed the study on a smartphone, participants were asked to turn their
smartphone in horizontal orientation, if they were using one.

The experiment was split into three blocks in random order. For each block,
participants were instructed that they were going to see a small sample of photos taken by

Jack. For each block, a pair of pictures was selected out of a pool of six possible pairs. The

60 In addition to the common exclusion criteria for all the experiments, two participants
were excluded in Experiment 1, because the javascript was not displaying correctly.
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pairs were generated based on the stimulus materials used in a pilot study®*. For instance, one
pair of pictures might look as in Table 2, where the kitchen picture was selected as the Actual
Picture shown.

For each of these pictures, participants were asked, in random order on separate pages,
to answer whether it was true/false that three objects were on them, as control questions. In
addition, participants were asked to evaluate conditional probabilities for fitting the Jeffrey
table. Next, participants were asked to evaluate indicative and subjunctive conditionals for
whether they were true, false, or neither. The conditional sentences were randomly assigned
to the two members of the pair, so that participants would see one of each type (indicative vs.
subjunctive) for each pair. On five separate pages, participants were then presented with the
Actual Picture (e.g., the kitchen picture) and five conditionals (e.g., five subjunctive
conditionals) implementing the truth table cells shown in Table 3 in random order and asked
to evaluate whether the presented sentence was true (T), false (F), or neither true nor false
(NN). Key words distinguishing indicative conditionals (“...is..., ...is...””) and subjunctives
(“...had been ..., ...would ...”) were highlighted in blue.

After completing the task, participants were presented with an accommodation task.
The accommaodation task featured three pages with pictures (e.g., Jack's picture of a kitchen)
and indicative conditionals in the FF condition from the pairs displayed earlier in the study,
that asked three times about what photo they took the sentence as referring to.

If participants accommodate the antecedent, which is incompatible with the picture
shown (and the demonstrative reference: "If this..."), then they should select the hypothetical
picture of a railroad station not shown. If, on the contrary, participants evaluate indicative
conditionals with respect to the picture shown, they should select the displayed picture of a
kitchen. Sample screenshots of these three accommodation items can be found on the osf
project page: https://osf.io/6x7fb/?view_only=a2e50ef786e14fa99c883efa3e502af2.

5.2.2 Results

It was found across all pictures that participants correctly identified whether the
Actual, Hypothetical, and Misplaced Objects were on the pictures in the initial control
questions (median percentage of correct responses = 93 %, MAD = 2%). Participants’ truth

evaluations are displayed in Figure 1:

61 Here is a link for preview:
https://osf.io/6x7fb/?view_only=a2e50ef786e14fa99c883efa3e502af2
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Figure 1. Truth Tables of Indicative and Subjunctive Conditionals. ‘FF’ = a conditional that is
False False w.r.t. the Actual Picture shown but True True w.r.t. the salient Hypothetical Picture;
‘FFmisplaced” = @ conditional that is False False w.r.t. the Actual Picture shown but True False w.r.t.
the salient Hypothetical Picture.
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For the FT, FF, and FFmispiaced Cells, it was found across conditions that the average
conditional probabilities for our task were .08 (SD = .09), .93 (SD = .09), and .04 (SD = .07).
Accordingly, our results support assigning the truth values of Table 3 to the Jeffrey table by
applying the auxiliary hypothesis of Cruz and Over (2018) and Over (2020) explained above.
Participants’ truth evaluations were analyzed in two steps. First, differences between
indicative and subjunctive conditionals were analyzed. Next, existing truth tables for
indicative conditionals were fitted to the data. For both analyses, the observed response
frequencies were analyzed with multinomial processing tree models (Riefer & Batchelder,
1988). This modeling framework is typically used to characterize the processes that underlie
participants’ categorical responses (see Batchelder & Riefer, 1999; Erdfelder et al., 2009).
However, the framework can also be used to test hypotheses at the level of the observed
response distributions through goodness of fit and model-selection statistics (e.g., Karabatsos,
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2005; Klauer et al., 2015; Skovgaard-Olsen al., 2017). For a Bayesian implementation, we
followed the hierarchical extension of multinominal processing trees in Klauer (2010), which
was fitted via the R package TreeBUGS (Heck et al., 2018). Further technical details on the

model can be found in Appendix B.5?

Indicatives vs. Subjunctives
Using this framework, the following multinominal processing models were fitted to
the data for both indicative and subjunctive conditionals to model the probabilities that a

categorical response was selected:

Mesaturated: model imposing no constraints. This model fits the data
perfectly using one free parameter per degree of freedom
provided by the data

Msentence: model assuming that response probabilities are the same for
indicatives and subjunctive conditionals

MFrr Frmis, ina:  model assuming no differences between the FF and FFmisplaced
truth table cells for indicative conditionals

MET, FF, ind: model assuming no differences between the FT and FF truth

table cells for indicative conditionals

Table 5. Model-Comparison Results

Model pt1 pr2 WAIC Weight
MET 5 ind 37 00 4683.8 0
Msaturated 49 11 40709 1
Msemence OO OO 67054 O
MeE FFmis,ind .00 .00 4599.7 0

Note. Note that the test statistics T1 and T represent Bayesian p values

and are based on the posterior predictive model checks in Klauer (2010).

WAIC = Watanabe-Akaike information criterion. Weight = Akaike weight

of WAIC.
Model fit was assessed with the WAIC information criterion and posterior predicted p values
based on Ty and T2 posterior model checks proposed in Klauer (2010). T1 measures the
adequacy of the models in capturing the mean observed truth value frequencies. T> measures
the adequacy of the models in capturing the variability (variances and covariances) among the
observed response frequencies. A small (Bayesian) p value for these test statistics indicates

that the posterior predictive distribution of the model fails to capture an aspect of the data,

62 R scripts will be made available on osf upon publication.
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because this aspect of the actual observations is unlikely to be predicted by the model. When
testing several of these posterior predictive checks, it is not uncommon for a model to be
inadequate for some purposes but adequate for others, and the test statistics help us identify
which aspects of the data are captured by a given model (Gelman et al., 2013: Ch. 6).

Based on these criteria, (Mr, rr, ind) Was the only model besides the saturated model
(Msat), which was able to capture the mean observed truth value frequencies (T1). Yet, like the
other non-saturated models, it accounted less well for their variances and covariances across
individuals (T2). Accordingly, the information criterion WAIC indicates that this model
reduction was not justified compared to the saturated model. From the comparisons, we can
infer that a) there is a difference in the truth value assignments of indicative and subjunctive
conditionals, b) the difference between FF and FFmispiaced plays a role even for indicative
conditionals, but c) the difference between FT and FF need not be taken into account to
account for the mean observed truth value frequencies of indicative conditionals; yet it plays a
role for the variability in responses across individuals. Moreover, a glance at Figure 1 reveals
that while the difference between FT and FF may not matter for indicative conditionals, it

flips the modal value for subjunctive conditionals from false to true.

Truth Tables for Indicatives

To further investigate participants’ truth value assignments for indicative conditionals,
we fitted the truth tables from Table 3 to the data (see Table 6 below).

As indicated in Table 2, the truth table for the possible world semantic depended on
whether participants accommodated the antecedent. As a result, the model implementing this
truth table was constrained to predict the truth value assignment {T, F, F, T, F} for the
participants (N = 95), who accommodated the reference of the antecedent to refer to the
Hypothetical Picture. In contrast, the model was constrained to predict {T, F, T, F, F} for the
participants (N = 116) who did not accommodate to follow the truth evaluation of the Actual
Picture. This classification concerns participants who accommodated the reference of the false
antecedent all three times when asked. Accordingly, the prior expectation of answering “yes”
all three times by a random binominal process is that only 12.5% of the participants should
have fallen in this group, instead 45% were found. Appendix A displays the bimodal pattern
of these two different truth evaluations of indicative conditionals separately, which are
merged in the aggregate results shown in Figure 1.

Following Skovgaard-Olsen et al. (2017), the most lenient criterion was applied in
assigning a stochastic interpretation to the deterministic predictions of the truth tables using

the order constraints in Klauer et al. (2015), as explained in Appendix B. In each case, only a
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relative majority of the predicted response was required of a given model (i.e., that the
predicted response occurs at least as often as each of the other responses). In contrast, an
absolute majority could also have been required. But the advantage of using this very lenient
criterion lies in the diagnostic power associated with its failure, as any theory that fails under

these minimal constraints should be seriously questioned.

Table 6. Model-Comparison Results for Indicatives

Model pr1 pr2 WAIC Weight
MPossibIeWorId 0.134 0.000 2258.9 1
Msubjunctive 0.000 0.000 2549.7 0
Mmaterial 0.000 0.000 3405.8 0
MueFinetti 0.000 0.000 3606.7 0

Note. The test statistics T1 and T, represent Bayesian p values and are based on
the posterior predictive model checks in Klauer (2010). WAIC = Watanabe-
Akaike information criterion. Weight = Akaike weight of WAIC. In Table 3,
the truth tables are displayed which correspond to these models.

Model fit was assessed with the WAIC information criterion and posterior-predicted p
values based on T1and T2 posterior model checks proposed in Klauer (2010). Of all the
models tested, only Mpossibleworid had a satisfactory fit for the aggregate truth value frequencies
(T1). But like the other models, it accounted less well for their variances and covariances
across individuals (T2). The information criterion WAIC indicates a strong preference for
Mpassibleworid In light of the parsimony vs. fit trade-off. We discuss why Mpossibleworid had this
edge compared to the other models further below.

5.2.3 Discussion

As seen from Figure 3, participants’ truth evaluations of subjunctive conditionals elicit the
modal pattern {T, F, F, T, F} in spite of being shown a picture that would generate the
following truth table cells: TT, TF, FT, FF, FF. This pattern fits with the following
hypothesis. When participants evaluate subjunctive conditionals with false antecedents, they
do not consider whether the sentence is true of the Actual Picture displayed (e.g., Jack's photo
of a kitchen). Instead, they consider whether it is true of the Hypothetical Picture (e.g., Jack's
photo of a railroad station) that the experiment made salient. This pattern corroborates the
possible world account of subjunctive conditionals (Stalnaker, 1968; Lewis, 1973). Given the
way the task was set up, participants were already familiar with a prototype that could make
the antecedent true of the subjunctive conditionals. It was thereby possible for participants to
solve the task of evaluating subjunctive conditionals at the closest possible-A worlds in a
relatively uniform manner. These results thereby provide some of the first direct evidence that

participants’ truth evaluations coincide with a possible-world interpretation of subjunctive
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conditionals. Neither the material implication nor the de Finetti table can capture the modal
pattern in the truth evaluations for subjunctive conditionals. Applying mental model theory to
account for the same results is, however, possible but raises special theoretical issues, which
we take up in the General Discussion.

The results moreover indicate that participants clearly distinguish between the truth
evaluation of subjunctive and indicative conditionals. In contrast to subjunctives, the results
for indicatives showed considerable individual variation. Given this variation, we see that
the conjecture in Goodwin and Johnson-Laird (2018)—that indicative conditionals with false
antecedents are true if the corresponding counterfactuals are true—significantly misfits the
data. More specifically, the account encountered difficulties in the FF cell in which the
subjunctive was evaluated as true yet the modal value for the matching indicative was false.

In general, it was found for indicative conditionals that influential truth tables, like the
material implication (T, F, T, T) and the de Finetti table (T, F, NN, NN), severely misfit the
data. In this, the present results are in line with the results of a recent meta-analysis
(Schroyens, 2010). Some studies have recently reported stronger evidence in favor of the de
Finetti truth table for indicative conditionals, however (e.g., Evans et al. 2007; Politzer et al.,
2010; Wijnbergen-Huitink et al. 2015). But these studies have either relied on an experimental
paradigm that asks whether a truth table cell “conforms to”/”contradicts” or “is irrelevant” to
a conditional rule (for discussion, see Skovgaard-Olsen, 2020), or relied on a betting
paradigm, which likewise requires participants to consider whether the evidence presented
verifies a conditional rule. In contrast, the de Finetti truth table is much less well-supported
when participants are asked to assign ternary truth values as here (Schroyens, 2010;
Skovgaard-Olsen et al. 2017).

Proponents of the suppositional theory of conditionals (see e.g. Over & Baratgin,
2017) have emphasized the need for replacing the “void” values of the de Finetti table with
the conditional probabilities of the Jeffrey table (see Table 1). To test this idea, we measured
participants’ conditional probabilities. Based on the measured probabilities, we would have
expected participants to give the same truth values to indicatives with false antecedents as the
modal truth values for subjunctives. However, an inspection of Figure 3 shows why such a
model did not fit the mean response frequencies. The main difficulty consists in accounting
for the differences between indicative conditionals and subjunctives in the FT and FF cells.
So, while a Jeffrey table is compatible with the truth values for subjunctive conditionals, it

cannot account for the modal truth values for indicative conditionals in our experiments.
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Of all the investigated alternatives, it was found that a possible worlds account was the
only model which did not significantly misfit the data on the aggregate level. What permitted
this account to outperform the other models was the following. The possible worlds model
adjusted its predictions based on whether participants accommodated the reference of
indicative conditionals with false antecedents to refer to the Hypothetical Picture not shown
(despite the demonstrative reference to the Actual Picture shown). Ca. 55% of the participants
chose to accommodate in this way across three trials. It turned out that this difference in
whether participants accommodated was a factor in the truth evaluation of indicative
conditionals, as shown in Appendix A. But given that the predictions of the truth tables used a
stochastic representation that only required that the preferred option should be the modal
response, there is scope for further investigations into factors that may influence individual
variation in the truth evaluation of indicative conditionals. Indeed, the failure of all models to
account for the variances and covariances across individuals indicate that further research into

individual variation is needed.

5.3 Experiment 2: Individual Differences

Experiment 1 indicated that the possible world account was the only of the investigated
theories that did not misfit the data at the aggregate level for indicative conditionals. At the
same time, the posterior predictive checks indicated that none of the investigated theories
were capable of accounting for the variances and covariances across individuals. For this
reason, Experiment 2 applied a Bayesian mixture distribution analysis to investigate
individual variation in participants’ truth evaluations.

To increase the number of trial replications per participants, only indicative
conditionals were investigated in Experiment 2. In addition, Experiment 2 also measured
whether participants viewed the antecedent as a reason for or against the consequent. This
dependent variable was included to investigate whether making reason relations, or inferential
relations, part of the truth conditions would help account for participants’ responses, as

posited by truth-conditional inferentialism (Douven et al., 2018).

5.3.1 Method
Participants

288 people participated in the study. The final sample after applying the a priori
exclusion criteria from Experiment 1 consisted of 211 participants. Mean age was 41.01

years, ranging from 19 to 73. 43.60% of the participants identified as male; the rest identified
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themselves as female. 80.1 % indicated that the highest level of education that they had
completed was an undergraduate degree or higher. Applying the exclusion criteria had a
minimal effect on the demographic variables.

Design

The experiment had a within-subject design with the following within-subject factors:
Truth Table Cell (TT, TF, FT, FF, FFmisplaced). Since the experiment had six trial replications
of indicative conditionals, participants saw a total of 30 within-subject conditions.

Procedure

Experiment 2 followed the procedure of Experiment 1 with one exception. In addition
to the initial control questions concerning the truth/falsity of claims stating that three objects
were on the pictures, and the conditional probability questions for the Jeffrey table,
Experiment 2 included questions concerning reason relations. To illustrate, in one condition
participants were asked to evaluate whether the statement “The picture shown is one of Jack’s
pictures of a study” is a reason for/against the statement “There is a shampoo in it”’[/”There is
a study lamp in it”/”There is a pair of bed lamps in it”]. Participants were provided with a five
point labelled Likert scale {a strong reason against; a reason against; neither for nor against; a
reason for; a strong reason for} to give their responses.

With this addition to the procedure of Experiment 1, the dependent variables for
Experiment 2 were: (1) ternary truth evaluations, (2) conditional probabilities, (3), ordinal
reason relation assessments, (4) three accommodation questions, (5) control questions
ensuring that the participants understood the truth table cell by correctly identifying the

presence/absence of named objects w.r.t. the displayed pictures.

5.3.2 Results

As shown in Figure 2, participants’ ternary truth value judgments of indicative

conditionals replicated those found in Experiment 1.
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Figure 2. Truth Tables of Indicative. ‘FF’ = a conditional that is False False w.r.t. the Actual Picture
shown but True True w.r.t. the salient Hypothetical Picture; ‘FFmispiaced” = @ conditional that is False
False w.r.t. the Actual Picture shown but True False w.r.t. the salient Hypothetical Picture.

According to truth-conditional inferentialism advanced in Douven et al. (2018), the indicative
conditional is true if the consequent can be inferred from the antecedent (possibly via
background assumptions) and false if it cannot be inferred. To be able to test this theory in the
present paradigm, participants were asked for the extent to which the antecedent provided a
reason for/against the consequent on a five-point Likert scale. For each pair of pictures, these
reason relation assessments were made by having the antecedent describe one of the pictures
of the pair and having the consequent either describing a matching object (e.g., a fruit bowl in
a picture of kitchen) or a mis-matching object (i.e., the warning sign of the hypothetical

picture or the misplaced object, e.g., a pair of bed lamps). The results are shown below.

Reason Relation Assessments

No Match Match

pct

Figure 3. Reason relation assessments on a five-point Likert scale. The TT and FF cell correspond to the
‘matching cases’, where an object from the Actual/Hypothetical Picture was mentioned in the consequent
and the corresponding Actual/Hypothetical Picture was mentioned in the antecedent. The TF, FT, and
FFmisplaced Cells correspond to the mismatching cases, where objects in the consequents were mentioned
that violated the expectations concerning the pictures mentioned in the antecedent sentences.
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The TT and FF cells correspond to the matching cases and the TF, FT, and FFmisplaced
cells correspond to the mismatching cases. Accordingly, truth-conditional inferentialism
makes the same predictions as Msubjunctive in Table 3 for our experimental paradigm. Like in
Experiment 1, conditional probabilities were measured to apply the Jeffrey table which holds
that participants assess conditional probabilities in the false antecedent cells. When these
conditional probabilities are high, participants are predicted to treat the conditional as true and
when the conditional probabilities are low, participants are predicted to treat the conditional
as false, based on the auxiliary assumptions of Over (2020) and Over and Cruz (2018).

Aside from a few outliers, a clear trend was recognizable with participants assigning
high conditional probabilities in the FF cell (Mean = 90.15, SD = 11.78) and low conditional
probabilities in the FT (Mean = 18.17, SD = 22.90) and FFmisplaced Cells (Mean = 13.68, SD =

22.97), thus giving rise to the same predictions as Msubjunciive in Table 3.%°

Conditional Probabilities
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Figure 4. Conditional Probability distributions
on a percentage scale between 0-100%.

Four Bayesian Mixture models were fitted in JAGS (Plummer, 2019) with a categorical
variable deciding which of the mixture components an individual participant was assigned to.
Three of these models included correlations among the MPT parameters in the hierarchical
structure, following the latent trait model of Klauer (2010) applied in Experiment 1. The

fourth model assumed that there were no correlations among these MPT parameters across

63 Accordingly, for our experimental paradigm, this model encompasses truth-
conditional inferentialism, the Jeffrey Table, MMTaux, and Bradley’s (2012) truth conditions.
As we recall, the name ‘Msubjunctive” Was chosen for this model, because the indexed truth
tables make the same predictions for indicative conditionals in this specific task as the modal
values of the subjunctive conditionals in Experiment 1.
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participants, following the beta-MPT approach of Smith and Batchelder (2010, see e.g., Heck
et al. 2018). Further technical details can be found in Appendix B.
Due to the partial overlap in the predictions between the predictions of the truth tables,

Mpossibleworld @nd Msubjunctive, We fitted several versions of the latent trait model:

M1: Latent Trait model with three mixture components (Mwmaterial, MdeFinetti,

MPossibIeWorId)-
M2: Latent Trait model with four mixture components (Mwmaterial, MdeFinetti,

MPossibIeWorId, MSubjunctive)-

M3: Latent Trait model with five mixture components (Mwmaterial, MdeFinetti,
MPossibIeWorId, MSubjunctive, Mconjunction)-

M4: Beta-MPT model with four mixture components (Mwaterial, MdeFinetti,
MPossibIeWorId, MSubjunctive)-

In addition, all models featured a saturated mixture component to filter out noisy respondents,
which did not fit any of the models in virtue of violating the shared predictions of ‘True’ and
‘False’ in the TT and TF cells.

The fifth mixture component in M3 was added, because previous research on
individual variation with conditionals have shown that participants sometimes produce
conjunctive responses (Evans et al., 2007). The fourth and final model was a beta-MPT
version of M2, which differed from M2 by assuming that there were no correlations among
these MPT parameters across participants in their a priori distributions (Smith & Batchelder,
2010). We then quantified the respective predictive performance of the four models by the

leave-one-out cross validation criterion and WAIC.

Table 7. Model Comparison

LOOIC Aelpd SE WAIC Weight pr1 pr2
M3: Latent Trait5  3892.82 0 0 3410.69 1.00 0.24 0.0005
M1: Latent Trait3 424842  -177.80 2432  3802.46 0.00 5e-06 0

M2: Latent Trait4  4283.11  -195.15 2485  3904.27 0.00 5.5e-05 0
M4: Beta-MPT 4 4958.75  -532.97 37.86  4679.38 0.00 1.5e-05 0

Note. LOOIC = leave-one-out cross-validation information criterion. WAIC = Watanabe-Akaike
information criterion. Weight = model averaging via staking of the predictive distributions. ‘elpd’ =
expected log predictive density is a measure of the expected out-of-sample predictive accuracy. The test
statistics T1 and T2 represent Bayesian p values and are based on the posterior predictive model checks in
Klauer (2010). ‘Beta-MPT 4’ refers to the beta-MPT approach of Smith and Batchelder (2010) with 4
mixture components. ‘Latent Trait 4° refers to the hierarchical latent trait approach of Klauer (2010) with

4 mixture components. The two models differ on whether they permit correlations in the MPT parameters
across participants.

The information criteria show a preference for the latent trait model with correlated MPT
parameters across participants over the Beta-MPT model without these correlations. In

addition, they indicate that the latent trait model with five mixture groups (M3) is preferred in
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light of the fit and parsimony trade-off. In addition, M3 was also the only model that showed
a satisfactory fit for the aggregate truth value frequencies (T1).

As Figure 5 shows, in general participants classified according to these three mixture
groups had a relatively high posterior probability of agreeing in their truth value judgments

with their assigned truth table.

Posterior Probability of Predictions

Accommodation None

D de Finetti

N=19
Material Implication
N=12
M subjunctive
N=12
Possible Worlds
N =84
Conjunctive
N=71

0.00 0.25 0.50 0.75 1.00 0.00 025 0.50 075 1.00
Probabilities

Figure 5. Posterior probability of the predictions of participants’ truth value judgments agreeing with their
predicted truth tables, for each of the three mixture groups of M3. 13 participants were captured by the
saturated model used to filter out participants, who did not conform to the shared prediction of ‘true’ and
‘false’ in the TT and TF cells.

As the comparison shows, the largest group of participants were assigned to the possible
world model. But individual variation was also found and so the model had to be

supplemented with the other truth tables.

5.3.3 Discussion

As Figure 2 shows, Experiment 2 replicates the qualitative patterns of truth value
judgments of indicatives from Experiment 1. Of the different models investigated in
Experiment 1, Msusjunctive Makes the same predictions for indicative conditionals as the modal
truth value assignment for subjunctives in Experiment 1. It was shown in Table 3 that this
model characterized several competing theories for our experimental paradigm. Based on the
measured conditional probability judgments, it was found, like in Experiment 1, that

Msubjunctive 2lSO captures the predictions of the Jeffrey truth table. In addition, based on the
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ordinal reason relation judgments of the participants, it was found in Experiment 2 that
M subjunctive 2lSO captures the predictions of truth-conditional inferentialism for our task.

In Experiment 1, Mpossibleworld Wwas the only model not misfitting participants’ responses
at the group level. In contrast, Experiment 2 sought to investigate via mixture distributions
whether subgroups of participants could be identified that followed competing truth tables.

Since, however, Mpossibleworld and Msubjunctive have overlapping predictions for the subset
of participants who did not accommodate the antecedent, we did a model comparison between
four models (M1, M2, M3, M4). It was found that a latent trait model (M3) that included five
mixture groups (Mmaterial, MdeFinetti, Mpossibleworld, Msubjunctive, Mconjunction) performed the best in
light of the fit vs. parsimony trade-off. In this model, it was found that overall participants had
a high posterior probability of following the assigned truth table in their truth value
judgments, across mixture groups (Figure 5). In agreement with Experiment 1, it was found
that the majority of participants could be captured by Mpossibleworid at the individual level. In
contrast, very few participants were captured by Msubjunctive.

Like previous studies investigating individual variation (Evans, et al., 2007), it was
found that there was a sizable minority of participants who produced a conjunctive pattern. In
Experiment 2, this pattern was stronger than in Experiment 1, and it is thus possible that the
within-subject comparison with subjunctive conditionals in Experiment 1 suppressed this
response tendency.

5.4 General Discussion

Through our experiments, we have compared the possible worlds account to more than
five competing truth tables and found that it could survive the competition. In Experiment 1,
we investigated both indicative and subjunctive conditionals and found that the possible world
account was the only one of the investigated theories that did not misfit the data at the
aggregate level for indicative conditionals. In Experiment 2, we modeled participants’ truth
evaluations of indicative conditionals as a mixture distribution of competing truth tables and
found that the possible world semantics accounted for the largest subgroup in the analysis of
individual variation in our experimental paradigm. Collectively, both studies obtained
evidence in favor of possible worlds semantics over a wide range of popular alternatives.

That indicative and subjunctive conditionals differ in content is illustrated by the
following famous example (Adams, 1970), where most will accept the first indicative

conditional while rejecting the second subjunctive:
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(indicative) If Oswald did not shoot Kennedy, someone else did.

(counterfactual) If Oswald had not shot Kennedy, someone else would have.

The formulation of this minimal pair illustrating the indicative/subjunctive divide, has led to
numerous attempts to either provide a unifying account (Stalnaker, 1975; Edgington, 2008;
von Fintel, 2012; Spohn, 2013; Starr, 2014; Williamson, 2020), argue why disjunct accounts
are needed (Lewis, 1973, 1976; Bennett, 2003), or argue for a unifying account by
questioning that this indeed constitutes a minimal pair (Quelhas et al., 2018).

For proponents of the unifying account, it is tempting to formulate one semantics of
conditionals, like possible worlds semantics, and look to linguistic phenomena closer to
pragmatics to account for the differences in the sentences. For instance, in Skovgaard-Olsen
and Collins (2021), evidence was found that at least the difference in the status of epistemic
openness towards the antecedent of the indicative and disbelief towards the antecedent of the
subjunctive could be attributed to the pragmatic phenomenon of conversational implicatures.

Below we are going to show that the strategy of Stalnaker (1968, 1974) of formulating
one type of truth conditions in an abstract form that can be shared by indicatives and
subjunctives, while supplying a pragmatic principle that account for their differences, is a
fruitful strategy for accounting for our experimental data on truth evaluations. To make this
argument, the discussion below starts out by considering how our results bear on the non-truth
functionality of conditionals and Stalnaker’s (1975) claim that indicative and subjunctive
conditionals have truth conditions that share the same abstract form, but which diverge by
applying his pragmatic principle. Next, we compare this approach with mental model theory
as applied to our experiments. Finally, we contrast our own approach to making possible
worlds semantics empirically testable with some alternative strategies.

Non-Truth Functionality

In Experiment 1, we presented a novel experimental task for probing the possible
worlds semantics of Stalnaker (1968) and Lewis (1973). The idea was to experimentally
constrain assessments of closest possible worlds by offering participants a prototype of what
the closest possible-A world could look like (e.g., “one of Jack’s photos of a railroad station”).
We did this to probe whether participants selectively made use of this additional source of
information, rather than the displayed image (e.g., “one of Jack’s photos of a kitchen”), when
assigning truth values to subjunctive conditionals. The results supported the constraint for a
unifying account of indicative and subjunctive conditionals that their truth evaluations differ
for conditionals with false antecedents.
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An important aspect of the possible worlds account is the non-truth functionality of
indicative and subjunctive conditionals (Edgington, 2006). On this account, the truth of a
conditional is not only a function of the truth value of the antecedent and the consequent;
rather it depends on what is true in the most similar antecedent situation.

Through the introduction of two types of FF cells with respect to the Actual Picture
shown (the FF cells with the Hypothetical Objects and the FFmispiaced With the Misplaced
Objects), Experiment 1 was designed to test for non-truth functionality. Given the large
differences between the FF and FFmisplaced Cells for both subjunctive and indicative
conditionals, this feature of the possible worlds semantics is corroborated by the results. A
constraint for a unifying account of indicative and subjunctive conditionals is therefore that
our results suggest that they are both marked by the property of non-truth functionality. More
generally, it was found in Experiment 1 that there was a clear tendency to not evaluate
subjunctive conditionals truth functionally based on the Actual Picture shown (e.g., Jack’s
picture of a kitchen). Instead, most participants consider a hypothetical situation in which the
Hypothetical Picture is displayed (e.g., Jack’s picture of a railroad station), when the
antecedent is false, and evaluate the subjunctive conditional based on it instead.

For indicative conditionals, participants were split between evaluating conditionals
with false antecedents based on the Actual Picture displayed (T, F, T, F, F) or on the
Hypothetical Picture (T, F, F, T, F), which the majority use for evaluating subjunctive
conditionals (see Appendix A). In this task, there is a tension between the demonstrative
reference to the Actual Picture shown (e.g., Jack’s picture of a kitchen) and a description of
the Hypothetical Picture (e.g., Jack’s picture of a railroad station) in the false antecedents. As
a result, participants were found to oscillate between the truth evaluations based on the Actual
Picture and the Hypothetical Picture.

One way of interpreting this oscillation is based on the pragmatic principle of
Stalnaker (1975). The principle constrains the selection function to consider possible
situations within the context set for indicative conditionals while permitting the selection of
possibilities outside the context set for subjunctive conditionals. The picture that is shown is
clearly part of the context set. Yet, the indicative conditionals with the false antecedents
violate Stalnaker’s (1975) pragmatic principle when describing a hypothetical picture (e.g.,
Jack’s picture of a railroad station) while demonstratively referring to the picture shown.
Participants react differently to this: some are found to accommodate and take the indicative

conditional as strictly referring to the Hypothetical Picture (despite the demonstrative
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reference); others evaluate the conditional based on the Actual Picture and ignore that the
antecedent mischaracterizes it in terms of a feature of the Hypothetical Picture.

Experiment 1 thereby shows what happens when Stalnaker’s pragmatic principle for
indicative conditionals is violated. A bi-modal pattern emerges on the aggregate level which
is not compatible with any of the other truth tables considered in Table 3. For subjunctive
conditionals with false antecedents, in contrast, participants evaluate the conditionals based on
the Hypothetical Picture, in accordance with Stalnaker’s (1975) pragmatic principle, which
permits them to consider possibilities outside the context set.

On Stalnaker’s (1975) theory, the semantics specifies the form of truth conditions of
conditionals by referring to selection functions (i.e. ‘A > C’ is true in w, iff C is true in the
possible world/s returned by f(A, w)). Which proposition is expressed by the assertion of a
conditional is, however, influenced by the context of utterance, given the pragmatic rule that
f(A, w) outputs possible worlds within the context set for indicative conditionals, and that this
selection function can output possible worlds outside the context set for subjunctive
conditionals. Our findings support this strategy of using the same abstract form of the truth
conditions for indicative and subjunctive conditionals but allowing their truth conditions to
diverge through the application of a pragmatic principle that constrains the selection of most
similar situations.

In connecting the results on truth value assignments of Experiment 1 with the finding
in Skovgaard-Olsen and Collins (2021) that the falsity of the antecedent expressed by a
subjunctive conditional is a conversational implicature, the following observations can be
made. If use of the subjunctive mood, and the fake past tense of subjunctive conditionals,
generates the conversational implicature that the antecedent is false, then this has implications
for the truth evaluations of subjunctive conditionals, on a possible worlds account. The
conversational implicature that the antecedent is false warrants interlocutors to use possible
worlds outside the common ground (in our case: the Hypothetical Picture) in assigning truth
values to the conditional. The conversational implicature is, however, cancellable, which
means that the search for the closest possible A-worlds outside the context-set can be

overridden. One case in point, is the famous example of so-called Anderson conditionals:

(4) "If Jones had taken arsenic, he would have shown exactly those symptoms
which he does in fact show" (Anderson, 1951, p. 37).
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Since a speaker of this conditional could use (4) to argue that Jones had, in fact, taken arsenic,
the conversational implicature of the subjunctive conditional that Jones did not take arsenic is
cancelled in this case (von Fintel, 1997, 2012; Stalnaker, 1975, 2014).

Aside from Anderson conditionals, this type of cancellation takes place when
participants are asked to evaluate subjunctive conditionals in TT and TF cells, where they
need not go beyond the possible world offered by the displayed picture to identify the closest
possible A-world. Through the constraint that the similarity relation is centered, so that the
closest possible A-world to w is w itself, whenever A is true at w, this requirement is built into
possible worlds semantics by fiat (Stalnaker, 1968; Lewis, 1973).

In the discussion sections of the individual experiments, we have already considered in
detail what bearing our results have on a wide range of different accounts of indicative
conditionals. Below we consider whether mental model theory would be able to account for

our results concerning subjunctive conditionals in Experiment 1.

Mental Model Theory and Possible Worlds Semantics

On the revised mental model theory, conditionals are conjunctive assertions about
possibilities (i.e., “A&C is possible and A&—C is not possible...”). That not-A is possible is a
shared presupposition of true and false conditionals. In the case of counterfactual
conditionals, the “-A&—C” possibility acquires the status of being a fact and the other
possibilities change status to express “counterfactual possibilities” (see Table 4).
Counterfactual possibilities concern states that were once possible but did not obtain.

It is a well-known observation that participants often exhibit a biconditional
interpretation of conditionals (see e.g., Goodwin & Johnson-Laird, 2018). If we consider only
the standard truth table cells in Experiment 1 (TT, TF, FT, FF), then participants are found to
interpret subjunctive conditionals bi-conditionally (T, F, F, T). The addition of the FFmispiaced
cell demonstrates, however, that it is not really a bi-conditional interpretation that is found,
because the modal truth value makes a strong flip from T to F in what is an FF cell, when
evaluated w.r.t. the Actual picture shown (see Figure 1).

Could the mental model account handle the results for subjunctive conditionals of
Experiment 1? To be able to account for the full range of conditions (TT, TF, FT, FF,
FFmisplaced), mental model theory would have to apply its possibility table (see Table 4) for
both indicative and counterfactual conditionals. What enforces this is the constraint of
counterfactuals that “—A&—C is a fact”, which is only met in the FF and FFmisplaced Cells. That
is to say, the subjunctive conditionals inthe TT, TF, and FT cells are effectively treated as

indicative conditionals, if the account is to be applicable. Under these assumptions, mental
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model theory is equipped to account for the modal pattern (T, F, F, T, F) in participants’

responses, but problems emerge, as shown below.

A Technical Problem Concerning Subjunctives

The first problem is that mental model theory is forced to misrepresent the subjunctive
conditional in the FT cell as making a (false) claim about a real possibility, instead of making
a (false) claim about a counterfactual possibility (now that “-A&C” is known as a fact). But
treating the subjunctive conditional in the FT cell as an indicative conditional is problematic
for other reasons as well. As we have seen, Goodwin and Johnson-Laird (2018) suggest that
indicative conditionals are true in the false antecedent cases if the corresponding
counterfactual conditionals are true. However, if we cannot evaluate the subjunctive
conditional in the FT cell as a counterfactual on mental model theory (because “—A&—C” is
not a fact), and we can only evaluate it as an indicative, if we already know the truth value of
the corresponding counterfactual, then we have landed in a circle. It may thus prove difficult
to derive a truth value in this case by following the proposed strategy.

In contrast, a selection function in possible worlds semantics can switch between the
pictures more smoothly, and not misconstrue the modal status of the possibilities under

evaluation, as shown in Table 7.

Table 7. Selection function applied to the subjunctives of Experiment 1

Cell  f(wi, A) =w; wi = Actual P Conditional Response
TT w; = Actual P TT TT Actual P > Actual object T
TF w; = Actual P TF TF Actual P > Hypothetical object F
FT wi = Hypothetical P TF FT Hypothetical P > Actual object F
FF w; = Hypothetical P TT FF Hypothetical P > Hypothetical object T
FFmis Wi = Hypothetical P TF FF Hypothetical P > Misplaced object F

Note. "A > B" ="If A had been the case, then B would have been the case." ‘Actual P’ = the Actual Picture is
displayed. ‘Hypothetical P” = the Hypothetical Picture is displayed. ‘FFmis” = FFmisplaced. f(W1, A) selects the
closest possible A-world. For the TT, TF conditions, this is: a situation where the Actual Picture is shown. For
the FT, FF, FFmispiaced CONditions, this is: an imagined situation where the Hypothetical Picture is shown. The
conditional is then evaluated w.r.t. the selected world.

As seen, the selection function correctly selects the Actual Picture as the world of
evaluation in the TT and TF conditions, and the Hypothetical Picture as the world of
evaluation in the FT, FF, and FFmisplacea conditions. A further problem for the mental model
theory is that, strictly speaking, it is both possible that the Hypothetical Picture (i.e., “one of
Jack’s photos of a railroad station”) has a warning sign on it and possible that it does not have
a warning sign on it. Yet, to capture the participants’ responses in Experiment 1, the second

combination would have to be treated as impossible. It is unclear why any of the combinations

of Jack’s pictures would merit this description under the account by mental model theory.
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It is easy to read this as the implausible suggestion that participants treat it as
epistemically impossible that there would be no warning sign on one of Jack’s photos of a
railroad station. Goodwin and Johnson-Laird (2018, p. 2528) are aware of the difficulty and
thus caution that they do not intend impossibility to be taken in an absolute sense but rather as
that the conditional in a specific context is incompatible with a state of affairs.

However, in addition to understanding that a given conditional is incompatible with a
specific possibility, accepting a conditional as true requires that that possibility is set aside as
not pertinent in a given context. It is at this point that possible worlds semantics appeals to
comparisons between which possibilities are more similar to the actual situation to allow for a
relative notion of possibility.®* Given the earlier encountered prototypes of Jack’s photos, it
would be more compatible with everything that is known to assume that one of Jack’s photos
of a railroad station would have had a warning sign on it than to assume that it would lack
one. Most participants therefore converge on their truth evaluations of the subjunctive
conditionals. But there would be nothing contradictory, or incoherent, about assuming that
Jack could also have taken photos of railroad stations without warning signs. We therefore
cannot exclude it across contexts, even if we treat it as a more distant possibility in this
context. In contrast, while Goodwin and Johnson-Laird (2018) may stress that they do not
mean ‘impossibility’ to be taken in an absolute sense, they have not, on the other hand, given
the theoretical means for accounting for relative comparisons of possibility/impossibility.

Possible world semantics is thus better equipped to account for the results in
Experiment 1 results concerning subjunctive conditionals. Johnson-Laird and Ragni (2019)
argue against the psychological plausibility of possible worlds semantics on the grounds that
it would require reasoners to consider an infinite number of possible worlds. It is, however,
important to stress that participants need not consider an infinite number of possible worlds.
One can in fact apply the semantics more locally based on a small number of situational
models considered by the participants, as we have done in Experiments 1 and 2. When modal
operators, like conditionals, are given a global interpretation, conditionals are assigned truth
values at all possible worlds. But in natural-language semantics, the set of possible worlds
may be restricted so that sentences containing conditionals are only assigned truth values at a
small set of worlds that are deemed contextually relevant (Garson, 2013, p. 63, see further

Portner, 2009). Formally, the set of possible worlds just needs to be non-empty (Garson,

64 Formally, modal logic introduces a relative notion of relevant possibilities by
introducing accessibility relations that constraint which possible worlds can be accessed from
a given world for a specific modal operator (Garson, 2013; Ch. 5, 20). For this, Lewis (1973)
uses spheres of similarity and Stalnaker (1968) applies selection functions.
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2013, p. 93). Moreover, these situational models need not contain more structure than what is
needed to address the current questions under discussion (Roberts, 1996; Stalnaker, 2019, p.
185, fn. 9).

Making Possible World Semantics Testable

Above, we outline some technical problems that arise for the revised mental model
theory in attempting to account for the results for subjunctive conditionals in Experiment 1.
We take this, as well as the parallel finding for indicative conditionals (see Table 3), as
evidence that possible worlds semantics specifies an input-output function that fit the
participants’ mean response tendencies responses better than the alternatives we have looked
at. However, the failure of all tested theories to account for the variances and covariances in
assigned truth values to indicative conditionals across individuals suggests that there is further
individual variation that is left unaccounted for by assuming any given truth table for all
participants. In Experiment 2, we investigated this possibility via mixture distributions based
on the truth tables used in Experiment 1. It was found that while the model implementing
possible world semantics did not account for all the participants, it accounted for the majority.
In addition, minorities following both the material implication and the de Finetti truth table
could also be identified.

Before any conclusions can be reached about the psychological implementation, an
important first step is to make the main theoretical alternatives empirically testable by
designing new experimental tasks. Given its persistent popularity in other disciplines, in few
other cases is this need arguably more urgent than for the possible worlds semantics of
Stalnaker (1968) and Lewis (1973). It is to fill this gap between the types of theories
considered in psychology and philosophy/linguistics that the present paper contributes.

Another way to accomplish this feat is to follow Wijnbergen-Huitink et al.’s (2015)
strategy and apply notions of similarity from psychology to possible world semantics. For
instance, Wijnbergen-Huitink et al. follow the approach to similarity of Tversky (1977) of
counting the number of features that objects have in common. Relatedly, Pearce (1987, 1994)
uses the following measure in his theory of configural learning to quantify the stimulus
generalization from the stimulus (P) AB to (P') ABC, based on their similarity, pSp.

2
P P’
In this case, P and P’ share two components (Nc = 2) and the number of elements of the

stimuli is 2 (Np = 2) and 3 (Np' = 3), respectively. Further measures of similarity exist in
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spatial representations and semantic spaces based on distance measures in high-dimensional
spaces (Markman, 1999, Ch. 2), structured representations (ibid., Ch. 5), models of
categorization (ibid. Ch. 8), and relational representations (ibid., Ch. 10). Finally, Pearl (2009:
Ch. 7) shows how to use an account of interventions in causal models to explicate the notion
of similarity in Lewis (1973) and shows that it is possible to derive the same conditional
logics as on Lewis’ account.

Whether any of these various approaches to similarity fully captures what possible
world semantics intends, we take to be an open and controversial question. In Lewis (1979), a
system of weights and priorities was presented, which was supposed to explicate how to
weight violations of natural laws and agreement on particular facts in the comparison of the
similarity of worlds. Like Pearl (2009), this focuses more on underlying causal structure than
on physical resemblance but is much broader. In linguistics and philosophy, endeavors to
improve upon these qualitative criteria continue (Rescher, 2007; Ippolito, 2016; Starr, 2019).
In Stalnaker (2019, Ch. 11) yet other another notion of similarity is explicated based on
objective chances in branching tree representations of events unfolding over time.

Because these issues are so controversial, the strategy that we adopted in this paper
was to attempt side-step these open questions by designing an experimental paradigm in
which the structure of the task constraints what the most salient similar alternative is — and
then to test whether participants selectively make use of this source of information when

assigning truth values to indicative and subjunctive conditionals.

5.5 Conclusion

In this paper we presented a new experimental task for investigating the possible
world account of subjunctive conditionals. This enabled us to present some of the first direct
empirical corroboration for its truth conditions as capturing the mean response frequencies. In
contrast, none of the salient alternatives, like the material implication, the de Finetti table, the
Jeffrey Table, the multi-dimensional approach of Bradley (2012), nor the revised mental
model theory, were able to capture these mean response frequencies in Experiment 1.

What enabled the possible worlds account to do better than the other accounts was its
prediction of a bi-modal response pattern based on whether or not participants accommodated
in the case of indicative conditionals with false antecedents. By incorporating this factor of
whether participants accommodated the reference of the false antecedent, the possible world
account was able to account for when participants evaluated indicative and subjunctive

conditionals alike, and when their truth evaluations diverged, unlike the other accounts.
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In Experiment 2, participants’ truth evaluations of indicative conditionals were
modeled as coming from a mixture distribution of competing truth tables. Through model
comparisons, it was found that possible worlds semantics accounted for the truth evaluations
of the largest subgroup of participants within our experimental task. At the same time,
minorities of participants were classified as following competing truth tables, which could
account for why the possible worlds account by itself only had a satisfactory fit for aggregate
truth-value frequencies in Experiment 1 but did not account for the pattern of individual

differences in the data.
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Appendix A: Accommodation

The figures below illustrate the bimodal pattern in the truth evaluation of indicative
conditionals, which arose depending on whether participants accommodated the reference of

the antecedent to refer to the Hypothetical Picture across three trials.

Indicative Conditionals: Accommodate (N = 95)

T TE FT FF FFmispIaced

80% A

60%

©
Q 40% -
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Indicative Conditionals: Not Accommodate (N = 116)
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Figure Al. Truth Tables of Indicative Conditionals as a Function of Accommodation. ‘FF’ = a conditional that
is False False w.r.t. the Actual Picture shown but True True w.r.t. the salient Hypothetical Picture; ‘FFmisplaced’

= a conditional that is False False w.r.t. the Actual Picture shown but True False w.r.t. the salient Hypothetical
Picture.

As shown, for the 95 participants who did accommodate, the indicative conditionals
were evaluated corresponding to the modal values for subjunctive conditionals (see Figure 1).
In contrast, the modal truth values flipped in the FT and FF cells for the 116 participants who
chose not to accommodate. When the truth evaluations for these two groups are merged, the

aggregate pattern for indicative conditionals displayed in Figure 1 arises.
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As aresult, it is found that participants’ decisions of whether to accommodate the
antecedent across three trials are predictive of the qualitative differences in truth evaluations
of indicative conditionals displayed in Figure Al.

Appendix B: Hierarchical MPT Models

Multinominal processing trees models model response frequencies for a set of
mutually exclusive categorical response outcomes (Riefer & Batchelder, 1988). In this paper,
multinomial processing tree models are used to analyze the observed response frequencies in
truth value assignments (T, F, NA). To implement the various truth tables, inequality
constraints are introduced for the MPT parameters following the analytic approach of Klauer
et al. (2015, Appendix A). For example, if response “T” is predicted to be the modal response,
the response probabilities 14,7, and 73 for the responses “T”, “F”, and “NA”, respectively,
should satisfy the inequalities n; = n, and n, = n3. This is guaranteed by parameterizing the

three response probabilities as follows (Eg. 1):

T 1 1/2 1/2 1/3
(m) =1 -6)1 - 92)<o>+91(1 - 92)<1/2>+(1 - 91)92< 0 >+9192 (1/3)
13 0 0 1/2 1/3

Instead of aggregating the categorical outcomes across participants, the hierarchical
latent trait approach of Klauer (2010) is followed in Experiment 1, which adds a hierarchical
structure in which the participants’ MPT parameters are constrained to be samples from a
population-level probability distribution.

On this approach, a probit link function is used to transform MPT parameters
(representing probabilities between 0 and 1) to the real line, ®~1(8). The transformed
parameters are then modelled via a multivariate normal distribution while estimating mean, u,
and covariance matrix, X, from the data. The advantage of this approach is that heterogeneity
in parameter estimates across participants and correlations among MPT parameters can be
accommodated while allowing for partial aggregation of statistical information across
participants in the posterior parameters of the multivariate normal distribution (Klauer, 2010).
Accordingly, for each participant, i, the probit-transformed parameters are additively
decomposed into a group mean, p, and a random effect, ®=1(8) = u + §..

In Experiment 1, a set of hierarchical multinominal models following this approach
with different order constraints implementing competing truth tables were contrasted in a

model-comparison exercise. Table 1B illustrates the general form of these models.
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Table 1B. Hierarchical Latent Trait MPT Model with Inequality Constraints

a8, (192 ~ Gaussian(0,1)
£01, 62 ~ Uniform(0,10)
%! ~ Wishart(l10x10, 11)
851'852 ~ MvGaussian(0, =)
N £0, 86
6, (% + €45
. 20, 26
6, — (% + £%:57)
nl,i,j — ...
nZ,i,j — ...
M3j < -

kij~ Multinomial (1, ;, )

ki, i people | j cells
k 1 / /
n

Note. n;; is a vector of n,; ; , 1, j , and n3; ;. See Eq. 1 above for the parameterization of these parameters in
terms of 6,; ; and 6, ; ;. The j cells correspond to {TT, TF, FT, FF, FFmispiaced}. Since there are five truth table
cells, with three categorical responses parameterized in terms of 2 theta parameters each, there are 5 x 2 = 10
theta parameters in total and 10+1 degrees of freedom of the inverse Wishart distribution together with a 10x10
identity matrix.

In Experiment 2, these hierarchical multinominal processing trees were extended by
representing several competing truth tables as mixture components of a mixture distribution.
A categorical variable with a Dirichlet prior assigned participants to each of the different
mixture components and thereby permitted the assignment of individual truth tables to
participants to examine individual differences.

In Experiment 2, three implementations of the hierarchical mixture distributions were
contrasted in a model comparison (containing 3, 4, or 5 mixture components, respectively),
which used a scaled inverse-Wishart prior for modelling the covariance matrix, following the
the hierarchical latent trait approach of Klauer (2010) from Experiment 1, illustrated in Table
1B. In addition, a fourth model with 4 mixture components were fitted which followed the
approach of Smith and Batchelder (2010) of using independent beta distributions for the

different MPT parameters. Of the two, the latter assumes independence of MPT parameters in
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the hierarchical prior distribution while the former explicitly accommodates correlations
among the MPT parameters already in the prior distribution.

In addition, all models featured a saturated mixture component to filter out noisy
respondents, which did not fit any of the models in virtue of violating the shared predictions
of ‘True’ and ‘False’ in the TT and TF cells.

The models were fitted in a Bayesian framework through the Gibbs sampler
implemented in JAGS (Plummer, 2019), which estimates the posterior distributions of model

parameters by means of Monte Carlo-Markov chains.






Chapter 6:
Conditionals and the Hierarchy of Causal Queries®?

Niels Skovgaard-Olsen,
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Recent studies indicate that indicative conditionals like "If people wear masks, the
spread of Covid-19 will be diminished" require a probabilistic dependency between
their antecedents and consequents to be acceptable (Skovgaard-Olsen et al., 2016). But
it is easy to make the slip from this claim to the thesis that indicative conditionals are
acceptable only if this probabilistic dependency results from a causal relation between
antecedent and consequent. According to Pearl (2009), understanding a causal relation
involves multiple, hierarchically organized conceptual dimensions: prediction,
intervention, and counterfactual dependence. In a series of experiments, we test the
hypothesis that these conceptual dimensions are differentially encoded in indicative and
counterfactual conditionals. If this hypothesis holds, then there are limits as to how
much of a causal relation is captured by indicative conditionals alone. Our results show
that the acceptance of indicative and counterfactual conditionals can become
dissociated. Furthermore, it is found that the acceptance of both is needed for accepting
a causal relation between two co-occurring events. The implications that these findings
have for the hypothesis above, and for recent debates at the intersection of the
psychology of reasoning and causal judgment, are critically discussed. Our findings are

consistent with viewing indicative conditionals as answering predictive queries

65 This chapter has been published as:
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of Causal Queries. Journal of Experimental Psychology: General, 150(12), 2472—
2505.

Authors’ Note: Correspondence concerning this article should be addressed to Niels
Skovgaard-Olsen (niels.skovgaard-olsen@psych.uni-goettingen.de, n.s.olsen@gmail.com).
Supplementary Materials: https://osf.io/fa9rj/



mailto:niels.skovgaard-olsen@psych.uni-goettingen.de
mailto:n.s.olsen@gmail.com

244

requiring evidential relevance (even in the absence of direct causal relations).
Counterfactual conditionals in contrast target causal relevance, specifically. Finally, we
discuss the implications our results have for the yet unsolved question of how reasoners

succeed in constructing causal models from verbal descriptions.
6.1 Introduction®®

There is wide agreement that conditional statements of the type “if A, then C” play a
central role in reasoning and argumentation (where ‘A’ refers to the antecedent and ‘C’ to the
consequent). For instance, in 2019 much political discussion centered around the statement “If
Trump is impeached, then it will affect the 2020 election”. At the same time, conditionals
pose many unsolved theoretical problems that have kept researchers busy, despite continuous,
multidisciplinary efforts (Bennett, 2003; Kern-Isberner, 2001; Kratzer, 2012; Nickerson,
2015; Oaksford & Chater, 2010a; Spohn, 2013).

One of the reasons why conditionals are thought to be so central in our cognitive lives
is due to their relationship with causal knowledge (Oaksford & Chater, 2010b). The linguistic
encoding of knowledge about causal relations in conditionals plays a vital role for the cultural
transfer of causal knowledge across generations. For causal knowledge about objects that are
not in our immediate vicinity, we rely on culturally transferred causal knowledge. The same
goes for objects that are governed by mechanisms, which we do not fully understand, like
artifacts designed by engineers. In addition, the acquisition of causal knowledge through
observed covariances and interventions dealing with the objects that are in our direct vicinity
is often guided by linguistically acquired causal schemes (Gopnik et al., 2004). Various
authors have emphasized that probably most of our causal knowledge comes through this
linguistic source (e.g., Pearl, 2009, Ch. 7). But according to Danks (2014, Ch. 4), it is also the
one that is the least investigated empirically.

The relationship between conditionals and causal relations has, however, been the
focus of much theoretical discussion. The importance of this issue is highlighted by
counterfactual approaches to causation coming from philosophy (Goodman, 1947; Lewis,
1973; Collins, Hall, & Paul 2004), computer science (Pearl, 2009), and statistics (Morgan &
Winship, 2018; VanderWeele, 2015). Recently, various authors in psychology and philosophy

66 Acknowledgement: We would like to thank Dominik Glandorf, Louisa Reins, and
Maike Holland-Letz for their help in coding responses and setting up experiments. We also
thank audiences at talks at London Reasoning Workshop (2019), EuroCogSci (2019),
Regensburg University (2020), and the Reviewers and our Editor, Pierre Barrouillet, for
valuable feedback.
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have also made a case for causal interpretations of indicative conditionals (e.g. Oaksford &
Chater, 2017; Andreas & Glnther, 2018; van Rooij & Schulz, 2019; Vandenburgh, 2020).

In this paper, we investigate whether indicative conditionals by themselves suffice to
express causal relations or whether there are aspects of causal relations that are not captured
by indicatives.t” We will rely on Pearl’s (2009) theory of causality and his idea of a hierarchy
of causal queries. Through our experiments, we present new evidence in support of this
framework and investigate its relations to natural language conditionals. Before we turn to our
research questions, we first sketch some recent developments in the psychology of reasoning,
which have kindled a renewed debate about the causal interpretation of indicative
conditionals. Secondly, we outline Pearl’s theory of a hierarchy of causal queries and discuss

its critical potential vis-a-vis this debate.

Indicative Conditionals and Probabilities
Building on the work of Adams (1975), Edgington (1995), and Bennett (2003), psychologists
have found support for the hypothesis that:

[Eql] P(if A, then C) = P(C|A)

which goes by the name of “the Equation” or “the conditional probability hypothesis” (Evans,
Handley, & Over, 2003; Oberauer & Wilhelm, 2003; Over, Hadjichristidis, Evans, Handley,
& Sloman, 2007; Pfeifer & Kleiter, 2009). Recently, these results were challenged, however.
It has been found that the relationship between P(if A, then C) and P(C|A) is moderated by
relevance effects of the probabilistic dependency between A and C (Skovgaard-Olsen,
Collins, et al., 2019; Skovgaard-Olsen, Kellen, et al., 2017; Skovgaard-Olsen, Singmann, &
Klauer, 2016; Vidal & Baratgin, 2017). This type of probabilistic dependency can be captured
by AP as a measure of the extent to which A changes the probability of C:

[Eg2.] AP =P(C|A) - P(C|=A)

These studies have found that in the case of Positive Relevance, (AP > 0), the
conditional probability remained a good predictor of both the acceptance and probability of

67 As a short-form, we refer to indicative conditionals, like “If A, then C”, as

‘indicatives’, and to counterfactual conditionals, like “If A had not been the case, then C
would not have been the case”, as ‘counterfactuals’. Our focus will be on paradigmatic cases
of indicative conditionals, like the examples provided in the main text. Other controversial
examples like non-interference conditionals (“If Trump won the 2020-election, then pigs can
fly!”) are not treated here but see Douven (2016) and Skovgaard-Olsen (2016) for further
discussion.
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indicative conditionals. An example would be “If Paul pushes down the gas pedal, then the
car will speed up” in the context of a scenario describing Paul driving in his car and running
late for work. For cases of Negative Relevance (AP < 0) and Irrelevance (AP = 0) this
relationship was disrupted, however. Two examples would be “If Paul pushes down the gas
pedal, then the car will slow down” (Negative Relevance) and “If Paul is wearing a shirt, then
his car will suddenly break down” (Irrelevance).

These findings suggest that participants tend to view indicative conditionals as
defective if their antecedents fail to raise the probability of their consequents. In such cases,
their antecedents fail to provide a reason for the consequent (Douven, 2016; Krzyzanowska,
Collins, et al., 2017; Skovgaard-Olsen, 2016; Spohn, 2013). Drawing on the literature on
confirmation measures, the notion of A being a reason for or against C is here explicated in
terms of its evidential relevance, or the difference in degrees of beliefs that A makes to C
(Spohn 2012, Ch. 6). If A raises the probability of C (AP > 0), then A is said to be a reason for
C, or positively relevant to C. If A lowers the probability of C (AP < 0), then A is said to be a
reason against C, or negatively relevant to C. If A leaves the probability of C unchanged (AP
=0), then A is said to be irrelevant to C, or neither a reason for nor against C. Indicative
conditionals are said to express such qualitative reason relation assessments on this account
(Brandom, 1994; Spohn, 2013; Skovgaard-Olsen, 2016; see also Rott, 1986; Krzyzanowska,
Wenmackers, et al., 2013; Douven, 2016). Throughout the paper, we will measure qualitative
assessments of the extent to which A is a reason for/against C on an ordinal scale and refer to
them as ‘ordinal reason relation assessments’.

As a psychological construct, it is possible that multiple factors influence the
assessment of relevance and reason relations including topical relevance, processing effort,
and goals in a dialogue (Walton, 2004; Wilson & Sperber, 2004). Potentially, such factors
influence the categorization of variables as capable or incapable of affecting the probability
of the consequent. Variables that are categorized as incapable get ignored. This makes it seem
defective to find such variables in the antecedent of conditionals, where one expects to find a
reason for the consequent (Skovgaard-Olsen, Collins et al., 2019). As a measure of the
cognitive effects of a variable, we rely on the notion of probabilistic difference-making from
above but note that there is a discussion with mixed evidence concerning further factors
influencing the perceived relevance.®® The data pattern described above constitutes the
Relevance Effect as an interaction effect (see Figure 1).

68 See e.g. Cruz et al. (2016), Skovgaard-Olsen, Singmann et al. (2017, supplementary
materials), Vidal and Baratgin (2017), Krzyzanowska et al. (2017).



247

100
100

80
|
80

60
|
60

40

P(if A, then C)
40

P(if A, then C)

20

© T T T T S

0O 20 40 60 80 100 0
P(CIA) P(CIA)

Figure 1. The left panel illustrates relationship predicted by [Eq1.]. The right panel illustrates
the Relevance Effect, i.e. the moderation of the slope by relevance, in case of irrelevance (AP
= 0) or negative relevance (AP < 0), after Skovgaard-Olsen, Kellen et al. (2019).

Accounts differ on whether this finding is to be given a semantic or pragmatic
interpretation (see, e.g., Skovgaard-Olsen, Collins, et al., 2019 for a review), but here we
focus on a different issue. It has recently been suggested (e.g. in Oasksford & Chater, 20203,
2020b; van Rooij & Schulz, 2019) that relevance effects of this kind need to be given a causal
interpretation. One of the goals of the present paper is to systematically explore this link
through a series of experiments.

As we will explain further below, these experiments have a bearing on whether (1)
P(C|A) is a good predictor of P(if A, then C) as predicted by [Eql.] (Evans & Over, 2004;
Oaksford & Chater, 2017), (2) whether a causal interpretation (van Rooij & Schulz, 2019;
Oaksford & Chater, 2020a, 2020b) or (3) an evidential relevance interpretation of P(if A, then
C) is needed (Skovgaard-Olsen, Singmann, & Klauer, 2016). According to Evans and Over
(2004), people assess P(C|A) via the Ramsey Test:

RAMSEY TEST: to evaluate 'if A, then C' add the antecedent (i.e. A) to the set of
background beliefs, make minimal adjustments to secure consistency, and evaluate the

consequent (i.e. C) on the basis of this temporarily augmented set.

Using the Ramsey Test as a basis of explicating the relationship between conditionals and
suppositional reasoning has been influential in at least three competing research programs in
logic (Horacio, 2007). However, in and of itself it is an abstract description of a mental
algorithm which needs to be fleshed out in terms of psychological processes to be of use for

cognitive scientists. As Over et al. (2007) have noted:
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Explaining how the Ramsey Test is actually implemented—by means of deduction,
induction, heuristics, causal models, and other processes—is a major challenge, in our

view, in the psychology of reasoning. (p. 63)

In the past decade, psychologists have made extensive use of the Ramsey Test (for a review,
see Oaksford & Chater, 2020a). But the fundamental problem that Over et al. (2007) pointed
to remains. Resolving this issue is important, because [Eql.] and the abovementioned
probabilistic view on conditionals has not just been taken to be one view on conditional
reasoning among others. Rather, it has been treated as “one of the defining features of what
has come to be referred to as the new paradigm in cognitive psychology” (Nickerson, 2015, p.
199) and been said to be “at the heart of the probabilistic new paradigm in reasoning”
(Oaksford & Chater, 2017, p. 330; see also Vance & Oaksford, 2020).

One of the processes for implementing the Ramsey Test that Over et al. (2007)
consider is the use of causal models. In line with this, Fernbach, Darlow, et al. (2011) and
others have argued that causal beliefs are used as a guide for estimating subjective
probabilities. The notion that conditional probabilities are assessed based on causal models
via the Ramsey Test is interesting. If it can be corroborated, then this would have implications
for which of the previously mentioned interpretations relating P(C|A) and P(if A, then C) is
correct. For if the conditional probabilities estimated via the Ramsey Test were to rely on
causal models, then P(C|A) would not be independent of a causal interpretation. In that case,
P(if A, then C) would also not be independent of causal considerations given [Eqgl.].

In addition, recent work on causal power suggests another possible connection
between indicative conditionals and causality, which we will now turn to, because it will

figure centrally in our later experiments.

Causal Power and Alternative Causes

On Cheng’s (1997) account of causal power, the generative power of a cause to produce its
effect is explicated by a scaled version of AP, where the causal contribution of alternative
causes is shielded off:

AP
1-P(effect|—cause)

[Eq3.] W ause= , AP = P(effect|cause) - P(effect|—~cause)

Causal power (Wcause) is here understood as the probability with which a target cause
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generates its effect®® independently of alternative causes: P(effect|cause, —alternatives). [Eq3.]
measures this quantity by determining how much the candidate cause contributes to raising
the probability of the effect, while bracketing the influence of alternative causes. Following
Glymour (2001), causal power has been used to parameterize Bayes nets (see, e.g., Griffiths
& Tenenbaum, 2005; Fernbach, Darlow, et al., 2010, 2011; Fernbach & Erb 2013; Cummins,
2014; Meder, Mayrhofer, et al., 2014; ARfalg & Klauer, 2019; Stephan & Waldmann, 2018),

as illustrated in Figure 2:

PCause

WCause WAIternative

Figure 2. Common-effects Bayes Net, parameterized by the base-rate (Pcause)

of the cause, C, its causal power (Wcause), and the combined base-rate and

causal power (W arematives) Of the alternative cause(s), A. ‘E’ = effect.
Here ‘C’ refers to the cause and ‘A’ refers to alternative causes. Throughout this paper, we
follow, however, the convention of using ‘A’ and ‘C’ to refer to the antecedent and
consequent of conditionals, whether or not they are related as cause and effect. Based on this
parametrization and other assumptions (discussed in Luhmann & Ahn, 2005), conditional
probabilities have been explicated as follows, with "W representing the causal powers of the

respective causes:
[Eg4.] P(effect|cause) = Weause + Waiternative - Weause * Waternative

Notice how conditional probabilities are here explicated in terms of causal power parameters,
which in turn are defined via conditional probabilities. There is accordingly a choice as to
which of these constructs (i.e. conditional, subjective degrees of belief or mental
representations of causal powers) is to be treated as psychologically primitive. For example,
for Cheng (1997) causal powers represent latent, causal capacities of distal objects. On this
view, the relative frequencies encoded in conditional probabilities are merely the

manifestations of these latent capacities. But this is not the only position possible and the

69 For preventive causes, a separate equation was given by Cheng (1997), which we

return to in Experiment 1 (see [EQ5.]).
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answer to the question of psychological primacy will have repercussions for the relationships
between conditionals, conditional probabilities, and causality.

Oaksford and Chater (2017) have suggested that a causal interpretation of indicative
conditionals can be combined with work in probabilistic treatments of conditionals based on
the Ramsey Test (e.g., Adams, 1975; Edgington, 1995; Bennett, 2003; Evans & Over, 2004;
Oaksford & Chater, 2007). Oaksford and Chater (2017) do this by combining the thesis P(if
A, then C) = P(C|A) [Eql.] with a causal power explication of conditional probabilities (see
[Eq4.]). Making this move allows Oaksford and Chater (2017) to emphasize that there is an
inferential dependency between antecedents and consequents of indicative conditionals (in
line with, e.g., Douven, 2016; Krzyzanowska, Collins, et al., 2017; Skovgaard-Olsen,
Singmann, et al., 2016; Spohn, 2013). At the same time, it allows Oaksford and Chater (2017)
to build on the work on probability logic of Adams (1975), which has been applied to the
psychology of reasoning (e.g., in Evans & Over 2004; Oaksford & Chater, 2007; Pfeifer &
Kleiter, 2009).

One challenge to this account, however, is that the Relevance Effect (Skovgaard-
Olsen, Singmann, et al., 2016) identifies boundary conditions on P(C|A) as a predictor of P(if
A, then C). As a consequence, if probabilistic dependency is factored into the account through
a causal power explication of conditional probabilities, then we are left without an account of
why relevance moderates the relationship between P(C|A) and P(if A, then C) in violation of
[Eql.]. The interaction effect depicted in Figure 1 shows that P(if A, then C) can vary due to
the influence of relevance even when P(C|A) is held constant.

Accordingly, Oaksford and Chater (2020b) discuss the different possibility where the
Relevance Effect is itself an indicator of a causal interpretation of indicative conditionals. But
this amounts to abandoning [Egl.] in its full generality.

As noted by van Rooij and Schulz (2019), there is, however, also a different
possibility for interpreting the relationship between conditional probabilities, causal power,
and P(if A, then C). The general account relies on interpreting the acceptability of indicative
conditionals in terms of causal power. But by introducing this conjecture, van Rooij and
Schulz rely on the auxiliary hypothesis that participants tend to ignore alternative causes.

The motivation for this auxiliary hypothesis is that the equation for causal power [Eg3.]
shows that causal power coincides with the conditional probability of the effect given the

cause when there are no alternative causes:

{x: x is an alternative cause of E} = @ = W, = P(effect|cause)



251

If participants ignore alternative causes and by mistake treat P(effect|-cause) as 0, then they
should also underestimate P(effect|cause) by evaluating it as P(effect|cause, —alternatives).
Their estimate of P(effect|cause) will then coincide with the value of causal power, which
would explain the studies corroborating [Eql.]. In van Rooij and Schulz (2019), 