Mentalism and Epistemic Transparency

ABSTRACT: Epistemic transparency is central to thebate between factive and
non-factive versions of mentalism about evidenéesvidence is transparent, then
factive mentalism is false, since factive mentates are not transparent. However,
Timothy Williamson has argued that epistemic tramspcy is a myth, since there are
no transparent conditions except trivial ones. Tpégper responds by drawing a
distinction between doxastic and epistemic notiohdransparency. Williamson’s

argument succeeds in showing that no conditionddaxrastically transparent, but it
fails to show that no conditions are epistemicdbignsparent. Moreover, this is

sufficient to reinstate the argument against facthentalism.

1. Knowledge-First Epistemology

In Knowledge and Its LimitsTimothy Williamson develops a distinctive
approach to epistemology, which he sums up in libgas: ‘knowledge first'. Instead
of explaining knowledge in terms of justificatiomda other epistemic notions,
Williamson explains justification in terms of knawdge and thereby inverts the
traditional order of explanation. A central plank Williamson’s knowledge-first
epistemology is his claim that knowledge is a miestate.

Mentalismabout evidence is the thesis that one’s evidesaeiermined by
one’s mental statésTraditionally, proponents of mentalism have suppothat one’s
evidence is determined by on@&sn-factivemental states. However, if knowledge is a
factive mental state, then there is logical spaceaffactive version of mentalism on
which one’s evidence is determined by onfastive mental states, rather than one’s
non-factive mental states.

This position in logical space is occupied by Vditlison’s epistemology.
Williamson (2000: Ch.1) argues that knowledge fadive mental state; indeed, it is
the most general factive mental state in the sémseall factive mental states are
determinate ways of knowing. Moreover, Williams@®@0: Ch.9) argues that one’s
knowledge determines one’s evidence, since oneé& &vidence just is the total
content of one’s knowledge. This entails a factwegsion of mentalism on which

one’s evidence is determined by one’s factive mesttdes.



An influential source of resistance to Williamsom'gistemology stems from
what he calls ‘the myth of epistemic transparen@n this view, one’s evidence is
transparent in the sense that one is always insdi@o to know which propositions
are included in one’s total evidence. Howeverné's evidence is transparent, then it
cannot be determined by one’s knowledge, sincesokiedwledge is not transparent
in the sense that one is always in a position tmwkwhich propositions one knows.
More generally, if mentalism is true, then one’sdewnce is transparent only if the
mental states that determine one's evidence armstiges transpareftThus,
epistemic transparency provides the basis of tHewing line of argument against
factive mentalism:

(1) Evidence is transparent

(2) Evidence is transparent only if the mental stated tdetermine evidence are

themselves transparent

(3) Factive mental states are not transparent

(4) Therefore, evidence is not determined by factivatalestates
Williamson’s response is to argue that epistemandparency is a myth — a quaint
relic of Cartesian epistemology. He argues thay tmVial conditions are transparent
in the sense that one is always in a position takwhether or not they obtain. If
non-factive mental states are no more transpahnamt factive mental states, then this
undermines one of the central motivations for mipecfactive versions of mentalism
in favour of non-factive versionsTherefore, Williamson’s rejection of the myth of
epistemic transparency plays a central role in vatitig his distinctive brand of

knowledge-first epistemology.

2. The Anti-Luminosity Argument

A condition istransparentif and only if one is always in a position to know
whether or not it obtains. A condition lisminousif and only if one is always in a
position to know that it obtains when it does. &apndition is transparent if and only
if it is strongly luminous- that is, one is always in a position to know tih@btains
when it does and that it does not obtain when é@sdoot. If there are no luminous
conditions, then there are no transparent conditatmer.

Williamson’s anti-luminosity argument is designedetstablish that there are
no luminous conditions except trivial ones, whiabichin all cases or norfeThe

argument exploits a tension between the assumptianthere are some luminous



conditions and the assumption that knowledge requa margin for error. These
assumptions jointly entail a tolerance principléiaeh is falsified by any sorites series
of pairwise close cases that begins with a casehich C obtains and ends with a
case in which C does not obtain. So, the follovasgumptions yield a contradiction:
(1) Luminosity: C is luminous, so if C obtains, then one is inoaifion to know
that C obtains
(2) Margins: If one is in a position to know that C obtainserthC obtains in
every close case
(3) Tolerance: If C obtains, then C obtains in every close casarn(1, 2)
(4) Gradual Change: There is a series of close cases that beginsavithse in
which C obtains and ends with a case in which G ame obtain
To illustrate the problem, Williamson asks us tomsider a morning on which one
feels cold at dawn and then gradually warms upl emi feels warm at noon. The
process is so gradual that one cannot discrimaxagechange in one’s condition from
one moment to the next. By hypothesis, one fedl$ abdawn. By the definition of
luminosity, if feeling cold is a luminous conditiothen one is in a position to know
that one feels cold at dawn. By the margin for reprinciple, it follows that one feels
cold a moment later, since this is a relevantlyseloase. By repeating these moves,
we generate the conclusion that one feels coldah.nHowever, this contradicts the
initial stipulation that one feels warm, ratherrtaold, at noon.

Williamson urges that we should resolve the comttah by denying that
there are any luminous conditions. But why not dieisyead that knowledge requires
margins for error? The answer is that the margmefoor principle is motivated by
independently plausible assumptions — in particulaat knowledge requires safety
from error and that there are limits on our powsrdiscrimination.

According to the safety requirement, one knows thatondition C obtains
only if one does not falsely believe that C obtdmsiny close case. The rationale is
that if one’s beliefs are not safe from error, tlleay are not sufficiently reliable to
count as knowledge. Still, there is a gap to bddail between safety and margins. |
can know that C obtains, even if C does not obiaievery close case, so long as
there is no close case in which | falsely beliehat IC obtains. This need not impugn
my knowledge so long as my powers of discriminatiom sufficiently sensitive to the
difference between cases in which C obtains anelscaswhich C does not obtain.



The margin for error principle does not hold withexception, but only given
the further assumption that we cannot discrimiret®veen close cases. However, it
is question-begging to assume that one is notpiosition to know the conditions that
make the difference between close cases. A morgaheassumption is that one’s
doxastic dispositions are less than perfectly s@asio the difference between close
cases. However, we cannot assume a tolerancepdéarai which one believes that C
obtains only if one believes that C obtains in gvelose case. In Williamson’s
example, one’s degree of confidence that one fasts may gradually decrease until
one falls below the threshold for believing thaedeels cold. Still, if one’s powers of
discrimination are limited, then one’s degree afifaence cannot differ too radically
between close cases. This is what we need in todéerive margins from safety.

Let us focus our attention to Williamson’'s examplewhich one gradually
warms up between dawn and noon. First, we may asslat throughout the process,
one does everything that one is in a position tosdoif one is in a position to know
that C obtains, then one knows that C obtains. i8Ecave may assume that one’s
powers of discrimination are limited, so one’s @sgof confidence that C obtains
cannot differ too radically between close case&dTlve may assume that knowledge
requires safety from error and so one knows thabtains only if C obtains in every
close case in which one has a similarly high degreeonfidence that C obtains.
Given these assumptions, we may conclude that #rgimfor error principle is true,
if not in general, then at least in this specifiample:

(1) Position: If one is in a position to know that C obtaingntone knows that C
obtains

(2) Discrimination: If one knows that C obtains, then one has a higrek of
confidence that C obtains in every close case

(3) Safety: If one knows that C obtains, then C obtains inrgwose case in
which one has a high degree of confidence thatt@imdb

(4) Margins: If one is in a position to know that C obtainserthC obtains in
every close case

But if the margin for error principle is true, thérere are no luminous conditions.

Broadly speaking, responses to Williamson’s antihosity argument can be

divided into two categorieffensiveand defensive Offensive responses reject the

conclusion of the argument and so take on the luodeejecting at least one of its



premise$. By contrast, defensive responses accept the csionlwf the argument,
but engage in a kind of damage limitation exer€ise.

My strategy in this paper is defensive. | will cede that Williamson’s
argument establishes that there are no luminouditbams. However, | will attempt to
limit the damage by relocating the epistemic asytmynbetween factive and non-
factive mental states. Recall that what is at stakidis debate is the motivation for
rejecting factive mentalism in favour of non-faetimentalism. The defensive strategy
aims to show that even if there are no luminouditams, there is nevertheless an
epistemic asymmetry between factive and non-mestééds. As long as there is some
epistemic criterion ofjuasi-transparencyhat is satisfied by non-factive mental states,
but not by factive mental states, we can reingtegeriginal form of argument against
factive mentalism.

Can Williamson’s anti-luminosity argument be gefigeal in such a way as to
establish that there is no relevant epistemic asgtryrbetween factive and non-
factive mental states? As we have seen, Williansknbowledge-first epistemology is
motivated by the claim that there is no such episteasymmetry. Thus, he writes:
“Any genuine requirement of privileged access omtalestates is met by the state of
knowing p. Knowing is characteristically open to first-panspresent-tense access;
like other mental states, it is not perfectly op€R000: 25)

3. TheLustrousand the Luminous
One defensive strategy is proposed by Selim B4g@08), who suggests that
even if there are no luminous conditions, there m@ysome lustrous conditions. A
condition isluminousif and only if one is always in a position to kndat it obtains
if it does. By contrast, a conditionlisstrousif and only if one is always in a position
to justifiably believe that it obtains if it doeSo, a condition is lustrous, but not
luminous, if one is always in a position to beligustifiably, if not knowledgeably,
that it obtains if it does.
Can Williamson’s anti-luminosity argument be exteddo show that there are
no lustrous conditions? Consider the following:
(1) Lustrousness. C is lustrous, so if C obtains, then one is inasiton to
justifiably believe that C obtains
(2) Margins: If one is in a position to justifiably believe th@ obtains, then C

obtains in every close case



(3) Tolerance: If C obtains, then C obtains in every close casan 1, 2)
(4) Gradual Change: There is a series of close cases that begins avithse in
which C obtains and ends with a case in which G cha¢ obtain

As before, the argument relies upon a margin faregrinciple. However, it is more
plausible that margins for error are required ia tdase of knowledge than justified
belief. If justified belief is non-factive, thendhmargin for error principle is false,
since one may be in a position to justifiably bediehat C obtains even if C does not
obtain in the actual case, which is the closesalbpossible cases. As Williamson
himself remarks, only factive conditions are subfeamargin for error principle’.

This point has limited value for proponents of tlefensive strategy. After all,
the aim is to identify an epistemic criterion thatsatisfied by non-factive mental
states, but not factive mental states. Arguablyyene@r, factive mental states satisfy
the criterion of lustrousness. For instance, if saes thap, then one is in a position
to justifiably believe that one sees tpatCertainly, no factive mental statesisongly
lustrousin the sense that one is always in a positionuttifjably believe that it
obtains when it does and that it does not obtaienwhdoes not. For instance, it is not
the case that if one does not see haiut merely seems to see tpathen one is in a
position to justifiably believe that one does net shafp, but merely seems to see that
p. Therefore, proponents of the defensive strateggtrargue that some non-factive
mental states are strongly lustrous in order tavat# an epistemic asymmetry.

The problem is that if C is strongly lustrous, thestified belief that C obtains
is factive. The argument is straightforward. Iftjfied belief that C obtains is non-
factive, then there are cases in which one jubtifibelieves that C obtains and yet C
does not obtain. But if C is strongly lustrous @hdloes not obtain, then one is in a
position to justifiably believe that C does notaibt It follows that one is in a position
to justifiably believe that C obtains and that @slmot obtain. And yet one is never in
a position to justifiably believe a contradictiorherefore, if C is strongly lustrous,
then one is in a position to justifiably believatIC obtainsf and only ifC obtains.

If Margins is restricted to strongly lustrous caiatis, then the objection from
factivity is blocked. Still, further argument is @ged in order to establish that the
restricted version of Margins is true. After allsfified true belief is factive, but it
does not generally require a margin for error. iBettases typically involve a subject
who justifiably believes that a condition C obtaimghich does obtain in the actual

case, but not in all or even most of the closestatual cases. For example, in Alvin



Goldman’s (1976) fake barn case, Henry has a jedtifue belief that there is a barn
on the road ahead, but he doesn’'t know this, sinséoelief is false in most of the
closest non-actual cases. One possible reactioWVitbamson’s anti-luminosity
argument is that it uncovers a new kind of Gettiase in which being close to the
margin for error is like being in fake barn countryhat is, one is in a position to form
a justified true belief, which is not sufficientfgliable to count as knowledd®.

In what follows, | provide an argument for the rigtéd version of Margins.
The argument is motivated by reflection on Ernessad® (2003) version of the
problem of the speckled hen. Following Sosa, we aak: what explains the
difference between the following pair of cases?

(i) If I experience 3 speckles, then | am in a positmjustifiably believe that |
experience 3 speckles
(i) If 1 experience 48 speckles, then | am not in atmosto justifiably believe

that | experience 48 speckles
Why am | in a position to form a justified belief the one case, but not the other?

One strategy for solving the problem appeals ttsfabout the determinacy of
the representational content of experience. My B&pee in the first case represents
that the hen has 3 speckles, whereas my experienttee second case does not
represent that the hen has 48 speckles: it is gimgl that determinate. Even if | do
experience 48 speckles, it is a further questioatidr my experience represents that
there are exactly 48 speckles; indeed, there manoliketerminate numbaersuch that
my experience represents that there are exadyeckles. If so, then my experience
in the first case provides justification to belietat | experience 3 speckles, but my
experience in the second case does not providéfigason to believe that |
experience 48 speckles. In general, my experiemgeides justification to believe
that | experience speckles if and only if my experience represargpeckles.

The problem with this response is that it failgyemeralize to other examples.
All we need to generate the problem is a case iciwiie determinacy of experience
is more fine-grained than one’s powers of discration in judgement. For instance,
experience represents objects as having not justrdmable shades, such as red, but
also more determinate shades, such as red-48 and9reNevertheless, | may be
unable to discriminate these shades in judgemenkigps | can tell them apart when
presented simultaneously, but not when presenteseiuencé’ In that case, my

experience might represent a shade as red-48ugtthibam no better than chance in



judging whether | am experiencing red-48 or red-@8ce again, we can ask: what
explains the difference between the following dicases?
(i) If | experience red, then | am in a position totifisbly believe that |
experience red
(i) If I experience red-48, then | am not in a positiorjustifiably believe that |
experience red-48
Why am | in a position to form a justifiable beliafthe one case, but not the other?

Sosa’s solution appeals safety'® My belief that | experience red is safe from
error, since | would not believe that | experieneé unless | were to experience red.
By contrast, my belief that | experience red-4&a$ safe from error, since | could
easily believe that | experience red-48 if | weeceeixperience red-47 or red-49.
Likewise, in Sosa’s original example, my belieftthaxperience 3 speckles is safe
from error, since | would not believe that | expeige 3 speckles unless | were to
experience 3 speckles. By contrast, my belief tliexiperience 48 speckles is not safe
from error, since | could easily believe that | expnce 48 speckles if | were to
experience 47 or 49 speckles.

The problem with Sosa’s solution is that it doesgeneralize to beliefs about
the external world. However, the problem of thecgted hen arises for beliefs about
the external world as well as the internal worldn€ider the following pair of cases:

(i) If I experience red, then | am in a position totifiebly believe that there is
something red
(ii) If I experience red-48, then | am not in a posittonjustifiably believe that
there is something red-48
Why am | in a position to form a justifiable beliafthe one case, but not the other?

In this context, safety is a red herring. If | aallcinating a red object and |
believe that there is something red, then my bédid¢élse. Still, there is an intuitive
difference between the epistemic status of my béiiat there is something red and
my belief that there is something red-48. And ety cannot explain the difference,
since no false belief is safe from error. What wedin order to explain the intuitive
difference is not safety fromrror, but rather safety frodack of justification

Absent defeaters, my experience provides justiioato believe thap if and
only if it represents that. If | believe thatp, however, my belief is justified only if it
is based in a way that is counterfactually serssitty the representational content of

my experience, which provides my justification telibve thatp. As Sosa rightly



insists, an actual match in content is not suffiti€&iven the limits on my powers of
discrimination, this condition is satisfied in tfiest case, but not the second. My
belief that there is something red is counterfdbtusensitive to the content of my
experience, since | would not easily believe th&tré is something red unless my
experience represents that there is somethingByedontrast, my belief that there is
something red-48 is not counterfactually sensitivedhe content of my experience,
since | could easily believe that there is somethed-48 when in fact my experience
represents that there is something red-47 or red-49

What we need to solve the problem of the speckled is not asafety
requirement of counterfactual sensitivity to thet$a but rather &asingrequirement
of counterfactual sensitivity to one’s evidence jchhdetermines which propositions
one has justification to believe. One justifiablglibves that C obtains only if one’s
justifying evidence obtains in every close casewimich one has a similarly high
degree of confidence that C obtains. If one bedietmt C obtains on the basis of
justifying evidence E, but there is a close caswliich one’s justifying evidence E
does not obtain and yet one believes or has aaslyntigh degree of confidence that
C obtains, then one’s belief is unjustified.

What is required for a belief to be justified ist mounterfactual sensitivity to
the facts, but rather counterfactual sensitivityotme’s justifying evidence. In the
special case of strongly lustrous conditions, hawethere is no distinction between
one’s justifying evidence and the facts. If C isosgly lustrous, then one is in a
position to form a justified belief that C obtaifignd only if C obtains and moreover
becauseC obtains. In that case, the condition C thatifjastone’s belief is one and
the same as the fact that one’s belief is abouateSihere is no distinction in this case
between one’s justifying evidence and the facts, e@@ derive a local safety
condition, which requires counterfactual sensyitid the facts, from a more general
basing condition, which requires counterfactual sgesdty to one’s justifying
evidence. Thus, for any strongly lustrous conditijyrwe can argue as follows:

(1) Basing: If one justifiably believes that C obtains, thenets justifying
evidence E obtains in every close case in which luee a high degree of
confidence that C obtains

(2) ldentity: If one justifiably believes that C obtains, thensGdentical to one’s

justifying evidence E



(3) Safety: If one justifiably believes that C obtains, themains in every close
case in which one has a high degree of confiddrateQ obtains
Next we can derive Margins from Safety by the failog argument:
(1) Position: If one is in a position to justifiably believe th@ obtains, then one
justifiably believes that C obtains
(2) Discrimination: If one justifiably believes that C obtains, tharedas a high
degree of confidence that C obtains in every ctase
(3) Safety: If one justifiably believes that C obtains, themains in every close
case in which one has a high degree of confiddrateQ obtains
(4) Margins: If one is in a position to justifiably believe th@ obtains, then C
obtains in every close case
And finally we can exploit Margins in arguing theéitere are no strongly lustrous

conditions.

4. Epistemic and Doxastic L ustrousness

The situation so far has gone from bad to worsdlidiison’s argument can
be extended to show not only that there are noraas conditions, but also that there
are no strongly lustrous conditions. However, ahot yet lost. In what follows, | will
draw a distinction between epistemic and doxasterpretations of lustrousness and
luminosity. Moreover, | will argue that even if Wamson’s argument shows that
there are no doxastically luminous or lustrous dwmas, it fails to show that there are
no epistemically luminous or lustrous conditionfefiefore, Williamson’s argument
fails in its attempt to debunk the myth of epistetnansparency.

A condition is lustrous if and only if one is alvgayn a position to justifiably
believe that it obtains when it does. But what éyadoes it mean to say that one is in
a position to justifiably believe that a conditiobtains? We can draw a distinction
between epistemic and doxastic interpretations. @ni@ anepistemic positiorto
justifiably believe that C obtains if and only ih@ has justification to believe that C
obtains. By contrast, one is indaxasticpositionto justifiably believe that C obtains
if and only if one has the capacity to use one®ifigation in forming a justified
belief that C obtains. There is a correspondingdirdison between epistemic and
doxastic interpretations of lustrousness. A coaditis epistemically lustrousf and
only if one is always in an epistemic position dstjfiably believe that it obtains if it

does. By contrast, a conditiondsxastically lustrousf and only if one is always in a
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doxastic position to justifiably believe that ittams when it does. My claim is that
Williamson’s argument can be extended to show tlmatonditions are doxastically
lustrous, but it fails to show that no conditioms epistemically lustrous.

The key point is that being in a doxastic posittonjustifiably believe a
proposition is more demanding than being in antepis position to justifiably
believe it, since it requires not only having jistition to believe it, but also having
the capacity tause one’s justification in forming a justified belieThis leaves open
the possibility that one has justification to bediea proposition, although one lacks
the doxastic capacities required to use it in fogra justified belief.

There are various different ways in which this pmésy might be realized.
First, one might have justification to believe apwsition, but lack the concepts
required to believe it. Second, one might have twncepts, but lack the
compositional capacities required to put them togein the right way. Third, one
might have all the concepts and compositional @dsli required to believe the
proposition in question, but lack the powers ofcdimination required tqustifiably
believe it. This third possibility is best illusteal by the problem of the speckled hen.

My experience provides me with justification toibek that it represents red-
48 if and only if it does in fact represent red-#Bwever, it is a further question
whether or not | have the doxastic capacity to ose justification in forming a
justified belief that my experience represents 48d4f | form the belief, then my
belief is justified only if it is based in a wayathis counterfactually sensitive to the
representational content of my experience, whidvides my justification to believe
the proposition in question. However, if my powefsliscrimination are limited, then
I may be unable to satisfy this basing requirem&nte | could easily believe that my
experience represents red-48 when in fact it reptssed-47 or red-49. In that case, |
am unable to use my justification to believe that experience represents red-48
because my doxastic dispositions are not counteity sensitive to the evidence,
which determines my justification to believe thegsition in question.

The moral to be drawn from the problem of the spastken is that limits on
one’s powers of discrimination do not constrain ahhipropositions one is in an
epistemic position to justifiably believe, but rathwhich propositions one is in a
doxastic position to justifiably believe. If my exjence represents red-48, then | am
in an epistemic position to justifiably believe thay experience represents red-48.

However, if | cannot discriminate between a caswliich my experience represents
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red-48 and a close case in which my experiencesepts red-47 or red-49, then | am
not in a doxastic position to justifiably believet my experience represents red-48.

Margin for error principles must be interpreted light of a distinction
between epistemic and doxastic notions of closenbss cases arepistemically
closeonly if one’s evidence is the same or similar,tisat one has justification to
believe the same propositions to the same or dasingree. By contrast, two cases
aredoxastically closef one’s evidence is treated as the same or giritiléghe sense
that one’s justified degree of confidence in eaabecis the same or similar. If one’s
powers of discrimination are limited, then two caseay be close in the doxastic
sense, but not the epistemic sense, since oneastioxdispositions are insensitive to
the evidential difference between them. This poksibs illustrated by the problem
of the speckled hen.

Margin for error principles can be given either gpistemic or a doxastic
interpretation. According to the doxastic interptetn, if one is in a doxastic position
to justifiably believe that C obtains, then C obgin every doxastically close case.
According to the epistemic interpretation, by castr if one is in an epistemic
position to justifiably believe that C obtains, th€ obtains in every epistemically
close case. Both epistemic and doxastic interpogigtare plausible, but neither can
be used in arguing that there are no epistemitadiyous conditions. To see this, we
need to consider the extended version of Williantsangument under both doxastic
and epistemic interpretations.

First, consider the doxastic interpretation:

(1) Lustrousness: C is doxastically lustrous, so if C obtains, thame is in a
doxastic position to justifiably believe that C aiois
(2) Margins: If one is in a doxastic position to justifiablylieee that C obtains,
then C obtains in every doxastically close case
(3) Tolerance: If C obtains, then C obtains in every doxasticaltyse case
(4) Gradual Change: There is a series of doxastically close cases likgins
with a case in which C obtains and ends with a ¢asehich C does not
obtain
This argument shows that there are no doxastidaljrous conditions, but it is
entirely neutral on whether or not there are angtemically lustrous conditions.

Next, consider the epistemic interpretation:
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(1) Lustrousness: C is epistemically lustrous, so if C obtains, there is in an
epistemic position to justifiably believe that Ctabs
(2) Margins: If one is in an epistemic position to justifiabbelieve that C
obtains, then C obtains in every epistemically €logse
(3) Tolerance: If C obtains, then C obtains in every epistemjcalbse case
(4) Gradual Change: There is a series of epistemically close casesshibgins
with a case in which C obtains and ends with a ¢gasehich C does not
obtain
This argument fails to show that there are no epigtally lustrous conditions, since
the epistemic interpretation of Gradual Changeilsef. If C is epistemically lustrous,
then there is no series of epistemically close s#sat begins with a case in which C
obtains and ends with a case in which C does ni@timnbin Williamson’s example,
subsequent times in the gradual process of warminbgetween dawn and noon are
doxastically close in the sense that one’s powkiserimination are limited, so one
treats one’s evidence as the same or very sintiawnever, there is no argument that
subsequent times are epistemically close in theestrat one’s evidence is in fact the
same or very similar. Following Williamson, we magsume that at some point in the
series there is a sharp cut-off such that one feal$ in one case, but one does not
feel cold in the next case. One’s evidence mayedifadically between such cases
even if one’s powers of discrimination are limitaxd so one’s doxastic dispositions
are insensitive to the evidential difference betwg®m.

If we consistently assume either an epistemic d@oxastic interpretation, then
the argument fails to show that there are no epistly lustrous conditions. But
what if we mix and match? Consider the followinged interpretation:

(1) Lustrousness: C is epistemically lustrous, so if C obtains, tlere is in an
epistemic position to justifiably believe that Ctabs

(2) Margins: If one is in an epistemic position to justifiabbelieve that C
obtains, then C obtains in every doxastically closse

(3) Tolerance: If C obtains, then C obtains in every doxasticaltyse case

(4) Gradual Change: There is a series of doxastically close cases libgins
with a case in which C obtains and ends with a ¢asehich C does not
obtain

This argument fails to show that there are no epistally lustrous conditions, since

the mixed interpretation of Margins is false. As /e seen, the moral to be drawn
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from the problem of the speckled hen is that limitsone’s powers of discrimination
do not constrain which propositions one is in afstemic position to justifiably
believe, but which propositions one is in a doxagibsition to justifiably believe.
Therefore, one may be in an epistemic position ustifjably believe that some
condition obtains, although it does not obtainuarg doxastically close case.

It is worth considering why the argument of thevwas section cannot be
extended to support the mixed interpretation ofdites. Consider the following:

(1) Position: If one is in an epistemic position to justifialtiglieve that C obtains,
then one justifiably believes that C obtains
(2) Discrimination: If one justifiably believes that C obtains, theredhas a high
degree of confidence that C obtains in every dacalst close case
(3) Safety: If one justifiably believes that C obtains, thenoBtains in every
doxastically close case in which one has a higlredegf confidence that C
obtains
(4) Margins: If one is in an epistemic position to justifiabbelieve that C
obtains, then C obtains in every doxastically closse
The problem with this argument is that Positionitsnepistemic interpretation is in
tension with Discrimination. Position is motivatby the stipulation that if one is in
an epistemic position to justifiably believe a ppspion, and one does what one is in
an epistemic position to do, then one justifiabdjidves the proposition in question.
Therefore, one is entitled to assume Position drdye is also entitled to assume that
one always does what one is in an epistemic positialo. However, this assumption
conflicts with Discrimination. If one’s powers ofsdrimination are limited, then one
is not always capable of taking advantage of oegistemic position. That was the
lesson to be learned from the problem of the seckén.

The conclusion so far is that Williamson’s argumsmbws that no conditions
are doxastically lustrous, but it fails to showttm® conditions are epistemically
lustrous. Moreover, this conclusion seems to géizerssince we can draw a related
distinction between epistemic and doxastic integtiens of luminosity. A condition
is epistemically luminous and only if one is always in an epistemic piasitto know
that it obtains when it does. By contrast, a coodiis doxastically luminousf and
only if one is always in a doxastic position to inthat it obtains when it does.

One is in anepistemic positionto know a proposition if and only if one

satisfies all the purely epistemic conditions farowledge, whereas one is in a
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doxastic positiorto know a proposition if and only if one has thexalstic capacity to
take advantage of one’s epistemic position by fs@tig doxastic as well as epistemic
conditions for knowledge. Thus, being in a doxaptsition to know a proposition is
more demanding than being in an epistemic posttioknow it, since it requires not
just being in an epistemic position, but also hgvihe doxastic capacity to take
advantage of it. If one does not always have thaskic capacity to take advantage of
one’s epistemic position, then some conditions tmagpistemically luminous even if
no conditions are doxastically luminous. Williamsoargument shows that there are
no doxastically luminous conditions, but for reas@amalogous to those given above,

it does not thereby show that there are no episttypiluminous conditions.

5. Epistemic Idealization

My defensive response to Williamson’s argumenh& some conditions may
be epistemically lustrous or luminous even if nodidons are doxastically lustrous
or luminous. The availability of this response deggon the assumption that one may
be in an epistemic position but not a doxastictposio justifiably believe or to know
that some condition obtains, since one lacks th@st capacity to take advantage of
one’s epistemic position. However, this assumptioaly be challenged. On some
views, one’s doxastic capacities impose correspantimits on which propositions
one is in an epistemic position to justifiably leek and know. But is there any good
argument for the existence of such doxastic limits?

Some epistemologists define justification in tewhshe capacity for justified
belief: for instance, one has justification to be& a proposition if and only if one has
a capacity for justified belief in that propositithAn immediate consequence of this
definition is that limits on one’s doxastic capastimpose corresponding limits on
which propositions one has justification to belieseguably, however, justification is
not defined in terms of the capacity for justifiedlief, but vice versa: thus, one has
the capacity to justifiably believe a propositidrand only if one has the capacity to
take advantage of one’s justification to believe tbroposition in question by
believing it on the basis of one’s justificationhi§ definition does not imply the
existence of doxastic limits on which propositiame has justification to believe.

In my view, justification can be defined in ternisidealized justified belief:
roughly, one has justification to believe a profiosiif and only if one has a justified

belief in that proposition after appropriate ideation!® However, this definition is
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circular, since the relevant idealization is touralerstood as a matter of justifiably
believing all and only propositions that one hastification to believe. Moreover,

there is no presumption that one has the doxaapadities required to achieve this
epistemic ideal. On this view, which propositionsechas justification to believe
corresponds to an epistemic ideal, which abstraetsy from contingent facts about
the limits on one’s doxastic capacities. Therefdiee limits on one’s doxastic

capacities do not constrain the epistemic ideal,dmly the extent to which one is
capable of approximating towards the ideal.

An influential line of argument for the existendedoxastic limits appeals to a
deontological conception of justification as a seuof epistemic obligations, which
are binding only insofar as one has the psychodbgiapacities required to discharge
them. The argument proceeds roughly as follows:

(2) If one has justification to believe a proposititt,en one ought to believe it on
the basis of one’s justification.
(2) If one ought to believe a proposition on the basisne’s justification, then
one can believe it on the basis of one’s justiiorat
(3) So, if one has justification to believe a propasitithen one can believe it on
the basis of one’s justification.
However, this version of the deontological conaaptof justification faces well
known counterexamples, in which drugs, brainwashingnental illness undermine
one’s doxastic capacity to take advantage of ojustfication. In such cases, one’s
doxastic limitations excuse one from blame for snepistemic failings. But while
there are doxastic constraints on blameworthinélssre are no corresponding
doxastic constraints on which propositions onejstsfication to believe.

What's the alternative? One option is to defenddbentological conception
by arguing that ‘ought’ does not always imply ‘caRéldman (2000) argues that there
are so-called ‘role oughts’ that apply to whatepkxys a certain role, regardless of
how well it is capable of playing that role — farstance, chefs ought to make
delicious food and jugglers ought to keep theilsbal the air. Similarly, Feldman
claims, there are epistemic ‘oughts’ that applygan virtue of our role as believers:
“It is our plight to be believers. We ought to deight. It doesn’t matter that in some
cases we are unable to do so.” (2000: 676)

Another option, following Alston (1989), is to rejethe deontological

conception of justification in favour of an evalwatconception, according to which
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justification is a source of epistemic values @als, rather than obligations. On this
view, there are no doxastic limits on which progoss one has justification to

believe because epistemic ideals — like ideals ofality, scientific understanding,

and chess — may lie beyond our limited capacifes/id Christensen puts the point
well: “Not all evaluation need be circumscribed thye abilities of the evaluated. In

epistemology, as in various other arenas, we netdrade on effort.” (2006: 162)

One might object that such an idealized concepgignstification loses touch
with our ordinary practices of epistemic evaluati®ior instance, Frege’s belief in
Axiom V was justified by ordinary standards, but mhy ideal standards. Certainly,
there is a distinction here, but there is alsoxplamatory connection. Being justified
by ordinary standards is a matter of meeting soamtextually determined threshold
on a scale that is defined by its relation to tpéstemic ideal — it is a matter of
approximating the epistemic ideal to a sufficiertigh degree given the limitations of
one’s doxastic capacities. In this respect, Fredemdich better than most of us.

In summary, the notion of an epistemic positionregponds to an epistemic
ideal, which abstracts away from the contingentagtix limits of particular subjects.
Two subjects may be in the same epistemic positioth respect to which
propositions they have justification to believekapw, although one has the doxastic
capacity to take advantage of his epistemic pasitichereas the other does not. On
this view, which propositions one is in an episteposition to justifiably believe or
know is constrained not by one’s doxastic capagitoeit rather by an epistemic ideal,

which one may be doxastically incapable of reafjzin

6. TheThreat of Collapse
The purpose of Williamson’s anti-luminosity argurhénto debunk what he

calls ‘the myth of epistemic transparency’. My aimthis paper has been to defend
epistemic transparency against this attempt at debg. Williamson’'s argument
establishes that there are no doxastically traesp@&onditions, but it fails to establish
that there are no epistemically transparent camtiti Moreover, this has important
ramifications for Williamson’s knowledge-first esnology. Recall that epistemic
transparency provides the basis of an argumenhstgfaictive mentalism:

(1) Evidence is transparent

(2) Evidence is transparent only if the mental stabes tetermine evidence are

themselves transparent
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(3) Factive mental states are not transparent

(4) Therefore, evidence is not determined by factivatalestates
Williamson’s response is to argue that there aretransparent conditions except
trivial ones. If this response succeeds on the staxanterpretation of transparency,
but not the epistemic interpretation, then we caimstate the original form of
argument against Williamson’s knowledge-first egisblogy.

At this stage, there is an alternative strategybfocking the argument against
knowledge-first epistemology. Why not insist thattive mental states, no less than
non-factive mental states, are transparent in piigeamic sense, but not the doxastic
sense? If so, then my defensive strategy failgesihe distinction between epistemic
and doxastic interpretations of transparency failsapture any genuine epistemic
asymmetry between factive and non-factive menédést

If factive mental states are transparent, then isnglways in a position to
know whether or not one is in the so-called ‘basetan which a skeptical scenario
obtains. However, this seems counterintuitive. Aflidvhson himself acknowledges,
“Part of the badness of the bad case is that omeot&now just how bad one’s case
is.” (2000: 165)

In response, however, one might invoke the disbindbetween epistemic and
doxastic notions of transparency. If one is in ltael case, then perhaps one is in an
epistemic position to know that one is in the bade; but not a doxastic position,
since one lacks the doxastic capacity to take adganof one’s epistemic position.
Why not say what | have already said in responskegroblem of the speckled hen —
namely, that one’s evidence differs between thedgmse and the bad case in such a
way that one’s doxastic dispositions are insersitio the evidential difference
between them?

My objection to this proposal is that it collapshe distinction between two
epistemic ideals, which should be kept apart — mfgnbeing in an epistemic position
to know a proposition and being in an epistemidtosto justifiably believe it. The
crux of the distinction igactivity: one is in a position to know a proposition orflyt i
is true, whereas one may be in a position to jasliy believe a false proposition. The
current proposal collapses this distinction, sia@ntails that one is in an epistemic
position to justifiably believe a proposition orifyone is in an epistemic position to
know it. This follows from the epistemic transpargrof knowledge together with a

further assumption about defeaters. The argumext fsllows:
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(1) Transparency: If one is not in an epistemic position to knowtthathen one
is in an epistemic position to know that one is imoan epistemic position to
know thatp (~Kp — K~Kp)
(2) Defeat: If one is in an epistemic position to know thateois not in an
epistemic position to know that then one is not in an epistemic position to
justifiably believe thap (K~Kp — ~Jo)
(3) Collapse: If one is not in an epistemic position to knowtthathen one is not
in an epistemic position to justifiably believe tpa~Kp — ~J)
The conclusion of the argument is that one is irepistemic position to justifiably
believe a proposition only if one is in an episteposition to know it. Since one is in
an epistemic position to know a proposition onlyt is true, it follows that one is an
epistemic position to justifiably believe only trpeopositions. Moreover, justifiably
believing a proposition is a matter of taking adeae of one’s epistemic position to
justifiably believe it. So, if one is in an epistenposition to justifiably believe only
true propositions, then it follows that there aogumstified false beliefs.

A proponent of Transparency has two options: eitbeaccept Collapse or to
deny Defeat. In what follows, | will explain why itieer option is available to a
proponent of Williamson’s brand of knowledge-fiegtistemology. Moreover, | will
suggest that neither option is plausible on its tevms.

| begin by noting that Williamson is committed tocapting a close relative of
Defeat by his claim that knowledge is the norm s$eation and belief, which he
articulates in the form of the knowledge rule:

* The knowledge rule: One must: assert [or believp]only if one knowsp.
(2000: 243)

According to the knowledge rule, it is permissitidebelieve a proposition only if one
knows it. However, it does not follow that it isasonable, rational or justified to
believe a proposition only if one knows'Stinstead, Williamson claims that we can
explain when it is reasonable to believe a proposiby appealing to the knowledge
rule together with the following bridge principle:

* The bridge principle: If one must ¢ only if p is true), then one should (
only if one has evidence thats true). The transition from ‘must’ to ‘should’
represents the transition from what a rule fortbalsvhat it provides a reason
to do. (2000: 245)
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The knowledge rule plus the bridge principle yidius following derived rule:

* The derived rule: One should believe only if one has evidence that one

knowsp

Thus, if it is permissible to believe a propositionly if one knows it, then it is
reasonable to believe a proposition only if one éaslence that justifies believing
that one knows it. As Williamson writes, “the knadbe rule for assertion
corresponds to the norm that one should belgealy if one knowsp. Given that
norm, it is not reasonable to beliepevhen one knows that one does not kriv
(2000: 255-6)

Williamson's claim is further supported by examplésn Goldman’s (1976)
example, Henry is in fake barn country, so he doatsknow that there is a barn
ahead. But he does not know that he is in fake bawntry, so it is reasonable for him
to believe that there is a barn ahead. Howevéieiiry learns that he is in fake barn
country, then it is no longer reasonable for hinbétieve that there is a barn ahead,
since he now knows that he does not know it. Maogeothe epistemic claim of Defeat
applies regardless of whatever Henry believes.elfihin an epistemic position to
know that he is not in an epistemic position towrbat there is a barn ahead, then he
is not in an epistemic position to justifiably tesle it.

If Defeat is accepted, then the only remaining aptis to accept Collapse.
However, this is highly counterintuitive. Indeedyill suggest below that it is worse
than counterintuitive. In philosophy, of course, pwsition is without its defenders.
For instance, Jonathan Sutton (2005) has argu¢c thelief is justified if and only it
is knowledge. He therefore denies that there ayejastified false beliefs or even
Gettier cases in which justified true beliefs aret rknowledge. By contrast,
Williamson does not accept Collapse. For instaetfier cases play an important
role in his argument that knowledge is a factivarmakstate”® Moreover, he explicitly
allows that one has justification to believe falgmpositions, which are made
epistemically probable by true propositions tha &nows:®

Williamson’s equation of evidence and knowledgesdoet imply that one has
justification to believe only true propositionsnse evidence isvhat justifies rather
thanwhat is justified®® However, it does imply that one’s evidence ingbed case is
different from one’s evidence in the bad case.dohecase, one’s evidence includes
the proposition that it seems that one has handsnlthe good case one’s evidence

also includes the proposition that one has hand&’'Sevidence in the good case
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entails that one has hands and so justifies balijethat one has hands to the highest
degree. By contrast, one’s evidence in the bad dasse not entail, but only makes it
probable that one has hands and so justifies liedjdhat one has hands to less than
the highest degree. On Williamson’s view, a beigejustified to the highest degree
only if it is knowledge, but it does not follow tha belief is justified only if it is
knowledge, since some beliefs are justified to thas the highest degrée.

As we have seen, Williamson does not accept CalaBst since others do,
we should consider what there is to be said ag#istview. It goes without saying
that it is deeply counterintuitive to deny thattjiisd beliefs can be false. But is there
anything at stake here besides brute intuition?

| suggest that what is at stake is the nature afmastemic ideal. What is lost
on the factive conception of epistemic transparerscyhe idea that there is an
epistemic ideal — and a corresponding dimensioep$temic evaluation — that is
distinct from both omniscience and infallibility.nCthe non-factive conception of
epistemic transparency, the ideal epistemic suligeomniscient and infallible about
only very a limited domain of facts. This includepistemic facts about which
propositions comprise her evidence and which pritipos she has justification to
believe. It also includes non-epistemic facts abloet non-factive mental states,
which determine those epistemic facts. However, itleal epistemic agent is not
omniscient or infallible about facts which exterel/ond her subjective point of view
on the world. This is essential for making senseafimportant epistemic ideal,
which captures what one ought to believe givenliingations of one’s subjective

point of view on an objective world.

7. Conclusions

Epistemic transparency is central to the debatevd®t factive and non-
factive versions of mentalism about evidence. Iflence is transparent, then factive
mentalism is false, since factive mental stateswaté¢ransparent. Williamson defends
factive mentalism by arguing that epistemic transpey is a myth, since there are no
transparent conditions except trivial ones. Thigpgraresponds by drawing a
distinction between epistemic and doxastic notiohdransparency. Williamson’s
argument succeeds in showing that no conditionddaxrastically transparent, but it
fails to show that no conditions are epistemicdbgnsparent. Moreover, this is

sufficient to reinstate the original form of argumeagainst factive mentalism.
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At this stage, one might attempt to defend factiventalism by arguing that
factive mental states are epistemically transpareut not doxastically transparent.
However, my objection is that this strategy colkegpsthe distinction between
epistemic ideals associated with knowing and jiadti§ believing. We should
therefore deny that factive mental states are @pistlly transparent.

In conclusion, epistemic transparency may provide lasis of a compelling
argument against factive mentalism. However, liagond the scope of this paper to
settle the debate between factive and non-factwsians of mentalism. My aim here
is to defend epistemic transparency against Wilams counterarguments. It is a
further task to give positive arguments that evaders epistemically transparent and
that evidence is determined by non-factive meritges, which are also epistemically

transparent. This is a task that | leave for amoteasiorf?
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! Evidentialismis the thesis that one’s evidence determines whiopositions one has justification to
believe. If evidentialism is true, then mentalisboat evidenceentails mentalism abogustification,

the thesis that one’s mental states determine wirigpositions one has justification to believe.

2 The rationale for this assumption is that knowted§epistemic truths depends on knowledge of non-
epistemic truths, which determine those episteroits.

¥ My own view is that epistemic transparency is sipginsable for motivating non-factive versions of
mentalism. However, Pollock and Cruz (1999), Coaed Feldman (2001) and Wedgwood (2002)
argue for non-factive versions of mentalism withappealing to epistemic transparency.

* Williamson (2000: Ch.4). My presentation drawsWeatherson (2004) and Berker (2008).

® “One can believe that C obtains and be safe fraor én doing so even if C does not safely obtifin,
whether one believes is sufficiently sensitive teether C obtains. For example, one may be safe from
error in believing that the child is not fallingesvthough she is not safe from falling, if oneniiigood
position to see her but not to help her.” (Willian2000: 127)

® Offensive strategies are pursued by Brueckner Bindco (2002), Neta and Rohrbaugh (2004),
Weatherson (2004), Berker (2008), Ramachandran9j280d Steup (2009). | am not persuaded by
these strategies, although | do not have the dpesgrvey them here.
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" Defensive strategies are pursued by Hawthorne5)2@bnee (2005), Reed (2006) and Sosa (2009);
see Williamson (2005) and (2009) for criticismse$é authors argue that there are some conditions C
such that one is always in a position to know tabtains if C obtains determinately, intenselyinor
some other specific way. My own strategy is rattiferent from all of these.

8 “Margin for error principles...seem specific to knledige. If oneds a proposition in a situatics)

one leaves a margin for error only if that progositis true in all cases similar enoughstdinces is
certainly similar enough to itself, the propositiomust be true is. Thus if®ing requires a margin for
error, one®ds only true propositions. Knowledge is such antwuat8; reasonable belief is not.”
(Williamson 1994: 224-5)

® This would be accepted by some proponents ofviagtientalism, if not by Williamson himself. For
instance, see McDowell (1995) and the discussidweta and Pritchard (2007).

% This was my own view in Smithies (2006: 84, fn.9).

1 Compare Raffman’s (1995) memory constraint: gitken limitations on perceptual memory, one’s
ability to perceptually recognize or reidentify alaur shade over time is less accurate than one'’s
ability to perceptually discriminate it from othelnades at the same time.

12 “How then would one distinguish (1) amjustified‘introspective’ judgement, say that one’s image
has 48 speckles, when it is a true judgement, apdssued in full view of the image with that sfieci
character, from (2) gustified ‘introspective’ judgement, say that one’s image Baspeckles? The
relevant distinction is that the latter judgemeniboth (a)safeand (b)virtuous or so | wish to suggest.

It is ‘safe’ because in the circumstances not gasiluld one believe as one does without being right. It
is ‘virtuous’ because one’s belief derives from aywof forming beliefs that is an intellectual vigtu
one that in our normal situation for forming suaHiéfs would tend strongly enough to give us bslief
that are safe.” (Sosa 2003: 290)

3 Here | assume that cases in which one justifisigljeves that C obtains on the basis of different
evidence are not relevantly close cases.

14 Compare Goldman'’s definition of ex ante justifioatin terms of ex post justification: “Person S is
ex antejustified in believing p at t if and only if theig a reliable belief-forming operation availabte t

S which is such that if S applied that operatiomittotal cognitive state at t, S would believatp-
plus-delta (for a suitably small delta) and thdidfevould beex posjustified.” (1979: 21)

5 See Smithies, “Why Care About Justification?” far more detailed discussion of epistemic
idealization and its importance in the theory ditification.

16 “On this analogy between assertion and belief kt@wvledge rule for assertion does not correspond
to an identification of reasonable belief with kredge. The rule makes knowledge the condition for
permissible assertion, not reasonable assertiom @ay reasonably do something impermissible
because one reasonably but falsely believes i fpebmissible.” (Williamson 2000: 256)

7 Smithies (forthcoming) uses examples like this tmenotivate the JK rule, according to which one
has justification to believe a proposition if analyoif one has justification to believe that ondrisan
epistemic position to know it. For present purposesvever, we need only the ~K~K rule, according
to which one has justification to believe a progiosiif and only if one is not in an epistemic gusi

to know that one is not in an epistemic positiokrow it.
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18 See Williamson (2000: 2, 8, 30).

19 “True propositions can make a false propositiasbpble, as when someone is skilfully framed for a
crime of which she is innocent. If perceptual emck in the case of illusions consists of true
propositions, what are they? The obvious answehé&proposition that things appear to be that way.
(Williamson 2000: 198)

2 «plthough it has been shown thahat is justifiecheed not be knowledge, even when it is true,st ha
not been shown thathat justifiesneed not be knowledge.” (Williamson 2000: 185)

2L «On this view, the difference is that in the naregtical scenario the subject’s total evideantails
that the child is playing, whereas in the scepts@nario the subject’s total evidence does natilent
that the child is playing, although it does (migliealy) make it probable that the child is playing.
Consequently, the belief that the child is playisgore justifiedn the non-sceptical scenario than it is
in the sceptical scenario, even though in both ates it has considerable justification.” (Williaors
2005: xxx)

22 Many thanks for excellent and stimulating discossiwith David Chalmers, Patrick Greenough,
John Maier, Nicholas Silins, Daniel Stoljar and gtaWedgwood.
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