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The Mental Lives of Zombies 

 

1. Consciousness and Cognition 

A zombie is a creature that is just like a conscious subject in all relevant physical, 

functional or behavioral respects, except that it has no conscious states – there is 

nothing it is like to be a zombie.1 Zombies have figured prominently in metaphysical 

debates about the nature of consciousness, but they can also be usefully employed in 

raising questions about the relationship between consciousness and cognition. 

Could there be a cognitive zombie – that is, a creature with the capacity for cognition 

but with no capacity for consciousness? By definition, zombies cannot have 

conscious states, but can they nevertheless have cognitive states, such as beliefs, and 

cognitive processes, such as reasoning and other forms of rational belief revision? 

In this paper, I am primarily concerned with conceptual questions about the 

relationship between consciousness and cognition. As far as possible, I want to 

remain neutral on empirical questions about the functional role of consciousness 

and metaphysical questions about the nature of consciousness and its place in the 

physical world. So, when I ask whether there could be cognitive zombies, the 

relevant modality is conceptual possibility, rather than physical possibility or 

metaphysical possibility. The question is whether cognitive zombies are 

conceptually possible or impossible – that is, whether they can be coherently 

conceived or whether this involves some kind of inherent conceptual confusion.2 

Without attempting to provide an exhaustive taxonomy, I want to organize 

my discussion around three contrasting perspectives on the relationship between 
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consciousness and cognition. Proponents of bifurcationism deny that there is any 

interesting conceptual connection between consciousness and cognition.3 In 

contrast, proponents of unificationism agree that there is an interesting conceptual 

connection between consciousness and cognition, although they disagree about its 

nature. Some proponents of unificationism endorse a cognitive analysis of 

consciousness on which consciousness is analyzed in terms of its role in cognition.4 

Others endorse a phenomenal analysis of cognition on which cognition is analyzed in 

terms of its relations to consciousness.5 Thus, proponents of unificationism agree 

that there is a conceptual connection between consciousness and cognition, 

although they disagree about whether consciousness is to be analyzed in terms of 

cognition, or vice versa. 

Bifurcationism, which is perhaps the dominant view of the connection 

between consciousness and cognition, often takes the following form. The concept of 

consciousness is a phenomenal concept that defines consciousness in terms of “what 

it is like” for the subject. The concept of cognition, on the other hand, is a functional 

concept that defines cognition by its causal role. And crucially, according to 

proponents of bifurcationism, the phenomenal concept of consciousness is distinct 

from any functional concept that defines cognition by its causal role.6 

One symptom of bifurcationism is the widespread view that the problem of 

explaining consciousness is a hard problem, whereas the problem of explaining 

cognition is an easy problem.7 Explaining consciousness is viewed as a hard problem 

on the grounds that there is an explanatory gap between physical and functional 

facts on the one hand and phenomenal facts on the other: in other words, it is 
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conceivable that the same physical or functional facts could give rise to different 

conscious states or none at all. Explaining cognition, by contrast, is viewed as an 

easy problem on the grounds that there is no such explanatory gap for cognition: it 

is inconceivable that the same physical or functional facts could give rise to different 

cognitive states or none at all. Indeed, it is widely held that cognition, unlike 

consciousness, can be explained in broadly functionalist terms by appealing to the 

causal properties of physical states. Therefore, proponents of bifurcationism tend to 

claim that cognition can be explained in functional terms, while denying that 

consciousness can be so explained.8 

Unificationism, however, implies that the problem of explaining cognition is 

intertwined with the problem of explaining consciousness. In that case, the 

prospects for explaining cognition in physical or functional terms stand or fall with 

the prospects for explaining consciousness in physical or functional terms. These 

prospects may seem better or worse depending on the nature of the conceptual 

connections that are claimed to hold between consciousness and cognition. Given a 

cognitive analysis of consciousness, we can derive an explanation of consciousness 

from a prior explanation of cognition, and so the difficulty of explaining 

consciousness can be ameliorated by the ease of explaining cognition. Given a 

phenomenal analysis of cognition, on the other hand, an explanation of cognition 

depends upon a prior explanation of consciousness, and so the problem of 

explaining cognition inherits the difficulty of explaining consciousness. 

Unificationism and bifurcationism have different implications for the 

question of whether cognitive zombies are coherently conceivable. Bifurcationism 
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seems committed to the conceivability of cognitive zombies as a consequence of the 

following two-step argument. First, it is conceivable that there could be a functional 

zombie – that is, a zombie that is a functional duplicate of some conscious creature 

that has a capacity for cognition. And second, it is inconceivable that a functional 

zombie, so defined, should lack the capacity for cognition. Therefore, we have the 

following simple argument for the conceivability of cognitive zombies: 

 

(1) Functional zombies are conceivable. 

(2) Functional zombies that lack cognition are inconceivable. 

(3) Therefore, cognitive zombies are conceivable. 

 

To illustrate, consider Block’s (2002) example of Commander Data, who is 

functionally just like us, at least at the level of commonsense psychology, but who is 

physically unlike us insofar as his brain is silicon-based, rather than carbon-based. It 

seems conceivable that Data is conscious, but it also seems conceivable that he is a 

zombie; indeed, as Block puts the point, it is an open question whether or not Data is 

conscious and, moreover, it is a question that we have no conception of how to close. 

Nevertheless, Block would claim that Commander Data has cognition, since he has 

states that play the right kind of causal role in the production of behavior. 

Unificationism, on the other hand, seems committed to denying that 

cognitive zombies are coherently conceivable, although the rationale for this will 

depend upon the nature of the conceptual connections that are claimed to hold 

between consciousness and cognition. On a cognitive analysis of consciousness, 
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cognitive zombies are inconceivable because functional zombies are inconceivable. 

Any functional duplicate of a conscious creature with the capacity for cognition is 

thereby a conscious creature with the capacity for cognition. Therefore, proponents 

of a cognitive analysis of consciousness accept the second premise of the zombie 

argument, but they reject the first premise. On a phenomenal analysis of cognition, 

cognitive zombies are also inconceivable, but for different reasons. Functional 

zombies are conceivable, but since cognition is analyzed in terms of consciousness, 

it is inconceivable that any zombie (functional or otherwise) could have cognition. 

Thus, proponents of a phenomenal analysis of cognition accept the first premise of 

the zombie argument, but they reject the second premise. 

All three perspectives are represented in the table below: 

 

 Functional zombies? Cognitive zombies? 

Cognitive Analysis of Consciousness No No 

Phenomenal Analysis of Cognition Yes No 

Bifurcationism Yes Yes 

 

With these options in mind, let me outline the goals of the paper. The main goal is to 

argue for the incoherence of cognitive zombies by appealing to a phenomenal 

analysis of cognition, as opposed to a cognitive analysis of consciousness. Indeed, for 

present purposes, I will set aside the cognitive analysis of consciousness and work 

on the assumption (in my view, a plausible one) that functional zombies are 

coherently conceivable. The task remains to argue against bifurcationism by 
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articulating, defending and motivating a phenomenal analysis of cognition on which 

it is inconceivable that functional zombies have cognition. 

Although I am not the first to propose a phenomenal analysis of cognition, 

my arguments are different from the familiar ones. The usual strategy is to argue 

that the connection between consciousness and cognition is a consequence of a 

more fundamental connection between consciousness and intentionality. As I will 

explain, however, there are good empirical reasons for rejecting the proposed 

connection between consciousness and intentionality. My strategy, in contrast, is to 

argue that the connection between consciousness and cognition can be derived from 

a more fundamental connection between consciousness and rationality. As such, 

this paper forms part of a much larger project of exploring the normative role of 

consciousness and its implications for our mental lives.9 

 

2. Two Conceptions of Cognition 

Could there be a cognitive zombie? Let us suppose, at least for the sake of the 

argument, that there could be a functional zombie – that is, an unconscious creature 

that is a functional duplicate of a conscious creature with a capacity for cognition. It 

is a further question whether functional zombies have cognition. Do functional 

zombies have cognitive states, such as beliefs, and cognitive processes, such as 

reasoning and rational belief revision? Perhaps not surprisingly, the answer to this 

question depends upon how we understand the concept of cognition. In this section, 

I draw a distinction between two conceptions of cognition – the behavioral analysis 
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and the phenomenal analysis – that have different implications for the question of 

whether functional zombies have cognition. 

 

2.1. The Behavioral Analysis 

On the behavioral analysis of cognition, beliefs and other cognitive states are 

analyzed in terms of their dispositions to cause physical behavior. The behavioral 

analysis comes in simpler and more sophisticated versions. In particular, we can 

distinguish between analytical behaviorism, which is the earliest and simplest 

incarnation of the behavioral analysis of cognition, and analytical functionalism, 

which is a more sophisticated descendent of analytical behaviorism.10 

According to analytical behaviorism, all psychological concepts, including the 

concept of belief, can be given a reductive analysis in terms of behavioral 

dispositions described in wholly non-psychological terms. On this view, there are 

conceptual truths of the form: one has a belief B if and only if one has a disposition D 

to engage in physical behavior P in circumstances C. The standard objection to this 

view is that the analysis is circular, since we cannot specify the circumstances in 

which beliefs manifest themselves in behavior without making reference to the 

presence or absence of background beliefs. Given the holistic relationship between 

beliefs and behavioral dispositions, we cannot analyze beliefs in terms of their 

behavioral dispositions alone. 

Analytical functionalism retains the same ambition to give a reductive 

analysis of psychological concepts such as belief in terms of non-psychological 

concepts such as physical behavior. However, it avoids the circularity problem by 



 8 

giving an analysis of beliefs and other psychological states in terms of their place in 

a causal network that grounds behavioral dispositions holistically, rather than 

atomistically. As Lewis (1972) explains, we begin with an explicit statement of the 

causal relationships between psychological states, environmental inputs and 

behavioral outputs using the terms of our commonsense psychological theory. Next, 

we generate the Ramsey sentence for the theory by eliminating all the psychological 

terms in the theory and systematically replacing them with existentially quantified 

bound variables. The result is a complex definite description that specifies the 

causal role of beliefs and other psychological states in non-psychological terms. 

Block (1978) and others have argued that analytical functionalism fails as an 

analysis of consciousness. There seems to be no incoherence in the idea that a 

zombie that satisfies the Ramsey sentence for commonsense psychology. All we 

need is a functional isomorphism that maps states of a conscious creature onto 

states of the zombie in a way that preserves causal relations between them. 

Nevertheless, Block does not reject functionalism altogether. Instead, he 

recommends the containment response – that is, to abandon the functionalist 

analysis of consciousness, while retaining the functionalist analysis of cognition.11 

On this proposal, there could be a cognitive zombie, since satisfying the Ramsey 

sentence for commonsense psychology is sufficient for cognition, although it is not 

sufficient for consciousness.12 

Despite Block’s recommendation, however, it is not clear that we should 

accept this containment response. Why should we suppose that the functional role 

of cognition can be specified without appealing to phenomenal consciousness? After 
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all, beliefs are dispositional states that manifest themselves not only in physical 

behavior, but also in phenomenal consciousness. So why privilege behavioral 

dispositions, as opposed to phenomenal dispositions, in the analysis of cognition? 

In historical terms, the behavioral analysis of psychological concepts seems 

to have been motivated primarily by verificationist assumptions about semantics 

together with a desire to avoid certain metaphysical and epistemological problems 

about consciousness, such as dualism and skepticism about other minds.13 However, 

the containment response cannot be motivated in this way, since it eschews any 

behavioral or functional analysis of consciousness. If the metaphysical and 

epistemological problems of consciousness can be solved, then there is no need for 

containment, but if they cannot be solved, then containment will not be enough to 

make them go away. So, unless the containment response can be motivated on other 

grounds, the suspicion will remain that it is an ideological relic of a previous era. 

 

2.2. The Phenomenal Analysis 

On the phenomenal analysis of cognition, beliefs and other cognitive states are 

analyzed in terms of their dispositions to cause phenomenally conscious episodes of 

judgment, rather than their dispositions to cause physical behavior. Unlike the 

behavioral analysis, the phenomenal analysis makes no attempt to give a reduction 

of psychological concepts in non-psychological terms. This removes an obstacle that 

otherwise prevents one from appealing to phenomenal consciousness in an analysis 

of cognition. In this section, I will articulate a phenomenal analysis of cognition and 
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defend it against some preliminary objections, but I will defer the task of motivating 

this analysis until later sections of the paper. 

I begin with a distinction between belief and judgment. As I use the term, 

judgments are phenomenally conscious episodes that have phenomenal character: 

there is something it is like for a subject to judge that a proposition is true. 

Moreover, judgments are individuated by their phenomenal character: two 

judgments are judgments of the same kind if and only if they have the same 

phenomenal character. Beliefs, unlike judgments, have no phenomenal character: 

there need be nothing it is like for a subject to believe that a proposition is true. 

Nevertheless, beliefs are disposed to cause phenomenally conscious judgments; 

indeed, they are individuated by these dispositions: two beliefs are beliefs of the 

same kind if and only if they have are disposed to cause judgments with the same 

phenomenal character.14 

Just as there is a distinction between outright belief and outright judgment, 

so there is a distinction between degrees of belief and their manifestations in 

phenomenal consciousness as feelings of confidence in a given proposition. One’s 

feelings of confidence are phenomenally conscious episodes that are individuated 

by their phenomenal character, whereas one’s degrees of belief are individuated by 

their dispositions to cause the phenomenal character of feelings of confidence. In 

this way, the phenomenal analysis of outright belief can be plausibly extended to 

degrees of belief too. 

Beliefs and judgments are intentional states – they are intentional attitudes 

towards intentional contents that specify the conditions under which they are true. 
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Moreover, it is widely assumed that beliefs and judgments are individuated by their 

intentional properties – that is, by their intentional contents and their intentional 

attitude-types. However, we need not choose between individuating beliefs and 

judgments in terms of their intentional properties, as opposed to their phenomenal 

properties, or the phenomenal properties that they are disposed to cause. Given 

plausible assumptions, these are equivalent ways of individuating them. 

The key assumption is that the phenomenal character of judgment is 

sufficient to determine its intentional content and its intentional attitude-type. On 

this assumption, the phenomenal character of judgment is content-specific and 

attitude-specific in the sense that what it is like to judge a proposition is different 

from what it is like to adopt the same attitude towards a different proposition and 

what it is like to judge a proposition is different from what it is like to adopt a 

different attitude towards the same proposition. This assumption is not 

uncontroversial, but it has been widely discussed elsewhere, and so for present 

purposes, I will simply take it for granted.15 

One important objection to the assumption above is that the intentional 

contents of beliefs and judgments are externally individuated by their relations to 

the environment. On this view, there can be phenomenal duplicates whose beliefs 

and judgments have different intentional contents in virtue of their different 

relations to the environment. However, this is consistent with the claim that the 

beliefs and judgments of phenomenal duplicates also share intentional contents in 

virtue of their shared phenomenal character. Thus, we can distinguish between the 

narrow contents of belief and judgment that are individuated by their phenomenal 
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character alone and the wide contents of belief and judgment that are individuated 

by their phenomenal character together with their relations to the environment.16 

Another objection to the phenomenal analysis of cognition is that there are 

familiar cases of self-deception in which one’s dispositions towards judgment come 

apart from one’s dispositions to engage in physical behavior. Moreover, in such 

cases, there is some tendency to suppose that our beliefs are reflected in our actions, 

rather than our judgments. For instance, Peacocke (1998) gives the example of an 

academic on a hiring committee who is disposed to judge that foreign degrees are 

equal in standard to domestic degrees, although her votes in hiring decisions reveal 

that she does not really believe this; indeed, what she really believes is that foreign 

degrees are inferior, although this is not what she is disposed to judge. So described, 

the case presents a counterexample to the phenomenal analysis of belief. 

My response is to dispute this description of the case. One possibility is that 

the academic has inconsistent beliefs. In some contexts, such as hiring decisions, she 

may be disposed to judge that foreign degrees are equal, while in other contexts, 

such as the local tavern, she may be disposed to judge that foreign degrees are 

inferior. We can explain away any lingering temptation to say that what she really 

believes is that foreign degrees are inferior, since this is the belief that is primarily 

operative in guiding her behavior in hiring decisions. 

Alternatively, perhaps there are no suitable contexts in which the academic is 

disposed to judge that foreign degrees are inferior to domestic degrees. In that case, 

she does not believe that foreign degrees are inferior, although she behaves in many 

respects as if she does.17 In that case, her rational defect is practical, rather than 
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epistemic. We may assume that her beliefs and judgments are rationally formed in a 

way that is appropriately responsive to the evidence. Her problem is not that her 

beliefs are unjustified, but rather that her behavior is unjustified, since her justified 

beliefs fail to exert an appropriate influence on her behavior. 

We can imagine cases in which one’s behavioral dispositions are even more 

radically dissociated from one’s dispositions towards judgment. For instance, 

Strawson (1994) gives the following example of the Weather Watchers: 

 

The Weather Watchers are a race of sentient, intelligent creatures. They are 

distributed about the surface of their planet, rooted to the ground, 

profoundly interested in the local weather. They have sensations, thoughts, 

emotions, beliefs, desires. They possess a conception of an objective, spatial 

world. But they are constitutionally incapable of any sort of behavior, as this 

is ordinarily understood. They lack the necessary physiology. Their mental 

lives have no other-observable effects. They are not even disposed to behave 

in any way. (1994: 251) 

 

Strawson claims that the Weather Watchers have beliefs about the local weather, 

although their beliefs do not dispose them to engage in physical behavior at all. 

According to the behavioral analysis, of course, the case is incoherent as described, 

since beliefs are analyzed in terms of their behavioral dispositions. According to the 

phenomenal analysis, however, the case is perfectly coherent, since beliefs are 
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analyzed in terms of their phenomenal dispositions, which are merely contingently 

associated with their behavioral dispositions. 

These two conceptions of cognition – the behavioral analysis and the 

phenomenal analysis – also have different implications for the conceivability of 

cognitive zombies. If cognition is analyzed in terms of its phenomenal dispositions, 

as the phenomenal analysis claims, then cognitive zombies are incoherent. But if 

cognition is analyzed in terms of its behavioral dispositions, as the behavioral 

analysis claims, then cognitive zombies are perfectly coherent. What basis do we 

have, then, for deciding between these competing conceptions of cognition? 

 

2.3. A Terminological Debate? 

Our ordinary concept of belief is associated with a cluster of dispositions, including 

dispositions to make judgments, dispositions to engage in behavior, and perhaps 

other dispositions besides. These dispositions usually come together, but there are 

conceivable scenarios, such as zombie scenarios, in which they come apart. Do we 

have any principled reasons for privileging some of the dispositions in the cluster, 

rather than others, for purposes of analyzing the concept of belief? Or is this merely 

to insist on a terminological stipulation about how to use the word ‘belief’? 

Schwitzgebel (2002, 2010) avoids the choice between the phenomenal 

analysis and the behavioral analysis by opting instead for a cluster analysis on 

which one has a belief just in case one has enough of the dispositions in the cluster 

that is associated with our ordinary use of the term ‘belief’. On this view, there are 

cases of “in-between believing” in which it is indeterminate whether or not one has 
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a belief because one has some but not all of the dispositions in the cluster. 

Presumably, for instance, it is indeterminate whether or not zombies have beliefs, 

since they have the behavioral dispositions, but not the phenomenal dispositions, 

that are associated with the concept of belief. Of course, we might sharpen the 

concept of belief in such a way as to deliver a determinate answer to the question of 

whether or not zombies have beliefs. However, the question remains whether there 

is any substantive question, as opposed to a merely terminological one, about 

whether we should precisify the concept of belief in one way rather than another. 

Chalmers (1996) draws a distinction between two concepts of mind – the 

phenomenal concept of mind as conscious experience and the psychological concept 

of mind as the causal-explanatory basis of behavior. Moreover, Chalmers claims that 

there is no substantial question, as opposed to a merely terminological question, 

about which of these is the correct analysis of mind: 

 

On the phenomenal concept of mind, mind is characterized by the way it 

feels; on the psychological concept, mind is characterized by what it does. 

There should be no question of competition between these two notions of 

mind. Neither of them is the correct analysis of mind. They cover different 

phenomena, both of which are quite real. (1996: 11) 

 

The distinction between phenomenal and behavioral (or psychological) conceptions 

of cognition is a special case of Chalmers’ distinction between two concepts of mind. 

Accordingly, perhaps there is no substantial question, as opposed to a merely 
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terminological question, about which is the correct analysis of cognition. Everyone 

can agree that zombies have beliefs in the behavioral sense, but not in the 

phenomenal sense. The only question that remains is whether we should use the 

term ‘belief’ to express the phenomenal concept or the behavioral concept of belief, 

but this seems like a merely terminological question, rather than a substantive one. 

In more recent work, Chalmers (2011) makes a useful methodological 

proposal about how to avoid terminological debates of this kind. The proposal is 

that we should begin by clarifying the theoretical roles that we associate with the 

concept of belief, and then ask what belief must be like in order to play that role: 

 

On the picture I favor, instead of asking, ‘What is X’, one should focus on the 

roles one wants X to play, and see what can play that role. … [I]nstead of 

asking, “What is a belief? What is it to believe?” and expecting a determinate 

answer, one can instead focus on the various roles one wants belief to play, 

and say, here are some interesting states: B1 can play these roles, B2 can play 

these roles, B3 can play these roles. Not much hangs on the residual 

terminological question of which is really belief. (2011: 538) 

 

I agree wholeheartedly with this proposal. We need not concern ourselves with 

questions about our ordinary use of the term ‘belief’, such as whether we use it in a 

way that expresses the phenomenal concept, the behavioral concept, or some 

cluster concept. Instead, we should ask which of these concepts are most useful for 

us to have because they pick out states that play an important theoretical role. 
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Moreover, we should be open to a form of pluralism on which our ordinary concept 

of belief conflates a range of useful concepts, each of which picks out a unique kind 

of state that plays an important and distinctive theoretical role. 

My goal in this paper is to argue that the phenomenal concept of belief picks 

out a kind of state that plays an important and distinctive theoretical role. I do not 

intend to deny that there are other concepts in the vicinity that pick out more 

generic or more specific kinds of states that also play an important and distinctive 

theoretical role. My claim is simply that there is an important theoretical distinction 

in the vicinity of our ordinary concept of belief that cannot be drawn except in terms 

of phenomenal consciousness. This is a substantive claim, and not merely a 

terminological one, which many philosophers are inclined to reject. Indeed, 

Chalmers himself claims that we can “subtract out” the phenomenal component of 

belief without thereby sacrificing anything of theoretical importance: 

 

The most substantial requirements for having a specific belief will lie 

elsewhere than in the phenomenal. One could even subtract any phenomenal 

component out, leaving a concept of pseudobelief that resembles belief in 

most important respects except that it does not involve the concept of 

consciousness. Indeed, it is plausible that pseudobelief could do most of the 

explanatory work that is done by the concept of belief. (1996: 20) 

 

Chalmers’ claim here is that the phenomenal concept of belief does not correspond 

to any theoretically interesting kind of state and so, for theoretical purposes, it is the 
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behavioral (or psychological) concept, rather than the phenomenal concept, that we 

should be interested in. The challenge for proponents of the phenomenal analysis is 

to show that there is some theoretically important role that a belief can play if and 

only if it is individuated by its relations to phenomenal consciousness. 

In what follows, I consider two ways of arguing for the theoretical 

significance of phenomenal consciousness in an analysis of cognition. The first 

strategy is to argue that the connection between consciousness and cognition is a 

consequence of a more fundamental connection between consciousness and 

intentionality. However, I argue that there are good empirical reasons for rejecting 

the proposed connection between consciousness and intentionality. Instead, I 

propose an alternative strategy on which the connection between consciousness 

and cognition is explained as a consequence of a more fundamental connection 

between consciousness and rationality. 

 

3. Consciousness and Intentionality 

What is the relationship between consciousness and intentionality? Many 

contemporary philosophers endorse a weak version of intentionalism, according to 

which all conscious states are intentional states: 

 

Intentionalism: all conscious states are intentional states. 

 

Some philosophers also endorse the converse of intentionalism, which we might call 

the intentional connection thesis.18 In its strongest version, the intentional 
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connection thesis says that all intentional states are conscious states. But there is 

also a weaker version, which says that all intentional states are either conscious 

states or they are individuated by their relations to conscious states: 

 

The intentional connection thesis: all intentional states are either conscious 

states or they are individuated by their relations to conscious states. 

 

If the intentional connection thesis is true, then all intentional states are states of 

conscious creatures and so there cannot be an intentional zombie.19 Moreover, 

assuming that all cognitive states are intentional states, it follows that all cognitive 

states are states of conscious creatures and so there cannot be a cognitive zombie. In 

this way, the connection between consciousness and cognition can be derived from 

a more fundamental connection between consciousness and intentionality: 

 

(1) All cognitive states are intentional states. 

(2) All intentional states are either conscious states or individuated by their 

relations to conscious states. 

(3) So, all cognitive states are either conscious states or individuated by their 

relations to conscious states. 

 

The first premise seems uncontroversial, but the second premise stands in need of 

further argument. Why should we accept the proposed connection between 

intentionality and consciousness? 
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Perhaps the most influential line of argument is that the intentional 

connection thesis is needed in order to explain the intentionality of cognition in a 

way that avoids the problem of radical indeterminacy.20 There are well known 

attempts to explain the intentionality of cognition in broadly causal terms by 

appealing to the functional role of intentional states in cognition together with their 

causal relations to environmental inputs and behavioral outputs. However, these 

causal theories of intentionality face equally well known problems explaining how 

the intentionality of cognition is not radically indeterminate.21 

Some argue that the problem of radical indeterminacy arises because of a 

failure to appreciate the role that consciousness plays in securing the determinate 

intentionality of cognition. The suggestion is that conscious states have determinate 

intentionality in virtue of their determinate phenomenal character, while 

unconscious states have determinate intentionality in virtue of their relations to the 

determinate phenomenal character of phenomenally conscious states. This yields 

the following argument for the intentional connection thesis: 

 

(1) All intentional states have determinate intentional properties in virtue of 

being conscious or individuated by their relations to conscious states. 

(2) So, all intentional states are either conscious states or individuated by their 

relations to conscious states. 

 

I will argue, however, that the argument rests on a false premise: we have good 

empirical reasons to suppose that some intentional states have determinate 
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intentional properties, although they are neither conscious nor individuated by their 

relations to consciousness. 

In rejecting the premise, of course, one takes on the burden of explaining 

intentionality in a way that solves the problem of radical indeterminacy, while 

avoiding any appeal to consciousness. This is a heavy burden. After all, it is not an 

attractive option to take intentionality as a primitive and irreducible feature of the 

world.22 And yet nobody has succeeded in showing how intentionality can be 

reductively explained in purely causal terms in such a way as to avoid the problem 

of radical indeterminacy. Following Lewis (1983), it may be that we can give a 

reductive explanation of intentionality that avoids radical indeterminacy if we 

supplement the appeal to causation with further assumptions about the eligibility of 

objects in the world to serve as the objects of our intentional states. In any case, I 

assume that one of these options must be viable, since we have good empirical 

reasons to reject the intentional connection thesis. 

Let us begin with the strongest version of the intentional connection thesis, 

which states that all intentional states are conscious states. This version of the 

intentional connection thesis conflicts with the explanatory role that unconscious 

intentional states play in commonsense psychology and scientific psychology alike. 

For instance, commonsense explanations of action appeal to unconscious beliefs, 

desires and intentions of the agent, while computational explanations in cognitive 

science appeal to computational processes defined over unconscious mental 

representations, such as Chomsky’s (1965) tacit knowledge of syntax and Marr’s 

(1982) primal, 2.5D, and 3D sketch. 
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Some proponents of the intentional connection thesis claim that, strictly 

speaking, there is no unconscious intentionality, although it can be useful to speak 

metaphorically as if there were.23 However, unconscious intentionality seems to 

play an indispensable role in psychological explanation in common sense and 

cognitive science. Moreover, we have good reasons to believe in existence of these 

states, rather than regarding them as useful fictions, insofar as they play an 

indispensable role in explanation. After all, it is a widely accepted methodological 

precept that we ought to believe in the entities posited by our best theories. 

Therefore, we should endorse realism, rather than eliminativism or 

instrumentalism, about the existence of unconscious intentional states. 

Others weaken the intentional connection thesis in an attempt to make it 

consistent with the existence of unconscious intentionality. The general idea is that 

all unconscious intentionality is individuated by its relations to consciousness. 

Consider Searle’s (1990) connection principle: 

 

The ascription of an unconscious intentional phenomenon to a system 

implies that the phenomenon is in principle accessible to consciousness. 

(1990: 333) 

 

According to Searle, an unconscious intentional phenomenon is “accessible to 

consciousness” just in case it is “potentially conscious” in the sense that it is “a 

possible conscious thought or experience” (1990: 336). This prompts the objection 

that beliefs are not accessible to consciousness, since they are distinct from the 
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potentially conscious manifestations that they cause. However, there is a more 

plausible variation on Searle’s proposal, according to which the contents of beliefs 

are accessible to consciousness as the contents of conscious judgments. This 

proposal is best understood as a consequence of the claim that beliefs are 

individuated wholly by their dispositions to cause judgments with a certain content-

specific phenomenal character. As Searle acknowledges, however, this proposal 

cannot be extended to the “subdoxastic” mental representations that figure in 

computational explanations in cognitive science.24 

Subdoxastic states, unlike beliefs, are not individuated wholly by their 

disposition to cause phenomenally conscious states. On the contrary, they are 

individuated at least in part by their dispositions to play a role in computational 

processes that occur below the level of phenomenal consciousness. To illustrate the 

point, consider Davies’ (1989) hypothetical example of states of tacit knowledge of 

language that are disposed to cause phenomenally conscious itches or tickles. 

Presumably, what makes it the case that these states embody tacit knowledge of 

language is not their disposition to cause itches and tickles, but rather their roles in 

linguistic processing. 

Consider Quine’s (1970) challenge to Chomsky’s notion of tacit knowledge. 

Quine’s challenge is to explain what constitutes tacit knowledge of a rule if it is less 

demanding than explicit knowledge of the rule, but more demanding than merely 

exhibiting linguistic behavior that conforms to the rule. The standard account is that 

tacit knowledge of a rule is a matter of the causal structure in the psychological 

processes that underpin one’s linguistic behavior.25 More specifically, one has tacit 
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knowledge of a rule if and only if the causal structure of one’s psychology mirrors 

the logical structure of a theory that includes that rule. There could be two subjects 

that exhibit the same linguistic behavior, although their behavior is explained by 

psychological processes that embody tacit knowledge of different linguistic rules. 

Thus, tacit knowledge is individuated not merely by its disposition to cause 

linguistic behavior, but also by its role in psychological processes that occur beneath 

the level of phenomenal consciousness. 

This point can be generalized to other subdoxastic mental representations, 

including those involved in vision. There could be two subjects that have the same 

visual experiences, although their visual experiences are explained by different 

kinds of visual processing involving different representations and rules. Thus, visual 

representations and rules are individuated not just by their role in explaining 

conscious experience, but also by their role in psychological processing that occurs 

beneath the level of phenomenal consciousness. 

One reaction would be to weaken the intentional connection thesis even 

further so as to allow for subdoxastic mental representations that are individuated 

in part by their role in unconscious computational processes, but also in part by 

their relations to conscious states. After all, this weakened version of the intentional 

connection thesis is strong enough to sustain the claim that all intentional states are 

states of conscious subjects and hence that there cannot be an intentional zombie. 

For instance, Horgan and Graham (2012) claim that consciousness is an “anchor 

point” for intentionality in the sense that all unconscious intentional states are 

causally integrated within a network that includes conscious intentional states. This 
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seems plausible for some, but not all, unconscious intentional states. Some visual 

representations are constrained by their role in explaining the intentional 

properties of conscious visual experience, but there are others that play no role in 

explaining the intentional properties of conscious visual experience and which are 

individuated wholly by their role in explaining behavior. 

To illustrate the point, consider Milner and Goodale’s (1995) distinction 

between two visual streams: the ventral stream processes visual information for the 

conscious identification and recognition of objects, while the dorsal stream 

processes visual information for the unconscious control of action. This hypothesis 

is designed to explain a range of empirical data, including cases in which one’s 

experience of an object conflicts with the way in which one acts upon the object. In 

the Titchener illusion, for example, subjects whose experience misrepresents the 

size of a coin are able to accurately proportion the size of their grip in reaching for 

the coin. In such a case, one’s experience of the coin is explained by representations 

in the ventral stream that misrepresent the size of the coin, while the spatial 

parameters of one’s visually guided action are explained by representations in the 

dorsal stream that accurately represent the size of the coin. 

If this hypothesis is correct, then visual representations in the ventral stream 

are individuated in part by their role in explaining the conscious identification and 

recognition of objects, whereas visual representations in the dorsal stream are 

individuated wholly by their role in the unconscious control of action. Of course, 

there are some functional connections between the dorsal stream and the ventral 

stream, but these connections are highly circumscribed. Moreover, if vision evolved 
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in response to motor demands, as Milner and Goodale claim, then we should expect 

to find phylogenetically more ancient creatures that have some analogue of the 

dorsal stream, but no analogue of the ventral stream. Presumably, for instance, 

honey bees and desert ants have perceptual systems that explain the complex, 

relational properties of their behavior, although it is an open question whether or 

not these creatures are conscious.26 

I conclude that the intentional connection thesis is probably not true and, in 

any case, it is certainly not conceptually true. It is conceivable that some intentional 

states are neither conscious nor individuated by their relations to consciousness. 

Indeed, it is conceivable that some intentional states are states of unconscious 

creatures. Zombies, like the zombie systems within us, are best construed as having 

unconscious intentional states that explain the relational properties of behavior. 

Therefore, we must conclude that there can be intentional zombies after all. 

 

4. Consciousness and Rationality 

If intentionalism is true, then all conscious states are intentional states, but if the 

intentional connection thesis is false, as I argued in the previous section, then not all 

intentional states are conscious or individuated by their relations to conscious 

states. Nevertheless, there may be an important theoretical distinction to be drawn 

between intentional states depending on their relations to consciousness. Various 

philosophers have endorsed the idea that consciousness is the basis of an important 

theoretical distinction between intentional states, including Davies (1995) and 

Campbell (2002), who summarizes the point like this: 
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The cautious view…is that we have (at least) two different types of 

representation (Davies 1995). On the one hand, there are the conceptual 

contents of ordinary beliefs and desires, to which consciousness may 

constitutively attach. On the other hand, there are the non-conceptual 

contents of information-processing states. (2002: 12) 

 

Meanwhile, others remain highly skeptical about the theoretical significance of any 

distinction between intentional states that is drawn in terms of consciousness. Thus, 

for instance, Chomsky (1975) writes: 

 

It may be expected that conscious beliefs will form a scattered and probably 

uninteresting subpart of the full cognitive structure. (1975: 163) 

 

Meanwhile, Fodor (1975) issues the following challenge for proponents of the 

theoretical significance of consciousness: 

 

That will depend upon whether there are generalizations which hold (just) 

for conscious mental states, and that depends in turn on whether the 

conscious states of an organism have more in common with one another than 

with the unconscious states of the nervous system of the organism. It is, in 

this sense, an open question whether conscious psychological states provide 

a natural domain for a theory. (1975: 52, n.19) 
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The challenge is to find some important theoretical generalizations that hold just for 

intentional states that are either conscious or individuated by their relations to 

consciousness. Fodor himself remains unconvinced that this can be done. 

In this section, I respond to Fodor’s challenge by proposing that there is an 

important theoretical connection between consciousness and rationality. More 

specifically, I propose to replace the intentional connection thesis with the following 

rational connection thesis: 

 

The rational connection thesis: an intentional state plays a rational role if and 

only if it is either conscious or individuated in such a way that its content is 

accessible to consciousness as the content of a conscious state. 

 

If the intentional connection thesis is false, then not all intentional states are 

conscious or individuated by their relations to conscious states. But if the rational 

connection thesis is true, then there is an important theoretical distinction to be 

drawn between those intentional states that satisfy this criterion and those that do 

not. More importantly, for current purposes, the rational connection thesis can be 

used as a premise in arguing for the phenomenal analysis of cognition: 

 

(1) All cognitive states are intentional states that play a rational role. 

(2) All intentional states that play a rational role are either conscious or 

individuated by their relations to conscious states. 



 29 

(3) So, all cognitive states are either conscious or individuated by their relations 

to conscious states. 

 

This argument derives the connection between consciousness and cognition from a 

more fundamental connection between consciousness and rationality together with 

rational constraints on cognition. According to this argument, there cannot be a 

cognitive zombie because there cannot be a rational zombie. 

The rationale for the first premise is that cognition is the domain of beliefs, 

which unlike subdoxastic mental representations, play a rational role in reasoning. 

Some, like Chomsky (1975), use the term ‘cognition’ in a broader sense on which all 

intentional states and processes count as cognitive states and processes. As I use the 

term, by contrast, cognitive states and processes are distinguished from merely 

computational states and processes by virtue of their rational role in reasoning. 

What is crucial here is not the terminological issue of whether the term ‘cognition’ 

should be used in a broad sense or a narrow sense, but rather the substantive claim 

that there is a theoretically important distinction to be drawn between intentional 

states and processes that play a rational role and those that do not. 

What does it mean to say that all cognitive states play a rational role? We can 

distinguish between weak and strong versions of this rationality constraint on 

cognition. The strong version of the rationality constraint says that all cognitive 

states figure in cognitive processes that are either rational or approximately 

rational. However, this version is too strong to be plausible: there is substantial 

empirical evidence to suggest that many of our cognitive processes are neither 
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rational nor even approximately rational.27 Nevertheless, there is a weak version of 

the rationality constraint that is perfectly consistent with the empirical evidence. 

This version says that all cognitive states provide a source of reasons (or perhaps 

rational requirements) to engage in some cognitive processes, rather than others. 

The weak version of the rationality constraint does not entail that all cognitive 

processes are rational, or even approximately rational, but only that they are subject 

to rational assessment. 

Cognitive processes and computational processes are in many ways alike. 

Many computational processes, like cognitive processes, are intentional processes 

that involve causal transitions between intentional states that are causally sensitive 

to their intentional properties.28 The difference is that computational processes, 

unlike cognitive processes, are not subject to rational assessment: it makes no sense 

to ask whether they are reasonable or rational. This point is best illustrated by 

means of examples. 

Chomsky (1965) explains our ability to understand syntactically well-formed 

sentences of our native language in terms of our tacit knowledge of a syntactic 

theory for the language. For instance, when we understand the syntactic structure of 

a sentence, this is explained as the result of an inference-like computational process 

defined over representational states that mirror the steps in a logical derivation of 

the syntactic structure of the sentence. 

Similarly, Marr (1982) explains visual experience of the environment in 

terms of inference-like computations defined over a series of representational 

states, including the primal sketch, the 2.5D sketch, and the 3D sketch. These 
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computations take as input the representation of light intensity in a pair of two-

dimensional retinal images and yield as output a three-dimensional representation 

of shapes and their spatial organization in an object-centered frame of references. 

These computational processes are inference-like in the sense that they are 

transitions between intentional states that are sensitive to the intentional 

properties of those states. Unlike genuine inferences, however, they are not subject 

to rational assessment. It makes no sense to ask whether it is reasonable or rational 

for the syntactic system to compute the syntactic structure of a sentence. Likewise, 

it makes no sense to ask whether it is reasonable or rational for the visual system to 

compute a representation of the distal environment from a pair of retinal images. 

These intentional processes are simply not subject to rational assessment at all. 

That is not to say that these intentional processes are not subject to any 

other kinds of normative assessment. The point is rather that the normative 

standards that are relevant to the assessment of computational processes are 

distinct from the normative standards that are relevant to the assessment of 

cognitive processes. For current purposes, the distinction can be left at a more or 

less intuitive level. Ultimately, of course, it would be desirable to give a more 

theoretical account of the distinction between computational and rational norms. 

This is beyond the scope of the present paper, but I have argued elsewhere that 

rational norms are subject to structural principles of accessibility that need not 

apply in the computational domain.29 

Assuming that there is a theoretically important distinction to be drawn 

between the norms that govern our cognitive processes and the norms that govern 
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our computational processes, we can ask what explains this distinction. Why are 

cognitive and computational processes subject to different kinds of normative 

assessment? Presumably, the normative distinction between these intentional 

processes cannot simply be taken as primitive; rather, it should be explained in 

terms of some non-normative distinction between the intentional states that figure 

in those intentional processes. In particular, the normative distinction between 

cognition and computation should be explained in terms of some non-normative 

distinction between cognitive states and computational states – that is, between 

beliefs and subdoxastic states. But what is the nature of this distinction? 

One tempting avenue is to appeal to Dennett’s (1969) distinction between 

personal and subpersonal levels. On this proposal, beliefs are intentional states of 

the person, whereas subdoxastic states are intentional states of parts of the person – 

namely, their computational subsystems. The problem with this proposal is that we 

need a more fundamental account of what makes it the case that an intentional state 

is properly attributed to the person as opposed to one of the person’s subsystems. 

Bermudez (1995) makes the point effectively: 

 

Either personal level states have further features in virtue of which they are 

properly attributable to persons rather than parts of persons, or they do not. 

If they do not then the distinction is doomed. But if they do have such further 

features then it makes more sense to state the distinction in terms of these 

further features. (1995: 353) 
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Broadly speaking, there are two options for cashing out the distinction between 

personal-level and subpersonal-level intentional states: one can appeal either to 

facts about consciousness or to facts about functional role. 

The problem with appealing to consciousness is that not all of our cognition 

occurs within the stream of consciousness. On the contrary, much of our reasoning 

and rational belief revision draws on background information that is represented 

unconsciously in the belief system. For instance, inductive reasoning is causally 

sensitive to vast amounts of background information, not all of which can be 

brought to consciousness in the process of drawing a conclusion from observed 

evidence. Indeed, there may be inferential processes that occur entirely below the 

level of consciousness – as when one realizes that one has discovered the solution to 

a problem without consciously thinking about it. So how can we explain the 

normative distinction between unconscious cognitive processes and computational 

processes by appealing to consciousness alone? 

The answer is that we can explain the normative distinction between 

cognition and computation by appealing to the rational connection thesis in 

combination with a phenomenal analysis of cognition. According to the rational 

connection thesis, an intentional state plays a rational role only if it is either 

conscious or individuated by its relations to conscious states in such a way that its 

content is accessible to consciousness as the content of a conscious state. Moreover, 

according to the phenomenal analysis of cognition, cognitive states are either 

conscious or individuated in the right way by their relations to conscious states, 

whereas computational states are individuated at least in part by their role in 
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unconscious computational processes. Together, these two claims explain the datum 

that cognitive states play a rational role, whereas computational states do not. Thus, 

we have an argument by inference to the best explanation for a package that 

explains the rationality of cognition in terms of a phenomenal analysis of cognition 

together with a connection between rationality and consciousness. 

 

5. Consciousness and Functional Role 

In the previous section, I argued that the normative distinction between cognition 

and computation is explained by a phenomenal analysis of cognition together with a 

connection between rationality and consciousness. But this argument, like any 

inference to the best explanation, is vulnerable to the objection that there are 

alternative, and superior, explanations of the datum to be explained. In this context, 

the obvious alternative is to explain the normative distinction between cognition 

and computation by appealing to some functional analysis of cognition together 

with a connection between rationality and functional role. So, the challenge for 

proponents of the functional analysis of cognition is to develop a plausible 

explanation of the normative distinction between cognition and computation in 

purely functional terms. In this section, I consider what is, in my view, the most 

promising version of a functional explanation of this kind and I argue that it fails. I 

conclude, pending further proposals, that the phenomenal analysis of cognition is to 

be preferred to a functional analysis of cognition on the grounds that it provides a 

better explanation of the rationality of cognition.30 
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One influential proposal associated with Stich (1978) and Fodor (1983) is 

that the distinction between computation and cognition can be explained in terms of 

modularity. According to this proposal, computation is functionally isolated within a 

series of distinct, modular subsystems, whereas cognition is functionally integrated 

within a unified, nonmodular system. 

For instance, Stich (1978) claims that beliefs are functionally integrated with 

one another by means of their inferential connections, whereas subdoxastic states 

are functionally isolated from beliefs and from other subdoxastic states.31 There are 

several points to be made here: first, beliefs do not combine with subdoxastic states 

to yield further beliefs; second, subdoxastic states do not combine with beliefs to 

yield other subdoxastic states; and third, subdoxastic states do not combine with 

subdoxastic states in other subsystems to yield further subdoxastic states. Stich 

sums up the proposal as follows: 

 

If we think in terms of a cognitive simulation model, the view I am urging is 

that beliefs form a consciously accessible, inferentially integrated cognitive 

subsystem. Subdoxastic states occur in a variety of separate, special purpose 

subsystems. And even when the subdoxastic states within a specialized 

subsystem generate one another via a process of inference, their inferential 

interactions with the integrated body of accessible beliefs is severely limited. 

Similarly, in all likelihood, the potential inferential connections among 

subdoxastic states in different specialized subsystems are extremely limited 

or non-existent. (1978: 507-8) 
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Fodor (1983) draws a closely related distinction between modular and non-

modular systems. According to Fodor, modular systems are domain specific and 

informationally encapsulated in the sense that they take a specific domain of 

information as input and use a specific domain of information in processing its 

input.32 A non-modular system, on the other hand, is domain general and 

informationally integrated in the sense that it takes inputs from various different 

modules and processes these inputs in a way that is sensitive to all of the 

information that is represented in the central system. In Fodor’s terminology, the 

proposal under consideration is that computational processes are modular, whereas 

cognitive processes are non-modular. 

Fodor’s distinction between modular and non-modular processes is clearly 

an important one. However, it is a further question whether this functional 

distinction provides a basis for explaining the normative distinction between 

computation and cognition. In order to explain the normative distinction, we would 

need to invoke a functional connection thesis of the following kind: 

 

The functional connection thesis: an intentional state plays a rational role if 

and only if it is functionally integrated with other intentional states within a 

unified nonmodular system. 

 

However, the functional connection thesis is not plausible. On the one hand, not all 

nonmodular states and processes are cognitive, rather than computational, in the 
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sense that they are subject to rational assessment. For instance, if perception is 

cognitively penetrable in the sense that it is influenced by background cognition, 

then some perceptual processes are nonmodular, but they are not thereby subject to 

rational assessment.33 On the other hand, not all modular states and processes are 

computational, rather than cognitive, in the sense that they are immune from 

rational assessment. For instance, Spelke (2000) argues that infant cognition is 

subserved by “core knowledge systems” that are domain specific and 

informationally encapsulated, while Cosmides and Tooby (1992) argue that adult 

cognition involves the operation of a series of domain specific and informationally 

encapsulated modules, such as a “cheater detection” module. Nonetheless, the 

cognitive processes that are subserved by these specialized modules, including the 

reasoning involved in detecting cheaters, may be subject to rational assessment. 

Similarly, Stich’s functional distinction between inferentially integrated and 

isolated states is an important one, but it cannot explain the normative distinction 

between beliefs and subdoxastic states. Stich gives the following example to 

illustrate the functional distinction between beliefs and subdoxastic states: 

 

As another example, suppose that, for some putative rule r, you have come to 

believe that if r then Chomsky is seriously mistaken. Suppose further that, as 

it happens, r is in fact among the rules stored by your language processing 

mechanism. That belief along with the subdoxastic state will not lead to the 

belief that Chomsky is seriously mistaken. By contrast, if you believe 
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(perhaps even mistakenly) that r, then the belief that Chomsky is seriously 

mistaken is likely to be inferred. (1978: 508-9) 

 

The descriptive point that Stich is making in this example has an obvious normative 

counterpart. If I believe that if r, then Chomsky is mistaken, and I also believe that r, 

then I am rationally committed to believing that Chomsky is mistaken. By contrast, if 

I merely subdoxastically represent that r, then I am not rationally committed to 

believing that Chomsky is mistaken. More generally, there is a normative distinction 

between beliefs and subdoxastic states such that one’s beliefs are subject to rational 

assessment in terms of ideals of logical consistency and closure, whereas 

subdoxastic states are not subject to the same ideals. But what is the basis of this 

normative distinction between beliefs and subdoxastic states? 

Broadly speaking, there are two options for explaining the normative 

distinction between beliefs and subdoxastic states. On the one hand, we can appeal 

to a phenomenal distinction on which the contents of beliefs, unlike subdoxastic 

states, are accessible to consciousness as the contents of conscious judgments. On 

the other hand, we can appeal to a functional distinction on which beliefs, unlike 

subdoxastic states, are inferentially integrated with other beliefs. In order to decide 

between these options, we need to consider cases in which the relevant phenomenal 

and functional properties are dissociated. 

First, let us consider a variation on Stich’s example in which the content of 

one’s representation that r is accessible to consciousness as the content of a 

conscious judgment, although it is not functionally integrated with one’s other 
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beliefs and judgments. In that case, one is disposed to judge that r, but one is not 

disposed to infer that Chomsky is mistaken. This seems rationally defective: if one 

believes the conditional, and one is disposed to judge the antecedent, then one has a 

rational commitment to infer the consequent. But if the representation grounds a 

rational commitment to make an inference, then it is a belief, rather than a 

subdoxastic state. 

Next, let us consider another variation in which the content of one’s 

representation that r is functionally integrated with one’s other beliefs and 

judgments, although it is not accessible to consciousness as the content of a 

conscious judgment. In that case, one is disposed to infer that Chomsky is mistaken, 

but one is not disposed to judge that r. Again, this seems rationally defective: if one 

believes the conditional, but one is not disposed to judge that the antecedent is true, 

then one has no rational commitment to infer the consequent; indeed, one has a 

rational commitment not to infer the consequent on those grounds alone. But if the 

representation does not ground a rational commitment to draw the inference, then 

it is a subdoxastic state, rather than a belief. 

The upshot of this discussion is that it doesn’t matter how much we elaborate 

the functional role of a subdoxastic state to mimic the functional role of belief: it 

cannot play a rational role unless it is individuated in such a way that its content is 

accessible to consciousness as the content of a phenomenally conscious judgment. 

Therefore, I conclude that the functional connection thesis should be rejected and 

replaced with the rational connection thesis: an intentional state plays a rational 

role if and only if it is conscious or individuated by its relations to consciousness. 
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Furthermore, given rational constraints on cognition, the rational connection thesis 

entails the phenomenal analysis of cognition. 

A further question remains. What explains this connection between 

consciousness and rationality? In my view, the connection is fundamental and so we 

cannot explain it by deriving it from anything more fundamental in the order of 

explanation. Nevertheless, I claim that we can acquire some reflective 

understanding of the connection by recognizing how it explains a connection 

between rationality and critical reflection. My remarks here will be brief, since I 

explore these issues in more detail elsewhere.34 

The concept of rationality is essentially tied to the practice of critical 

reflection. To a first approximation, a belief is rational if and only if it is based in 

such a way that it would survive an idealized process of critical reflection. On this 

conception, the rationality of one’s beliefs depends solely upon facts that are 

accessible to one by means of introspection and a priori reasoning, since these are 

the methods that constitute the practice of critical reflection. 

Given this connection between rationality and critical reflection, we can say 

that an intentional state plays a role in determining which beliefs it is rational for 

one to hold only if it is accessible to one by means of introspection. Moreover, it is 

plausible that an intentional state is accessible to one by means of introspection 

only if it is either conscious or individuated by its relations to consciousness. Thus, 

we can argue for the rational connection thesis as follows: 

 

(1) All intentional states that play a rational role are introspectively accessible. 
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(2) All introspectively accessible states are either conscious or individuated by 

their relations to consciousness. 

(3) So, all intentional states that play a rational role are either conscious or 

individuated by their relations to consciousness. 

 

This argument provides a theoretical rationale for the rational connection thesis by 

linking the concept of rationality with the practice of critical reflection. Intentional 

states that are neither conscious nor individuated by their relations to conscious 

states do not play a rational role because they are not accessible by means of 

introspection for use in critical reflection about what to believe. Thus, the 

connection between rationality and consciousness can be understood by taking into 

consideration the connection between rationality and critical reflection. 

 

6. Summary and Conclusions 

My main goal in this paper has been to argue for a phenomenal analysis of cognition 

on which all cognitive states are either conscious or individuated by their relations 

to consciousness. The main argument is that the phenomenal analysis of cognition is 

indispensable for explaining why cognitive states play a rational role. The general 

strategy is to explain the connection between consciousness and cognition as a 

consequence of a more fundamental connection between consciousness and 

rationality together with rational constraints on cognition. 

 

6.1. Zombies 
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Can there be a cognitive zombie? Some argue that there cannot be a cognitive 

zombie because there cannot be an intentional zombie. In opposition, I have argued 

that zombies (like the zombie systems within us) have intentional states and 

processes that are indispensable for explaining the relational properties of their 

behavior. Nevertheless, their intentional states and processes are not cognitive 

states and processes, since they do not play a rational role. In picturesque terms, 

zombies are excluded from the space of reasons and so they cannot have cognitive 

states and processes, since these are positions and movements within the space of 

reasons. In sum, there can be an intentional zombie, but there cannot be a cognitive 

zombie, since there cannot be a rational zombie. 

 

6.2. The Unity of the Mental 

Do we have any unitary conception of the mental? One historically influential view is 

that our concept of the mental is fundamentally disjunctive: all mental states are 

either conscious or intentional. Some mental states, such as pains, are conscious but 

not intentional, while other mental states, such as beliefs, are intentional but not 

conscious. However, there is no further property that mental states such as pains 

and beliefs have in common in virtue of which they all count as mental states.35 

More recently, some philosophers have sought to restore the unity in our 

concept of the mental by arguing for tighter connections between consciousness and 

intentionality. Some argue for intentionalism, according to which all conscious 

states (including pains) are intentional states. Others argue for the intentional 

connection thesis, according to which all intentional states (including beliefs) are 
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either conscious or individuated by their relations to conscious states. If these 

claims can be sustained, they promise to salvage the unity in our concept of the 

mental. 

However, I have argued that the intentional connection thesis is false: not all 

intentional states are either conscious or individuated by their relations to 

consciousness. Moreover, there is a theoretically important distinction between 

intentional states that can be drawn in terms of consciousness. In particular, 

cognitive states are distinguished from computational states by the fact that they 

play a rational role in virtue of their relations to consciousness. If intentionality is 

the mark of the mental, then the mental is divided between cognition and 

computation, but cognition is unified by its relations to consciousness. 

 

6.3. Causal and Normative Functionalism 

Given a phenomenal analysis of cognition, the prospects for a functional analysis of 

cognition stand or fall with the prospects for a functional analysis of consciousness. 

Neither consciousness nor cognition is subject to a reductive style of functional 

analysis in terms of its causal role. Nevertheless, both consciousness and cognition 

are subject to a non-reductive style of functional analysis in terms of its normative 

role. According to a weak version of the rationality constraint on cognition, all 

cognitive states play a rational role in the sense that they provide reasons or 

rational requirements to engage in some cognitive processes, rather than others. 

Moreover, according to the rational connection thesis, all intentional states that play 

a rational role in this sense are either conscious or individuated by their relations to 
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consciousness. Thus, consciousness and cognition alike can be analyzed in terms of 

their normative, rather than their causal, functional roles. 

 

6.4. The Hard Problem of Consciousness 

If there is a conceptual connection between consciousness and cognition, then the 

problem of explaining cognition is intertwined with the problem of explaining 

consciousness. If consciousness is analyzed in terms of cognition, then the problem 

of explaining consciousness can be ameliorated by independently solving the 

problem of explaining cognition. But if cognition is analyzed in terms of 

consciousness, then the problem of explaining cognition cannot be solved without 

independently solving the problem of explaining consciousness. So, if the problem of 

explaining consciousness is a hard problem, then the problem of explaining 

cognition is a hard problem too.36 
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