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Abstract. The main aim of this project is to detect fraudulent credit card transactions by utilizing credit card 
details. As financial transactions grow in volume and complexity, it becomes increasingly critical for credit 
card companies to identify fraudulent activities to protect customers from unauthorized charges. Although 
instances of fraud are relatively infrequent, they present substantial financial risks to both consumers and 
financial institutions. This research employs three machine learning techniques—One-Class SVM, Local 
Outlier Factor, and Isolation Forest—to analyse transaction data in real-time, addressing the challenges posed 

by imbalanced datasets and the sophistication of fraud schemes. By implementing a comprehensive detection 
system using these models on a credit card transaction dataset, the study aims to enhance the accuracy of fraud 
detection and provide timely alerts to prevent financial losses. Key results indicate that the proposed 
methodology significantly improves the identification of fraudulent transactions, ultimately leading to more 
secure credit card usage for consumers. The conclusions drawn from this research emphasize the necessity for 
ongoing innovation in fraud detection methodologies to keep pace with the ever- changing landscape of 
financial fraud. 
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1 INTRODUCTION 

 
Credit card fraud has become a critical issue as the use of credit cards in everyday transactions grows. 

Traditional fraud detection systems, such as rule-based methods and statistical models, have struggled to keep up 

with the evolving tactics of fraudsters [1][2]. These methods often fail to accurately detect emerging fraud 

patterns, leading to both false positives and false negatives, which undermine the effectiveness of fraud 

prevention strategies [3][4]. In response to these challenges, researchers have turned to machine learning (ML) 

techniques to develop more robust fraud detection frameworks. ML methods, such as supervised and 

unsupervised learning models, offer the ability to adapt to new fraud schemes, improving the accuracy of 

detection and reducing the risk of financial losses [5][6]. 

 

Recent studies demonstrate that integrating ML models like One-Class SVM, Local Outlier Factor, and 

Isolation Forest into fraud detection systems can significantly enhance performance metrics, such as precision, 

recall, and overall detection accuracy [7][8]. One-Class SVM effectively isolates outliers in transaction data, 

while Local Outlier Factor identifies unusual transactions by comparing them to local clusters of data points 

[9][10]. Isolation Forest, a highly efficient anomaly detection method, partitions the data into isolation trees, 

making it easier to identify fraudulent transactions [11][12]. 

 

These ML approaches not only increase detection accuracy but also reduce the operational burden on 

financial institutions, allowing them to shift focus from reactive to preventive strategies [13][14]. Studies reveal 

that ML-based systems can adapt to constantly changing fraud patterns, ensuring continuous protection against 

new forms of fraud [15][16]. By addressing the limitations of traditional methods, this research 
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provides valuable insights into developing adaptive fraud detection systems that increase consumer trust and 

reduce financial risks for institutions [17][18]. 

 

Ultimately, the implementation of advanced ML techniques can create a more secure environment for 

digital transactions, bolstering the financial industry's efforts to safeguard consumer transactions [19][20]. 

 

 

 

 

 

 

 

 
. 

 
This research contributes to ongoing efforts to enhance credit card security, demonstrating the applicability 

of innovative machine learning models in safeguarding consumer transactions. The objective of this work is to 
develop a machine learning-based framework that improves the detection of fraudulent transactions, thereby 

reducing the financial risks associated with credit card fraud. By addressing existing challenges in fraud detection 

and highlighting the importance of adaptive systems, this research aims to contribute valuable insights and 

solutions to the field. Ultimately, implementing these advanced techniques can lead to increased trust among 

consumers, reduced losses for financial institutions, and a more secure environment for digital transactions. 

 

2 RESEARCH METHODOLOGY 

This section outlines the methodology used for the credit card fraud detection project, detailing data 

preprocessing, feature selection, model training, and evaluation. 

 

2.1 Dataset 

The dataset used in this project comprises credit card transaction records, sourced from Kaggle. It contains 

anonymized features related to transaction details, which underwent Principal Component Analysis (PCA) for 

dimensionality reduction. PCA was employed to transform the high-dimensional data into fewer components 

while retaining the most significant information. This not only reduced the complexity of the dataset but also 

improved computational efficiency and model performance by focusing on the features that are most relevant to 

fraud detection. 

 

2.2 Data Preprocessing 
 

To prepare the dataset for model training, the following preprocessing steps were applied: 

 Data Cleaning: 

o Duplicates were identified and removed to ensure the dataset contained unique transactions. 

o Missing Values: Although the dataset did not have missing values, handling potential missing 

data is a crucial step in real-world scenarios to ensure model robustness. 

 Normalization: 

o Min-Max Scaling was applied to normalize the features. This scaling technique ensures that all 

features are within a uniform range, typically between 0 and 1, which helps prevent any 

particular feature from dominating others due to varying scales. This step is especially 

important when dealing with distance-based algorithms like One-Class SVM and Local 

Outlier Factor. 



Page No.: 3 

 
 
INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO. 8, DEC 2024 

 

 

2.3 Feature Selection 

 

To ensure the model utilizes the most relevant features, various feature selection techniques were employed: 

 Correlation Analysis: 

o The relationship between features was analyzed using a correlation matrix. This step helped in 

identifying and removing highly correlated features that provide redundant information, 

ensuring a more generalized model and reducing multicollinearity issues. 

 Feature Importance: 

o Recursive Feature Elimination (RFE) was used to systematically identify and retain the most 

important features. RFE works by recursively considering smaller sets of features and 

eliminating the least significant features, which ultimately improved the model's efficiency in 

detecting fraudulent transactions. 

 

2.4 Machine Learning Algorithms 

Three machine learning algorithms were implemented, each specifically suited for anomaly detection: 

1. Isolation Forest: 

o This is a tree-based algorithm particularly well-suited for anomaly detection in high- 

dimensional datasets. It works by isolating observations by randomly selecting a feature and 

then randomly selecting a split value between the maximum and minimum values of the 

selected feature. The idea is that anomalies are few and different, and they are isolated quickly 

by this random process. 

2. One-Class SVM: 

o This algorithm fits a boundary around normal transactions in the feature space and 

classifies points lying outside this boundary as anomalies. It is highly effective for 

unsupervised anomaly detection, as it only requires data from the normal class to learn and 

identify potential outliers, which in this case are fraudulent transactions. 

 

3. Local Outlier Factor (LOF): 

o LOF calculates the local density deviation of a given data point with respect to its neighbours. 

It is useful in identifying local anomalies where the density of fraudulent transactions is 

considerably different from normal ones, making it a powerful algorithm for outlier detection in 

fraud detection systems. 

 

2.5 Model Training and Evaluation 
 

The models were trained using stratified k-fold cross-validation to ensure balanced representation of both 

fraud and non-fraud classes during training and validation. The following evaluation metrics were used to assess 

the model performance: 

 Accuracy: Overall correctness of the model, measuring how well the model predicts both fraudulent 

and legitimate transactions. 
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 Precision: The proportion of correctly identified frauds out of all instances predicted as fraud. A high 

precision value indicates fewer false positives. 

 Recall: The proportion of actual frauds that were correctly identified. High recall ensures that most 

fraudulent transactions are detected. 

 F1 Score: The harmonic mean of precision and recall, providing a balanced measure of a model’s 

performance. 

 ROC-AUC: This metric evaluates the model's ability to distinguish between fraudulent and non-

fraudulent transactions across all classification thresholds. A higher AUC indicates a better-performing 

model. 

2.6 Implementation 

 

The project was implemented using Python, leveraging the PyCaret library for efficient model training and 

hyperparameter tuning. PyCaret offers an easy-to-use interface for comparing multiple models, tuning 

hyperparameters, and evaluating models based on various metrics. 

Key Python libraries used include: 

 Pandas for data manipulation and preprocessing. 

 Scikit-learn for feature scaling and implementation of algorithms. 

 Matplotlib and Seaborn for data visualization. 

PyCaret's anomaly detection module was utilized to streamline the process of training and evaluating the 

machine learning models. It also facilitated the process of fine-tuning hyperparameters to improve model 

accuracy and performance. 

 

2.7 Model Deployment 
 

The best-performing model, based on evaluation metrics, was deployed using Streamlit, a Python- based 

framework that allows the creation of interactive web applications. The deployed application offers real-time 

fraud predictions, where users can input transaction data, and the system classifies the transaction as either 

normal or fraudulent. 

Key features of the deployed model include: 

 Real-time fraud detection: Users can upload new transaction data, and the model provides instant 

feedback on whether the transaction is suspicious. 

 Continuous Monitoring and Retraining: As part of future plans, the application will include 

mechanisms for continuous monitoring of incoming transactions and retraining the model as new 

fraud patterns emerge, ensuring the system stays up-to-date and adapts to new fraud techniques. 

 

3 THEORY AND CALCULATION 

In fraud detection, anomaly detection plays a pivotal role in identifying rare fraudulent transactions among a 

large volume of legitimate ones. Traditional rule-based systems struggle with evolving fraud tactics, which is 

why this project uses advanced machine learning algorithms such as Isolation Forest, One-Class SVM, and 

Local Outlier Factor (LOF). These models detect outliers by identifying unusual transaction patterns, providing 

a more dynamic and adaptive approach to fraud detection. Isolation Forest isolates anomalies based on their 

distinct behaviour, One-Class SVM defines a boundary for normal transactions, and LOF detects anomalies 

based on local density deviations. This foundation enhances real-time detection accuracy, offering a more 

efficient solution for financial security. 

Calculation 

This project leverages PyCaret, an open-source low-code machine learning library, to facilitate model 

development and optimization. The workflow involves: 

 Data Preparation: Cleaning and preprocessing the dataset. 

 Model Implementation: Deploying selected algorithms for fraud detection. 
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 Performance Evaluation: Evaluating models based on accuracy, precision, recall, and F1- score. 

 

3.1 Mathematical Expressions and Symbols 

 
In credit card fraud detection, algorithms like One-Class SVM and Isolation Forest use mathematical models to 

identify anomalies. 

 

 Recall 

 

Recall is defined as the ratio of correctly predicted positive observations to the all actual positives: 

 
Recall= 𝑇𝑃  

𝑇𝑃+𝐹𝑁 

Where: 

 

TP = True Positives, FN = False Negatives 

 

 Precision 

 

Precision is defined as the ratio of correctly predicted positive observations to the total predicted positives: 

 
Precision= 𝑇𝑃  

𝑇𝑃+𝐹𝑃 

Where: 

 

FP = False Positives 

 

 For One-Class SVM, the optimization problem is defined as: 

 

𝛒 
𝑚𝑖𝑛 + ∑ (

𝟏 

𝑤=1  
2 

||𝑤||2) 

subject to: 

 

(w. ϕ(xi)) ≥ρ−ξi∀I 

 

where w is the weight vector, ϕ(xi) is the mapped input data, ρ is the threshold, and ξi are slack variables 

 

 For Isolation Forest, the anomaly score s(x) for a data point xxx is: 

s(x)=2−E(h(x))/C(n) 

where E(h(x)) is the average path length of the point xxx, and C(n) is the average path length in a binary search 

tree for a dataset of size n 

 

These formulas guide the detection of fraudulent transactions. 
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4 RESULTS AND DISCUSSION 

 

In credit card fraud detection, we implemented three machine learning algorithms: 

 

Isolation Forest, One-Class SVM, and Local Outlier Factor. 

 

 

 

 
Figure 1. Uploading the Document. 

 

The high recall indicates that the models successfully identified fraudulent activities, crucial for 

minimizing financial losses. However, optimizing precision remains a challenge, highlighting the need 

for further refinement. 

 

 
Figure 2. Bar Graph (Normal vs Fraud Transaction) 

 

 

 

 
Figure 2. Prediction Result 

 
Overall, the results demonstrate the efficacy of advanced machine learning techniques in enhancing fraud 

detection, emphasizing their role in improving security in financial transactions. 
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4.1 Preparation of Figures and Tables 

 

4.1.1 Formatting Tables 

 

The table outlines key activities in the credit card fraud detection process, including dataset uploads, model 

predictions, and results analysis. Each entry lists estimated completion times and their significance for effective 

fraud detection, emphasizing the importance of timely execution for optimal outcomes. Formatting requirement 

has been summarized in the Table 1. 

Table 1: Activity Breakdown and Estimated Duration for Credit Card Fraud Detection. 
 

Activity Description Estimated Time to 

Complete 

Impact on Learning Process 

Dataset Upload Users or admins upload 

transaction data for analysis. 

2-3 minutes Initial engagement, sets the 

foundation for analysis. 

Data 

Exploration 

Users explore data 

characteristics, such as 

transaction patterns and 

anomalies. 

3-5 minutes Increases understanding of 

data, influencing 

preprocessing. 

Feature 

Engineering 

Identification and creation of 

relevant features for model 

training, including transaction 

amounts, merchant categories, 

etc. 

5-10 minutes Enhances model performance, 

leading to better fraud 

detection 

Model Training The machine learning model is 

trained on the processed data to 

identify fraudulent behaviour. 

30-60 minutes Higher accuracy improves 

fraud detection capabilities. 

Hyperparameter 

Tuning 

Adjust the model’s 

hyperparameters to optimize 

performance and minimize 

overfitting. 

10-20 minutes Fine-tuning enhances model 

efficiency, improving fraud 

detection and reducing false 

positives. 

Prediction and 

Validation 

The model predicts potential 

fraudulent transactions, which 

are validated against known 

outcomes. 

10-15 minutes Validated predictions enhance 

trust in the model's 

effectiveness. 

Result Analysis Users analyse prediction 

results and make decisions 

based on flagged transactions. 

10-20 minutes Informative insights lead to 

actionable strategies for fraud 

prevention. 

Model 

Deployment 

Deploy the trained model into 

a web application for real-time 

fraud detection. 

20-30 minutes Deployment enables 

continuous monitoring, 

improving user engagement 

and system utility. 

Model 

Retraining 

Periodic retraining of the model 

with new transaction data to 

maintain accuracy. 

10-15 minutes Keeps the model up-to-date, 

adapting to evolving fraud 

patterns for sustained 

performance. 
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5 CONCLUSIONS 

The project effectively showcases the use of PyCaret, a low-code machine learning library, to develop and 
optimize advanced credit card fraud detection models. By employing its automated machine learning pipeline, 

the project enhances model accuracy and adaptability, crucial for addressing evolving fraudulent tactics. 

PyCaret simplifies the machine learning process, enabling financial institutions to implement effective fraud 

detection without extensive coding knowledge. This adaptability allows models to quickly learn from new 

transaction patterns, reducing false positives and missed fraud cases. 

 

 

While recognizing the need for continuous model updates to keep pace with changing fraud behaviours, the 

findings emphasize the importance of innovative solutions in the financial sector. Future research may explore 

integrating additional data sources and hybrid modelling techniques to strengthen fraud detection systems 

further. Overall, this work highlights the critical role of advanced machine learning in enhancing fraud detection 

efforts, fostering trust and security in financial transactions. 

 

6 DECLARATIONS 

6.1 Study Limitations 

This study is limited by the use of a PCA-reduced dataset of credit card transactions, which may exclude critical 

features that could enhance model performance. This reduction can lead to a narrower understanding of the data, 

potentially impacting the predictive accuracy of the employed machine learning algorithms. 
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