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1. Introduction[footnoteRef:1] [1:  Parts of this chapter are based on my book (Spaulding 2018) and a recent paper in the journal WIREs Cognitive Science (Spaulding 2019).] 


Mentalizing is our ability to infer agents’ mental states. Attributing beliefs, knowledge, desires, and intentions are frequently discussed forms of mentalizing. Attributing mentalistically loaded stereotypes, personality traits, and evaluating others’ rationality are forms of mentalizing, as well. This broad conception of mentalizing, which I articulate and defend in a recent book (Spaulding, 2018), has interesting and important implications for social epistemology. Several topics in social epistemology involve judgments about others’ knowledge, rationality, and competence, e.g., peer disagreement, epistemic injustice, and identifying experts. Mentalizing is at the core of each of these debates.

In this chapter, I will describe the broad conception of mentalizing and show how it is central to how we judge others’ knowledge, competence, and rationality. I will apply this perspective on mentalizing to two debates: the epistemology of peer disagreement and interventions on testimonial injustice. I argue that understanding how mentalizing works can help us see these debates in a different light. Such reframing can help us make progress on these challenging debates. 

2. Mentalizing

Mentalizing consists in attributing mental states to agents in order to interpret, anticipate, or interact with them. Historically, the literature on mentalizing (also called theory of mind, folk psychology, or mindreading) has tended to focus on how and when we attribute beliefs to others. Belief attribution, in particular demonstrating the ability to attribute false beliefs, is considered a core capacity of sophisticated social cognitive abilities. The false-belief task is a cornerstone of the mentalizing literature. It was conceptualized by Daniel Dennett (1978) and experimentally implemented by Hans Wimmer and Josef Perner (1983). The insight of the task is that if you want to know whether a subject has the concept of belief, a good way to figure this is out is to see whether a subject can attribute a false belief. False belief attributions imply that a subject understands that others can represent the world in a certain way (i.e., they believe the world is a certain way) and that this representation can be true or false.

In a classic version of the false-belief task, subjects watch Sally, a puppet, place a toy in a basket and leave the scene. They watch Ann, another puppet, come in and move the toy to the cupboard and then leave the scene. Finally, they watch Sally return to the scene. At this point, they are asked a series of questions to ensure that they remember what happened and know where the toy actually is. The key question in this version of the task is, “Where will Sally look for her toy?” In order to pass this test, they must understand that Sally thinks the toy is in one location (the basket), and will look for it there, but actually the toy is in a different location (the cupboard). The ability to represent both how the world is and how another person represents (and sometimes misrepresents) the world is widely viewed as a core competency of folk psychology. Being able to attribute beliefs (both true and false) opens the door for a wider range of mentalizing capacities, such as elaborate pretense, irony, sarcasm, rational reconstruction of others’ reasons, using and understanding conversational implicatures, etc. Thus, there is a good reason why theorists have focused on testing whether subjects truly possess the belief concept, and there are good theoretical reasons for emphasizing the importance of passing the false-belief task.

Despite the centrality of belief in theorizing about mentalizing, mentalizing extends far beyond just belief attribution. We employ a variety of mental attributions in our social interactions. I shall highlight a few growing areas of research that study the diverse forms of mentalizing. Consider, for example, the research on a theory of mind scale, which aims to establish when children master various mentalizing skills (Wellman and Liu 2004, Wellman, Fang, and Peterson 2011). Based on a meta-analysis of over 600 primary, longitudinal, and cross-cultural studies, Wellman and colleagues argue that there is a consistent developmental pattern in mentalizing skills. From roughly age 2 to 6, children progressively demonstrate understanding of discrepant desires (i.e., that desires can conflict), then discrepant beliefs (i.e., that beliefs can conflict), knowledge access (i.e., that something can be true but an agent may not know it), false belief (e.g., that an agent’s representation of the world does not match reality), and finally hidden emotions (i.e., that agents can experience an emotion even when there are no outward sign of it). This research emphasizes various mentalizing skills beyond belief attribution, and it indicates that for neurotypical children there is a universal developmental trajectory of these mentalizing skills. 

Recently, philosophical and empirical research has explored how and when we attribute knowledge. For example, one area of experimental philosophy investigates the conditions under which we attribute knowledge vs. belief (Knobe and Nichols 2017, Gerken 2017, ch. 2). Research in this area seems to show that our epistemic attributions depend on how much is at stake in a situation: in low-stakes situations we readily attribute knowledge rather than mere belief, but in high-stakes situations we are more cautious about knowledge attributions (Pinillos 2012, Sripada and Stanley 2012).[footnoteRef:2] Relatedly, while it is clear that we attribute belief without attributing knowledge (e.g., unjustified true beliefs), some work in experimental philosophy indicates that sometimes we attribute knowledge without belief (e.g., in cases where someone temporarily forgets the answer to a question they studied extensively). Importantly, knowledge attributions seem to play a different functional role than belief attributions in mentalizing (Turri 2017, Westra and Nagel 2021). Knowledge attributions lead to faster and more reliable behavioral predictions than belief attributions (Phillips et al. 2020).[footnoteRef:3]  [2:  Though see Buckwalter and Schaffer (2015) for a critique of this idea. On their view, it’s not the stakes so much as increased salience that explains our willingness to attribute mere belief as opposed to knowledge. ]  [3:  See also Jennifer Nagel’s (2017) work on the distinction between attributing factive states (like knowledge) and non-factive states (like true and false belief). She argues that reconceiving mentalizing along these lines (factive vs. non-factive) can help us make sense of some puzzling patterns of mentalizing successes and failures in children and non-human animals. ] 


The attribution of character traits and stereotypes can be forms of mentalizing, as well. Character trait and stereotype attribution are based on social categorization, the reflexive, rapid sorting of people into social categories. To understand how character traits and stereotype attribution work, we need to understand how social categorization works. When we encounter other people, we habitually and rapidly sort them into various social categories, e.g., age, gender, race, nationality, religion, and class. The most salient categories tend to be age, gender, and race, and we can sort people into these categories in a fraction of a second (Ito, Thompson, and Cacioppo 2004, Liu, Harris, and Kanwisher 2002). However, the categories we employ can be modulated by various factors, such as context, cognitive load, and our goals (Wheeler and Fiske 2005, Gilbert and Hixon 1991). Thus, which social categories are most salient to us in a given situation will vary depending on the broader context. 
 
On the basis of social categorization, we spontaneously infer character traits, such as trustworthiness, aggressiveness, dominance (Olivola and Todorov 2010, Rule, Ambady, and Adams Jr 2009). Character trait attributions are mentalistically loaded inferences about a target’s personality. When you observe a target’s facial expressions and behavior and infer that he is aggressive, for example, you are not simply making an inference about his behavioral dispositions. You are also implicitly making an inference about his attitudes and emotions, e.g., that he is insecure or angry. Inferring character traits and explaining or predicting behavior based on character trait attributions is a form of mentalizing (Westra 2017a).[footnoteRef:4] We can make such character trait inferences very quickly, within a second or two, even when we are under cognitive load (Todorov and Uleman 2003, Malle and Holbrook 2012). These rapid character trait inferences turn out to be fairly accurate (Palomares and Young 2018).   [4:  Explicitly inferring propositional attitudes and explicitly inferring character traits may serve different cognitive functions. Some evidence suggests that we offer explicitly propositional-attitude based explanations when we encounter puzzling behavior and trait-based explanations when we encounter expected or typical behavior (Korman and Malle 2016). ] 


Social categorization also forms the basis for social stereotype attribution. The social categories we sort people into are associated implicitly and explicitly with various features, and these associations ground social stereotypes. Stereotypes are conceptually rich systems of belief about social groups (Liberman, Woodward, and Kinzler 2017). Stereotypes are beliefs about members of particular social groups. We frequently rely on stereotypes about how individuals from particular social groups think and behave. Relying on stereotypes helps us interpret an individual’s behavior quickly and efficiently, and it helps us anticipate what that individual will do next (Westra 2017b). 

Not all social stereotypes are forms of mentalizing. Some stereotypes are simply about behavior, e.g., what clothes or apparel certain groups wear. The stereotype attributions that are relevant here are ones that involve mental states, for example, psychological traits, attitudes, or emotions associated with certain social groups. Consider, for example, a stereotype about anti-vaxxers, individuals who forgo vaccines for themselves and/or their children. Part of the common stereotype about anti-vaxxers is that they have false beliefs about the safety of vaccines, they are fearful of causing harm to their children, and they do not understand the science of epidemiology. These beliefs about anti-vaxxers are beliefs about their mental states – about what they believe, fear, know – and thus are a form of mentalizing. 

We frequently spontaneously attribute character traits and stereotypes in interpreting and anticipating others’ behavior (Uleman, Adil Saribay, and Gonzalez 2008). Character traits and stereotypes help us rapidly form expectations for how certain individuals will behave. Even when we encounter counter-stereotypical behavior, the stereotype forms the anchor for our expectations of that individual or group. Sometimes we are surprised by others’ behaviors precisely because we were interpreting them in light of a stereotype that ended up not fitting. 

A further aspect of mentalizing is important for social epistemology: how our motivations in a social interaction influence our approach to mentalizing (Spaulding 2017). In some social interactions, what we really want is an accurate and precise account of a target’s mental states. For example, when a situation is unusual or it matters to us personally, we take a deliberative approach to mentalizing. We try to carefully weigh the evidence, ignore superficial features, and come up with a precise and accurate mental state inference. Other times we do not want or need such a careful inference. In situations where the people or events seem typical, or we are not personal invested in the situation, or we are under cognitive load, we use efficient mentalizing approaches, e.g., egocentric projection and stereotyping (Ames 2004a, Ames 2004b).[footnoteRef:5] Finally, sometimes mentalizing is motivated by self-interest or in-group protection. In such cases, we filter our interpretation of others’ mental states in distinctive ways. We may more charitably interpret the behavior of in-group members than out-group members. We may assume that those who are different from us or those who disagree with us are biased or misperceiving, especially in a context of threat or competition. Confirmation bias – i.e., our tendency to seek out information that confirms our interpretations and interpret ambiguous information as confirming our interpretation (Nickerson 1998) – further cements these biased interpretations. Mentalizing that is motivated by self-interest and in-group protection can be deliberative or efficient. Thus, these biases may influence a subject’s careful deliberation and rapid, spontaneous inferences about a target’s mind. [5:  See Gigerenzer and Selten (2002) and, more recently, Viale (2020) for a general review of bounded rationality and the use of heuristics. ] 


Finally, there is new emerging research on the relationship between mentalizing and epistemic trust in children (Rotenberg et al. 2015), neurotypical adults (Prochazkova et al. 2018), and in pathological cases like Borderline Personality Disorder (Bo et al. 2017) and social anxiety disorder (Sripada et al. 2009). This research indicates that mentalizing abilities mediate how much we trust other people to be authoritative on a subject. Clearly, trust also mediates how we mindread. If we are antecedently predisposed to trust certain individuals, we are more likely to infer that they know rather than merely believe X and that they are competent and rational assessors of X. Thus, there is a reciprocal relationship between mentalizing and trust, which is relevant when it comes to assessing others’ knowledge, competence, and rationality.

I have canvassed various aspects of mentalizing: the attribution of knowledge vs. belief, the relation between social categorization and stereotypes and character trait attributions, the ways our goals influence how we mentalize, and how trust and mentalizing are related. This is not an exhaustive list, of course. The research program in pluralistic folk psychology details many of these forms and norms of mentalizing (Andrews 2008, McGeer 2007, Spaulding 2019, Westra 2017a, Zawidzki 2013). The goal here is to demonstrate that mentalizing is a heterogeneous phenomenon. This heterogeneity is important for understanding the connection between mentalizing and social epistemology. 

3. Mentalizing and Social Epistemology

Many debates in social epistemology involve, either directly or indirectly, attributions of knowledge, competence, and rationality. For example, debates about knowledge attribution (ch. X), how to decide who is an epistemic authority (ch. X), what to do when someone you take to be an epistemic peer disagrees with you (ch. X), how a hearer’s prejudices can result in downgrading a speaker’s credibility (ch. X). These debates concern the attribution of knowledge, competence, and rationality, all of which are forms of mentalizing. In this section, I will examine two of these debates: peer disagreement and testimonial injustice. I will argue that the broad conception of mentalizing can help us see these debates in a different light, which may lead us to different conclusions about peer disagreement and testimonial injustice. 

3.1 Peer Disagreement

Debates about the epistemology of peer disagreement concern what we rationally ought to do when someone we take to be an epistemic peer disagrees with us on a factual matter (Matheson 2015). Two people are epistemic peers with respect to X when they possess similar evidence about X, similar background knowledge, are comparably intelligent, free from bias, competent at perceiving, reasoning, etc. (Kelly 2011). The puzzle of peer disagreement arises when someone I acknowledge as an epistemic peer with respect to X disagrees with me about X. To take a now classic example, suppose I go out to dinner with a group of friends and we decide to split the bill. My friend looks at the bill and calculates that we each owe X. However, when I look at the bill, I calculate that we each owe Y. I assume that my friend is roughly as good at simple mathematical calculations as I am, she looked at the same bill, was just as attentive as me when performing her calculation, etc. What is the rational thing for me to do here? 

Perhaps it is rational for me to remain steadfast in my judgment about X (Kelly 2011, Buchak forthcoming). After all, I think I am just as good at simple math as my friend, and my calculation still seems right even after I learn that she came up with a different number. So, perhaps I should remain just as confident that my calculation is correct. Or perhaps the rational thing to do is to reduce my confidence in my judgment (Christensen 2007, Rasmussen, Steglich-Petersen, and Bjerring 2018). My friend is just as good at simple mathematical calculations as I am, and I have no independent reason to think that she’s mistaken in this case. Indeed, the fact that she disagrees with me gives me evidence that I made a mistake, so the only rational thing to do reduce is my confidence in my calculation. A middle-ground option is to maintain that whether you conciliate or remain steadfast depends on the belief, in particular your prior level of justification (Lackey, 2010) or confidence (Vavova 2014) in that belief. For instance, perhaps you should remain steadfast in the face of peer disagreement when it comes to beliefs with high antecedent justification and conciliate for beliefs without high prior justification, like the restaurant bill case. Another middle-ground option is to decide what to believe on the basis of the total evidence, both the first-order evidence for the belief and the higher-order evidence about others’ take on the belief (Kelly, 2010). If all of your friends do the math and come up with same number that your friend calculated, the total evidence may push you to conciliate. Otherwise, your total evidence (including evidence about your own attentiveness and time devoted to the calculation) may support remaining steadfast in your own conclusion.

Although this restaurant case is a simple, idealized example, such disagreements are argued to be widespread. Disagreements about philosophical views, ethical debates, public policy, etc. may count as peer disagreements. Thus, the debate is meant to have broad implications for the rationality of retaining many of our controversial beliefs.

The debate between the steadfast view and the conciliatory view sometimes hinges on whether it is legitimate to use one’s own reasoning about a topic in evaluating a peer’s reasoning about that topic. Is it appropriate to give more weight to my own decision-making process or to rely on evidence of my own attentiveness and time devoted to thinking about the problem when I disagree with an epistemic peer? Can I use the fact of disagreement as evidence that my epistemic peer is less likely to be correct? The steadfast view says yes to these questions: I can, and that tips the scales in favor of my own judgment. The conciliatory view says that I should not, and without that resource I must conclude that my epistemic peer has just as much reason to think she is correct. In that case, it is rational to reduce confidence in my judgment. 

These are difficult philosophical problems. However, I think we can make progress on these problems if we bring into consideration how we make judgments about who is an epistemic peer. Recall that the puzzle of peer disagreement arises when someone we acknowledge to be an epistemic peer with respect to X disagrees with us about X. Understanding how we make judgments about others knowledge, competence, and rationality, especially in the context of disagreements about controversial beliefs, can help advance this discussion of the epistemology of peer disagreement. 

So, how do we decide whether someone is an epistemic peer, inferior, or superior? Some parts of this are simple and do not involve mentalizing at all, e.g., knowing someone’s educational pedigree. If I find myself disagreeing with an epidemiologist about predictions for the Covid-19 pandemic, it is clear to me, simply in virtue of our obvious educational differences, that I am the epistemic inferior in this debate. But often epistemic differences are not so obvious. For example, when I find myself disagreeing with another philosopher about pandemic projections, there may not be obvious, decisive facts about our relative knowledge, competence, and rationality. In these subtler cases, we rely on mentalizing to judge epistemic status. 

Several aspects of mentalizing described above are relevant to judging our own and others’ epistemic status. Take for instance attributing knowledge as opposed to mere belief. Some work in experimental philosophy suggests that we are much more cautious in attributing knowledge to others and ourselves in high-stakes situations than in low-stakes situations. It is likely that disagreements, especially disagreements about controversial topics, trigger this shift in standards. 

Furthermore, when we find ourselves in emotionally, morally, or politically charged disagreements, we are more inclined toward a host of biased patterns in mentalizing. We are more likely to infer that those who disagree with us are influenced by personal motivations or misperceiving (Pronin, Lin, and Ross 2002, Pronin 2007). This pattern in mentalizing is more pronounced when the people who disagree with us are part of an out-group. In contrast we more charitably interpret our own behavior. We look for exculpatory reasons for ourselves but not for those who disagree with us (Miller and Ross 1975). Thus, if we misspeak or misremember a relevant fact, we dismiss that as a performance error. But if a target who disagrees with us similarly misspeaks or misremembers a fact, we take this to be a competence error. In this way, we come to overestimate our own competence and underestimate others’ competence.[footnoteRef:6]  [6:  This pattern of upgrading our own knowledge and competence and downgrading others’ knowledge and competence is amplified in domains in which we are unskilled or uneducated. In these contexts, we often do not recognize our own incompetence and ignorance, and we fail to recognize others’ equal or superior knowledge and competence (Kruger and Dunning 1999). 
] 


Combining the insight about how the stakes of a situation determine our willingness to attribute knowledge (both to oneself and to others) with the evidence that emotionally, morally, and politically charged disagreements lead us to negatively assess our interlocuter’s knowledge, rationality, and competence yields the following prediction: When we enter into a high-stakes, emotionally charged disagreement, we are less likely to infer that our interlocuter knows X than we otherwise would be. Even in low-stakes, emotionally charged disagreements, we tend to downgrade others’ knowledge and competence and upgrade our own. This suggests that when someone is in fact an epistemic peer, we may not regard her as such because of the self-enhancing biases triggered by disagreements. 

The epistemology of disagreement literature does incorporate some of these phenomena into the discussion. Some argue that egocentric biases are rational insofar as they are the basis of self-trust. Thus, some argue, it is rational to weight our own beliefs more heavily – because we trust ourselves in ways we cannot trust others – even when we regard the other person as an epistemic peer (Wedgwood 2010). Others argue that if we have high level of justification for a belief, the fact that someone disagrees with that should not cause us reduce confidence. Indeed, should we encounter an apparent epistemic peer who disagrees with these antecedently highly justified beliefs, we may have grounds for thinking they are in fact an epistemic inferior. In that case, there is no puzzle of peer disagreement because if she disagrees with X then it turns out she is not an epistemic peer: she was a conditional epistemic inferior (Lackey 2010).

If this were the end of the story, we might simply push for the discussion of the epistemology of peer disagreement to more explicitly reflect the fact that we sometimes overestimate our own knowledge and competence and underestimate others’ knowledge and competence, especially in the context of disagreement. On a first pass, incorporating these phenomena might seem to tip the scales toward the conciliatory view or some middle-ground account like the justificationist view insofar as the empirical phenomena indicate that our intuitive epistemic assessments may inappropriately self-enhance and other-downgrade. However, this prima facie tipping of the scales is by no means decisive. Cleary there are several maneuvers available for the other views. However, this is not the end of the story. Even though we tend to epistemically upgrade ourselves and downgrade others, we are not consistent or fair in the way we do this. Our judgments of others’ knowledge, competence, and rationality are idiosyncratic, shaped by our motivations and context, and riddled with biases. 

We learned from the discussion of mentalizing that perceiving a social interaction involves categorizing individuals into salient social groups (e.g., age, race, gender, nationality, ethnicity, religion) that are associated with various features, stereotypes, and social biases. These associations influence how we decide who is an epistemic peer, inferior, or superior before we even begin to evaluate their evidence base or reasoning abilities. Their social category anchors our expectations of their knowledge and competence in a certain domain. For instance, we tend to associate old age with incompetence. Upon encountering an elderly person, our default expectation is that they are less competent at many physical and intellectual tasks than a young person. We often think of elderly women, for example, as affectively warm and compassionate but incompetent (Cuddy, Norton, and Fiske 2005, Fiske, Cuddy, and Glick 2007, Hummert et al. 1994). Stereotypes of the elderly are that they often get lost, are forgetful, fragile, and weak. Our habitual inclination to offer help to elderly individuals reveals our assumptions about the elderly. 

The character traits (e.g., compassionate) and stereotypes (e.g., forgetful) that we instinctually apply to elderly individuals set our epistemic expectations for the elderly pretty low. Across many cultures, people habitually downgrade the epistemic status of the elderly simply in virtue of their social category. Setting the bar so low anchors our expectations for an individual elderly person’s knowledge, competence, and rationality. Compared to the non-elderly, we assume they will be less aware, less able to recall key facts, less capable of sustained focus on a complicated problem, etc. Furthermore, we rarely revise our first impressions when we are given more time to deliberate (Willis and Todorov 2006). Of course, we can change our minds about other people. It will take a lot of obvious and unambiguous information that the elderly individual is knowledgeable and competent in some domain to overcome the default expectations. If the elderly individual is in fact an epistemic peer – with roughly the same background knowledge, evidence, and reasoning abilities as you, a younger person – it is very likely that you will conclude that this person is your epistemic inferior.[footnoteRef:7] Our implicit associations, rapid character trait inferences, and stereotypes deeply shape our initial expectations and the way in which we continue to interpret a target’s behavior throughout our interactions. [7:  Should you need an example to help you imagine this situation, consider a retiree who goes back to college to pursue a postsecondary degree in a cohort of young, fresh-out-of-college graduate students.] 


Our skewed default assumptions of knowledge, competence, and rationality are not limited to the elderly, of course. We as a society habitually upgrade or downgrade the epistemic status for many social groups. This is not the place for a systematic review of these patterns, but let’s consider just a few relevant instances. Individuals in Western, developed, democratic societies tend to assume that women are less good at math and science than men (though this assumption is not supported by the data). We tend to assume that individuals of east Asian descent are better at math and science than other racial and ethnic groups. We tend to assume that Black men are more gifted athletically than intellectually. The list goes on, of course. Depending on the target individual’s social group, we may upgrade or downgrade our default assessment of their epistemic status for a particular domain. Our default assumptions about the knowledgeability and competence of certain social groups on certain topics will influence the kinds of mental state and personality trait inferences we make about individuals. And these mental state and personality trait inferences will tend to confirm the default assumptions about knowledgeability and competence. We can revise our initial judgments, but mentalizing processes often end up confirming our initial judgments.

The skewing of epistemic assessments is not limited to general self-enhancement, disagreement-based downgrading, and character-trait and stereotype-driven upgrades or downgrades. In-group/out-group status also significantly affects our judgments of other people’s epistemic credentials. In-grouping and out-grouping is a function of perceived similarity in a situational context (Tajfel 1974). Often in-grouping and out-grouping follow along social and demographic lines, e.g., age, race, gender, sexual orientation, nationality, etc. However, in-groups and out-groups can be quite fluid in different situational contexts. For instance, runners are part of my in-group when the context is hobbies, recreation, or exercise. However, these same runners may be part of an out-group for me in the context of careers, jobs, and educational achievement. 

We tend to have more favorable attitudes toward and empathize more with in-group members, especially people who share our gender, race, age, religion, or nationality than toward people do not share these features (Rudman et al. 1999, Cikara et al. 2014). We more charitably interpret in-group behavior than out-group behavior. We regard mistakes and misstatements of in-group members as one-off errors, but these same mistakes and misstatements may be taken as confirmation of one’s stereotypes of the out-group. How we interpret success and failure for individuals is deeply shaped by in-group/out-group dynamics. When the in-group is a subordinate group and the out-group is a dominant group, these dynamics may reverse. For example, being one of only of a few women in a philosophy program may exacerbate feelings of impostor syndrome for some. Instead of thinking more highly of one’s own relative epistemic standing, one inappropriately downgrades oneself and upgrades others, especially out-group members. However, aside from subordinate/dominant group dynamics, typically in-group favoritism skews epistemic assessments in favor of the in-group. In-group/out-group dynamics can alter our assessment of both in-group and out-group members, again all before we even deliberate on an individual’s knowledge, competence, or rationality. We are especially subject to these patterns of bias in the context of threat or competition, like when people disagree about an important issue. 

The evidence reviewed indicates that, all else equal, when we enter into a significant disagreement with someone, we upgrade ourselves and downgrade the other person. This upgrading and downgrading is more dramatic when we disagree with an out-group member (presumably especially so when the disagreement is relevant to features that mark us part of different groups). To be more specific, it is likely that when someone is modestly epistemically superior and part of our relevant in-group, we will regard her as an epistemic peer. Given the effects of in-group/out-group bias, we are likely to regard a moderately epistemically superior out-group member as an epistemic peer or even inferior. When someone in fact is an epistemic peer, we are likely to regard her as an epistemic inferior and potentially a more distant epistemic inferior when she is part of a relevant out-group. It is possible to see patterns of other-upgrading, as well. Members of subordinate groups in certain domains may erroneously regard an individual from a dominant group as epistemically better off than they are.

Bringing this back to the discussion of the epistemology of peer disagreement, it is very clear that our initial judgments of who is an epistemic inferior/peer/superior should not be taken at face value. Debates about what to do when someone we acknowledge to be an epistemic peer disagrees with us should not start with the presumption that we are accurate judges of relative epistemic status because data about mentalizing suggest that our judgments likely are idiosyncratic, biased, and inconsistent. We could reframe the debate to be about what to do when we disagree with someone whom we acknowledge to be and actually is an epistemic peer. This move retains all the interesting issues about self-trust, the rationality of retaining/reducing confidence in your own beliefs, the appropriate weight of your own judgments, etc. However, it comes at the cost of significantly reducing the relevance of the debate. Disagreeing with someone who is, and we acknowledge to be, an epistemic peer is pretty rare by all indications. Given that, the debate would lose some of its interestingness. It would not have the purported wide-reaching implications for the rationality of retaining our controversial beliefs. 

Alternatively, we could fold these phenomena into our discussion of the epistemology of purported peer disagreement. That is, we can ask what the rational thing to do is when someone you take to be an epistemic peer disagrees with you, knowing that we have these patterns of upgrading/downgrading our own and others’ epistemic status. Having the debate on these terms seems to tilt the verdict heavily toward the conciliatory view. That is, knowing what we know about how we evaluate our own and others’ knowledge, competence, and rationality, when we have a disagreement with someone we take to be an epistemic peer, we ought to reduce confidence in our judgments.[footnoteRef:8] This seems to me to be the right verdict. [8:  Above I articulated a scenario in which someone regards an epistemic inferior as an epistemic peer (or epistemic peer as an epistemic superior). This is an interesting case because the subject ought to be more confident in her own judgments, however because of impostor syndrome or stereotype threat she has a very difficult time doing this. She is already inclined to conciliation because of the underlying processes that result in her downgrading her own relative epistemic status. The rational thing to do in this kind of case if you knew that you were in this kind of case would be to remain steadfast, but as matter of psychological reality you will not. ] 


The broad conception of mentalizing turns out to be quite relevant to this debate in social epistemology. The narrow conception – one that focuses only on propositional attitude attribution – is of some interest, of course. Attributing true or false beliefs is relevant to  questions of peer disagreement. However, the broad conception of mentalizing shows us how a host of mentalistic inferences serve as input to and affect the processing of our interpretation of others. Thus, with a broader conception of mentalizing in hand, we can pick up on important patterns in how we judge others’ knowledge, competence, and rationality. 


3.2 Combatting Testimonial Injustice

Epistemic injustice is a topic at the intersection of ethics, epistemology, and feminist philosophy  (Fricker 2007). Epistemic injustice occurs when potential knowers are denied epistemic resources to express themselves or credibility. Testimonial injustice, a form of epistemic injustice that is especially relevant to our discussion, occurs when a hearer’s prejudices discount a speaker’s credibility. That is, a hearer accords a speaker less knowledge, competence, and rationality simply in virtue of the speaker’s social group(s). For instance, evidence suggests that medical professionals more frequently discount reports of pain or adverse symptoms when expressed by Black female patients than other demographic groups. That is, Black female patients’ reports of pain and discomfort are accorded less credibility, which has predictable adverse outcomes for their health (Hoffman et al. 2016). This is a characteristic example of testimonial injustice. 

Many theorists writing about testimonial injustice are well aware of the effects of stereotypes and character trait attributions on how hearers assess the knowledge, competence, rationality, and trustworthiness of speakers (Fricker 2007, Medina 2013, Goguen 2016). Unlike peer disagreement, the discussion of testimonial injustice (and epistemic injustice more generally) is anchored in these messy real-world mentalistic attributions. My focus in this section will be on how to think about interventions on testimonial injustice in light of what we know about how mentalizing works. 

From our discussion thus far, it is evident that there are several impediments to combatting testimonial injustice. Sometimes biases – like the habitual and reflexive attribution of stereotypes or the split-second character trait attributions – are difficult to control because they are extremely fast. Within 100 milliseconds of seeing a face, we can sort people by age, gender, and race (Ito, Thompson, and Cacioppo 2004, Liu, Harris, and Kanwisher 2002). We spontaneously infer personality traits like trustworthiness, competence, aggressiveness, and dominance within a tenth of a second to a second and a half (Olivola and Todorov 2010, Rule, Ambady, and Adams Jr 2009, Malle and Holbrook 2012, Todorov and Uleman 2003). The attribution of stereotypes, probed by Implicit Association Task and various priming tasks, happen extremely rapidly, as well.[footnoteRef:9] Almost immediately upon on seeing a face or a body, we attribute character traits and mentalistically loaded stereotypes which influence our instinctual judgments of epistemic credibility. The speed of these attributions makes them difficult to notice and directly control.  [9:  Implicit bias tests, like the IAT, have faced a fair amount of criticism over the last decade. See Brownstein, Madva, and Gawronski (2019, 2020) for review. Some of these critiques are fair, e.g., cautioning against interpreting scores as measures of an individual’s biases. However, I think once we have a more fine-grained understanding of what mental representations these tests are tapping into, the dismissals of such methodologies seem unwarranted. See Del Pinal and Spaulding (2018) and Spaulding (2021).] 


However, our biases influence deliberative reasoning, as well. Slowing down and effortfully trying to notice the biases you are bringing into your assessment of others is not a simple, easy way to eliminate epistemic injustice. This leads us to a further reason that these biases are difficult to notice and control. Character trait and stereotype attributions are seamlessly woven into our perceptions of social interactions, whether they are rapid and effortless or slow and deliberative. How does this work? 

[bookmark: _GoBack]On my view of mentalizing, Model Theory, we understand and interact in social interactions by rapidly deploying folk psychological models of people and situations (Spaulding 2018, 62-79). These models can be more or less elaborate, depending on our relationship with the target and our interest in the interaction. The models are a framework that help us make sense of social interactions. They take as input our background knowledge about norms, people, situations, and institutions, our stereotypes, and biases. This background information narrows the possible interpretations of the social interaction. When we are mentalizing, we do not consider all possible interpretations of a social interaction. That would be impossibly slow for real-life interactions and a costly use of cognitive resources. Instead, based on that background information we simply assume a relevant framework, and this makes a few possible interpretations of the social interaction salient for us. The result is that we simply see some people as more authoritative, competent, and trustworthy than others (Fricker 2007, ch. 2). When we are challenged on our perceptions of authority, competence, and lack thereof, we will sincerely reference the features we have noticed that justify these perceptions. Though we may in some cases question our judgments if they have been hasty or if someone can show that they do not fit the facts, in most cases the fact that the judgments make sense of what we are perceiving will lead us to double down on that epistemic judgment. In Model Theory terms, the judgments make sense in the context of the framework we are using because the framework provides the interpretations. And unless you can show someone that the framework is mistaken or inappropriate in this context, they will continue to find their judgments quite reasonable.[footnoteRef:10] [10:  I elaborate this line of reasoning more in Spaulding (2018), chapter 6 and Spaulding (2016).] 


Model Theory is not the only account of mentalizing out there, of course. But it does a nice job of tying together various aspects of mentalizing. And, for our purposes here, it helps to explain some of the hurdles for successfully intervening on testimonial injustice. Suppose someone goes to mandatory diversity/inclusion/implicit bias training, and at this training they are told that they are likely to be biased against members of marginalized groups. This idea that we are biased often is met with resistance by participants. In most cases, people do not see themselves as biased. Even when they care about being unbiased and fair, they think they are seeing the world as it actually is because the vast majority of the information they attend to and call on to make their judgments seems to confirm their reasoning. One can reflect on the character traits they have attributed or the familiarity of the script for this type of situation or this type of person. But such solitary introspection will likely make their judgments seem quite reasonable. Indeed, it may make them more confident in their judgments. This is even more likely to be the case when the question “Am I being biased?” is sparked by an accusation of bias, which introduces a host of defensive psychological responses. Thus, even when individuals care about not being biased, it is difficult for them to see the bias. 

Suppose though that you convince someone that they are exhibiting bias – or at least that they could be without realizing it. That knowledge itself will not root out bias. To take an analogy, suppose you finally convince your friend that smoking cigarettes is bad for his health and he really ought to try to quit. That’s great. He’s now on board. But simply knowing that smoking is bad for his health is not that helpful on its own. It does not help him actually deal with cravings in all the various situations in which they arise, e.g., morning coffee, work breaks, having a beer with friends, being under extreme stress, grieving, etc. He needs more than just knowledge and motivation. He needs tools – a lot of tools – to actually do the continual work to quit. The same goes for combatting bias. It’s not enough to convince people that they could be biased. We need to equip them with the tools for combatting bias in the real world, in all the various situations in which it is likely to arise. To root out patterns of biased epistemic judgments, we need new scripts or frameworks for understanding situations, interactions, and people. And that does not come from introspection. That comes from education and social interactions with people who can vividly portray different scripts and help us deploy and elaborate different folk psychological models.

But even that is not enough. Failure is almost inevitable when trying to change negative psychological patterns, so you need the psychological tools to deal with the failure and not give up. This is clear in our cultural conception of quitting smoking. We understand that smoking is a habit, and that changing the habit requires constant work (especially at the beginning), that failure is common, and successfully changing the habit requires getting back on the wagon after you fall off. Biases, like those manifested in testimonial injustice, are bad habits of the mind, as well. In order to change them, we need (1) to know they are problem for us, (2) care about changing them, (3) have various tools to instill new, better psychological habits, (4) understand that it will take a long time, may be riddled with mistakes, but it will get easier for us with practice. 

Now that we have a grasp on the psychological processes underlying testimonial injustice and some of the challenges in intervening on such biases, we can see that some well-meaning, plausible-sounding interventions simply will not work. For example, mandatory diversity/inclusion/implicit bias training is common but ineffective. It backfires for the individuals who do not want to be there and is usually too short and limited to effectively change psychological habits. Confrontations, or callouts, are also common but ineffective. They are too isolated, too likely to spark defensive psychological mechanism, and do little to instill better psychological habits. Simply having people take an implicit bias test (typically an Implicit Association Task) is also unlikely to help because the results may spark defensive responses – e.g., they may not believe the results or they may argue that their “bias” is just responsive to reality – and it does not provide tools for better psychological habits in the real world (Hyde 2016). 

Many well-meaning interventions do not actually support long-term change in psychological habits. So, what does work? I will focus on one methodology for decreasing bias that has been shown to be effective over the long-term. The approach is Patricia Devine’s prejudice habit-breaking intervention (Devine et al. 2012, Carnes et al. 2015, Cox and Devine 2019). There are five key elements of the intervention: 

1. Emphasizing sincere personal values that oppose bias
2. Making individuals aware of their vulnerability to unintentional biases
3. Emphasizing the consequences of unintentional biases
4. Teaching effective bias reduction strategies
5. Teaching self-sustained effort over time to reduce the influence of unintentional biases

The intervention starts by appealing to one’s non-prejudiced values of fairness and equality, which are essential to motivate an individual’s sincere personal desire to behave in unbiased way. Next, the intervention creates cognitive dissonance for the individuals by contrasting their sincere personal values and sense of self with evidence that they may be vulnerable to unintentionally expressing bias and thereby harming members of marginalized groups. They do this in multiple ways. The individuals will take an Implicit Association Test, and they will discuss those results in the rest of the intervention. They read simple stories that vividly portray how negative stereotypes, like those tested in the Implicit Association Test, creep in and unfairly prejudice our judgments about others. The idea is to get them to sit with the discomfort of having non-prejudicial values and specific evidence they are vulnerable to acting in prejudiced ways. Making the intervention tied to specific evidence like this makes it more effective. Further, the intervention emphasizes that unintentional bias arises from associations, learned through socialization and experiences, that become automatically activated. The participants explore various “bias constructs” and the subtle ways in which they may manifest, giving the participants bias literacy that they can use to discuss various forms of bias. The prejudice habit-breaking model depicts unintentional bias as a common, bad habit of the mind, a framework that helps to avoid defensive responses that often result from other bias interventions. 

The next part of the intervention focuses on providing a toolkit of effective, evidence-based bias reduction strategies. These include stereotype replacement, counterstereotype imagery, perspective taking, individuation, increasing intergroup contact, considering situational explanations for behavior, modifying your environment, and committing to judging others by their credentials. These strategies are described in simple language and the participants discuss how to apply the strategies in different situations, both proactively and in the moment a biased thought or expression of bias occurs. In general, the idea is to teach participants how to slow down, rely less on gut instincts, and employ various strategies for combatting the bad habit of prejudicial bias. They are taught that breaking the prejudice habit, like breaking any habit, does not happen right away, requires sustained effort, and it is likely that people will make mistakes. But, again like changing any habit, when people make a mistake, they have to go back to the strategies that work, and eventually they make progress and the new habits start to take hold. Setting the expectations this way helps to encourage resilience for when individuals face setbacks.  

Unlike many well-meaning interventions, the prejudice habit-breaking intervention is proven to be effective in long-term reduction of bias (Carnes et al. 2015, Devine et al. 2012). The habit model of bias and the prejudice habit-breaking intervention fit well with the Model Theory of mentalizing I described above. Model Theory helps us see how bias is activated in our perceptions of social interactions and it highlights some of the difficulties of constructing interventions. The prejudice habit-breaking intervention gives concrete guidance on how to effectively combat bias. In broad strokes, both theories conceive of the problem of bias as the habitual deployment of faulty frameworks and the challenge is to learn to question those frameworks and effectively deploy better frameworks for understanding social interactions. Thus, reflection on these two theories helps us achieve a fuller understanding of the challenges and solutions to combatting bias, including testimonial injustice.

4. Conclusion

Judging others’ knowledge and competence plays a key role in the discussion of some topics in social epistemology. Here I discussed how these judgments play a role in the epistemology of peer disagreement and epistemic injustice. Central to both philosophical debates is the issue of how we judge others’ knowledge, intelligence, reasoning abilities, biases, etc. Judging a target’s knowledge and competence relative to our own is rife with mentalizing. Judgments that someone is trustworthy, competent, knows what they are talking about, etc. are based on factual information of course, but also character trait inferences, stereotypes, epistemic states like knowledge and belief. The mentalizing phenomena I describe in this paper illuminate how we make these judgments about others’ knowledge and competence, when to doubt our judgments, and provides some guidance on the kinds of interventions that are likely to succeed.
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