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Abstract

'Ahab is a whaler' and 'Holmes is a whaler' express different propositions, even though neither 'Ahab' nor 'Holmes' has a referent. This seems to constitute a theoretical puzzle for the Russellian view of propositions. In this paper I develop a variant of the Russellian view, Plenitudinous Russellianism. I claim that 'Ahab is a whaler' and 'Holmes is a whaler' express distinct gappy propositions. I discuss key metaphysical and semantic differences between Plenitudinous Russellianism and Traditional Russellianism and respond to objections that stem from those differences.
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0. Introduction: A Puzzle for Russellianism

The following two sentences express distinct propositions:

(S1): ‘Ahab is a whaler.’

(S2): ‘Holmes is a whaler.’

The first, after all, expresses a proposition that’s true according to *Moby Dick* whereas the second does not. An adequate theory of propositions must accommodate that distinctness. But it turns out that the traditional Russellian theory of propositions is not so accommodating. The problem can be succinctly stated as an inconsistent triad:

A. (S1) and (S2) express different propositions.

B. Neither ‘Ahab’ nor ‘Holmes’ has a referent.

C. If neither ‘Ahab’ nor ‘Holmes’ has a referent, then it’s not the case that (S1) and (S2) express different propositions.

The first two statements seem independently plausible, and the third seems plausible given the Russellian theory of propositions. Hence, this inconsistent triad constitutes a theoretical puzzle for anyone endorsing it.
In this paper, I develop a variant of Russellianism that, when appropriately augmented, is equipped to solve the theoretical puzzle above. This variant—Plenitudinous Russellianism—is a view on which there are distinct propositions that are structurally identical to one another. Plenitudinous Russellianism, augmented with gappy propositions, is equipped to deny (C). For, assuming that ‘Ahab’ and ‘Holmes’ really do fail to refer, the defender of Plenitudinous Russellianism can say that (S1) and (S2) express distinct, yet structurally identical, gappy propositions. In section 1, I first show how Traditional Russellianism is subject to the theoretic puzzle above and then introduce Plenitudinous Russellianism. There are some key metaphysical and semantic differences between Plenitudinous Russellianism and Traditional Russellianism. In section 2, I discuss the distinguishing metaphysical thesis of Plenitudinous Russellianism while considering and responding to objections directed at that thesis. In section 3, I discuss the distinguishing semantic thesis of Plenitudinous Russellianism while considering and responding to objections directed at that thesis. These objections, although quite powerful, are not decisive and I believe that Plenitudinous Russellianism is worthy of further development. Finally, in section 4, I give a more detailed account of how Plenitudinous Russellianism deals with (S1) and (S2).

1. Traditional Russellianism and Plenitudinous Russellianism

On the Traditional Russellian theory, propositions are made up of constituents: individuals, properties, propositional operators, quantifier meanings, etc. The constituents of a proposition play particular roles in that proposition. On the semantics of Russellianism, declarative sentences express propositions (in a context). The proposition expressed by any particular declarative sentence contains as constituents the semantic contents of the terms that make up that sentence.
The semantic contents of proper names are the individuals to which those names refer, if any. The semantic contents of simple predicates are the properties picked out by those predicates, if any. Finally, the semantic contents of the terms that make up a declarative sentence play a role in the proposition expressed that corresponds to the role played by those terms in the sentence.

Consider a straightforward case:

(S3): ‘Barack Obama is a lawyer.’

This sentence is made up of a proper name, ‘Barack Obama’, and a simple predicate, ‘is a lawyer’. The name refers to Obama and hence has Obama as its semantic content. The predicate picks out the property being a lawyer and hence has being a lawyer as its semantic content. So, the proposition expressed by (S3) contains Obama and the property being a lawyer as constituents. Moreover, since ‘Barack Obama’ plays the subject role in (S3), Obama himself must play a subject-like role in the proposition expressed by (S3); since ‘is a lawyer’ plays the predicate role in (S3), being a lawyer must play a predicate-like role in the proposition expressed by (S3).vi We can represent the proposition expressed by (S3) in the following way:

(P3): <Obama, being a lawyer>

This representation can be understood as an ordered pair. The first member of the ordered pair is that which plays the subject-like role in the proposition represented. The second member of the ordered pair is that which plays the predicate-like role in the proposition represented. I cannot stress enough that this is merely a representation. We could have represented the proposition in
question with an ordered pair of unit sets, the first member of which is the unit set containing
Obama and the second member of which is the unit set containing being a lawyer; or we could
have represented the proposition in question with an ordered pair the first member of which is
being a lawyer and the second member of which is Obama; or we could have represented the
proposition in question using a structured tree similar to those which are used in diagraming
sentences; or we could have just used the English sentence ‘Barack Obama is a lawyer’.
None of these representations is objectively better than any others. But some representations more
perspicuously convey various semantic and metaphysical facts than others. I will stick with
representations like the one above, but with one simple modification to be introduced later.

But now we are in a position to see why statement (C) of our theoretical puzzle is so
plausible given Traditional Russellianism. Suppose that neither ‘Ahab’ nor ‘Holmes’ has a
referent, as is claimed by the antecedent of (C). If neither of those names has a referent, then, in
accordance with Russellianism, neither of those names has a semantic content. But if neither of
those names has a semantic content, then (S1) and (S2) are both semantically defective in their
subject positions. Now, on some versions of Russellianism, sentences that are semantically
defective just don’t express propositions. So, on those versions of Russellianism, (S1) and (S2)
just wouldn’t express propositions at all, much less distinct propositions. On other versions of
Russellianism, semantically defective sentences express correspondingly defective propositions;
semantically defective sentences express propositions that contain unfilled roles or gaps. On
those versions of Russellianism, since (S1) and (S2) differ only in their subject positions and
since they are both semantically defective in their subject positions, they both express a
proposition that has an unfilled subject-like role and has the property being a whaler filling its
predicate-like role. Plausibly, then, they both express the same gappy proposition.

vii None of the representations is objectively better than any others. But some representations more
perspicuously convey various semantic and metaphysical facts than others. I will stick with
representations like the one above, but with one simple modification to be introduced later.

viii So, if
‘Ahab’ and ‘Holmes’ both fail to refer, as the antecedent of (C) claims, then either (S1) and (S2) fail to express different propositions because they fail to express propositions at all or they fail to express different propositions because they both express the same gappy proposition.

Admittedly, there are several responses one might give to this puzzle. Some Russellians might be willing to bite the bullet and accept that (S1) and (S2), contrary to appearances, really do express the same proposition. They may try to explain away the appearance of distinctness by appealing, for example, to ways of believing; or by appealing to differences in pragmatic implications. Other bullet biters may say that (S1) and (S2) don’t express propositions at all and hence don’t express the same proposition. Still others might be willing to accept a bifurcated view on which fictional names, unlike non-fictional names, have descriptive content. Finally, some may simply say that fictional names really do refer; they refer to fictional characters and the sentences in question express distinct non-gappy propositions.

But Plenitudinous Russellianism offers a novel response to our theoretic puzzle and avoids many of the counterintuitive consequences of its traditional rivals. A Plenitudinous Russellian need not accept a metaphysics of fictional characters, nor endorse a bifurcated semantics of proper names and, yet, may still hold that (S1) and (S2) express distinct propositions. Plenitudinous Russellian is just like Traditional Russellianism in that simple declarative sentences express propositions. If the predicate of a simple declarative sentence picks out a property, then the proposition expressed by that sentence contains the property picked out as a predicate-like constituent. If a name in the subject position of a simple declarative sentence has a referent, then the proposition expressed by that sentence contains that referent as a subject-like constituent. Moreover, I advocate for a version of Plenitudinous Russellianism on which a simple sentence that contains a non-referring name expresses a gappy proposition. However,
Plenitudinous Russelianism is distinguished from Traditional Russelianism by two theses. First, that there are distinct propositions that have exactly the same constituents playing exactly the same roles. And, second, the proposition expressed by a simple declarative sentence is not simply determined by the semantic contents of the subject and predicate of that sentence but also by reference relations. In the next two sections, I will spell out these two theses and defend them from objections.

2. Metaphysics of Plenitudinous Russelianism

Let’s start with a definition. Letting ‘p’ and ‘q’ range over simple subject-predicate propositions, let’s say:

\[ p \text{ is } \text{structurally identical} \text{ to } q = \text{df} \text{ (i) } p \text{ and } q \text{ are both propositions with exactly the same roles to be filled, (ii) for any } c, c \text{ is a constituent of } p \text{ iff } c \text{ is a constituent of } q, \text{ and (iii) for any role, } R, c \text{ plays } R \text{ in } p \text{ iff } c \text{ plays } R \text{ in } q. \]

What metaphysically distinguishes Plenitudinous Russelianism from Traditional Russelianism is that Plenitudinous Russelianism entails that there could be distinct yet structurally identical propositions whereas Traditional Russelianism does not. In other words, Traditional Russelianism entails that, necessarily, for any p and q, p is structurally identical to q if and only if p is identical to q; Plenitudinous Russelianism entails that, possibly, for some p and q, p is structurally identical to q and yet p is not identical to q.

Some people might find the distinctive metaphysical thesis of Plenitudinous Russelianism incredible. After all, it seems to violate a plausible principle about the grounds of
identity between propositions. It seems that, necessarily, the structural indistinguishability of propositions grounds the identity of those propositions. But if that’s the case, then there cannot be distinct yet structurally identical propositions. We can formalize this argument as follows:

(1) Necessarily, for any p and q, if p is structurally identical to q, then the fact that p is structurally identical to q grounds the fact that p is identical to q.

(2) If so, then it is necessary that for any p and q, if p is structurally identical to q, then p is identical to q.

(3) So, necessarily, for any p and q, if p is structurally identical to q, then p is identical to q.

Line (2) is impeccable. First, it’s necessary that if one fact grounds another, then both facts obtain. So, if (1) is true, then it’s necessary that for any p and q, if p is structurally identical to q, then the fact that p is structurally identical to q and the fact that p is identical to q both obtain. Second, facts obey a redundancy principle: necessarily, if the fact that p obtains, then p. So, if (1) is true, then it’s necessary that for any p and q, if p is structurally identical to q, then p is structurally identical to q and p is identical to q. By simple logic it follows that if (1) is true, then it’s necessary that for any p and q, if p is structurally identical to q, p is identical to q. But that’s just line (2).xiv

The crux of the argument lies with premise (1). (1) might be supported by some general metaphysical principle. For example, one might think that all abstract objects are generated by abstraction principles, which give the conditions that ground identity facts about particular abstract objects. Since propositions are abstract objects, they must also be generated by
abstraction principles, which give the conditions that ground identity facts about propositions. But the only plausible abstraction principle is one that grounds the identity of propositions in structural indistinguishability. Or one might, slightly less stringently, believe that any abstract objects or (perhaps) any theoretical posits must be accompanied by a principle that gives the identity grounding conditions for those objects or posits. Since propositions are abstract objects and (on some views) theoretical posits, then they too must be accompanied by a principle that gives their identity grounding conditions. Again, the only plausible such principle for propositions is that their structural indistinguishability grounds their identity.

It seems to me that there are two plausible responses to the above argument. First, one might reject premise (1) and endorse some alternative identity grounding conditions for propositions (or at least give some reason to believe that there are alternative conditions). Second, one might reject premise (1) and reject the demand for identity grounding conditions. Let’s consider each of these in turn.

Suppose we want to reject (1) and endorse some alternative identity grounding conditions. Then, of course, we must come up with some plausible alternatives. But some potential alternatives are too course-grained for any form of Russellianism. For example, some might believe that necessarily, for any propositions, p and q, if p is true in exactly the same possible worlds as q, then that fact grounds the fact that p is identical to q. But given those course-grained identity grounding conditions, the proposition that 2+2=4 and the proposition that everything green is extended must be identical, since both are necessarily true. If any form of Russellianism is true, though, then those two propositions are distinct. After all, they have different constituents. The first has the numbers 2 and 4 as constituents whereas the second does not. So, the course-grained identity conditions are off the table.\textsuperscript{xv}
Since the identity grounding conditions noted above are too course-grained for our purposes, one might opt for the following fine-grained alternative: necessarily, for any propositions, p and q, if it’s necessary that one has a propositional attitude toward p iff one has that attitude toward q, then that fact grounds the fact that p is identical to q. But this alternative has at least two problems. First, it seems that modal facts should be grounded in non-modal facts rather than vice versa. But if the fine-grained alternative were correct, then the non-modal fact that one proposition is identical to another would be grounded in a modal fact. Second, there are several propositions toward which no possible being can have any attitudes. But if the fine-grained alternative given above were correct, then there would at most be one such proposition.

There is one more fine grained alternative, which I will mention shortly, but for now let’s consider a different response to the argument above. Instead of rejecting premise (1) and advancing some alternative identity grounding conditions, one might reject premise (1) and reject the demand for identity grounding conditions. It may be that, necessarily, for any x and y, if x is identical to y, then the fact that x is identical to y is a brute fact (there’s no further fact that grounds it). It seems that necessarily, for any x and y, if x is identical to y, then the fact that x is identical to y is the same as the fact that x is identical to x. But that latter sort of fact seems to be a brute fact. After all, any fact about x that could ground the fact that x is identical to x would presuppose that x is identical to x. But if one fact presupposes another, then the first fact cannot also be a ground for the other. So, no fact could be a ground for the fact that x is identical to x. So, the fact that x is identical to x is a brute fact. Hence, the fact that x is identical to y is a brute fact as well. Thus, one might simply reject the demand for identity grounding conditions in the first place.
Another argument against the distinctive metaphysical thesis of Plenitudinous Russellianism exploits the putative connection between constituency and parthood. Here is a formal presentation of the argument:

(4) No two objects can have the same parts, at some level of decomposition, playing the same structural roles.

(5) If (4), then no two propositions can have the same constituents playing the same structural roles.

(6) So, no two propositions can have the same constituents playing the same structural roles.

We have already encountered the notion of a structural role. The structural roles in propositions are characterized grammatically. But what exactly could a structural role be in an ordinary object? It doesn’t really matter for our purposes. But let’s just assume that the structural roles in an ordinary object are characterized by the spatiotemporal and causal interactions between the parts of an object. For any x and y, if there is a one-one correspondence between the parts of x and the parts of y that preserves spatiotemporal and causal relations, then each of the parts of x plays the same role in x as the corresponding part in y.

So, then, it follows from premise (4) that if one object has some parts, at a particular level of decomposition, standing in particular spatiotemporal and causal relations to one another, then no distinct object has exactly those parts standing in exactly those spatiotemporal and causal relations. Premise (4) is not only intuitively plausible, and also assumed in the standard logic of parthood; Classical Extensional Mereology entails that no two objects can have exactly the
same parts at a given level of decomposition. In fact, even if we drop the most controversial axiom of Classical Extensional Mereology, the axiom of Unrestricted Composition, the resulting system still entails that no two objects can have exactly the same parts at a given level of decomposition. It clearly follows that no two objects can have the same parts, at some level of decomposition, playing the same roles.

Line (5) draws an analogical connection between parthood and constituency. Some people might defend line (5) on the grounds that since parthood and constituency are analogically related, they ought to obey roughly the same logical principles. But, as we’ve seen already, it follows from the logic of parthood that no two objects can have the same parts, at some level of decomposition, playing the same roles. So, one might think it must also follow from the logic constituency that no two propositions can have the same constituents playing the same roles. Alternatively, some might defend (5) on the grounds that constituents just are parts. Some people believe that for any proposition, p, any constituent of p is a part of p and any part of p shares a part with at least one of its constituents. This kind of view might be supported by a kind of mereological monism according to which all parthood relations, including constituency, are partially analyzed by one fundamental parthood relation. In any case, it’s clear that if the constituents of a proposition are all parts of that proposition and any part of that proposition shares a part with at least one of the constituents, then the constituents of that proposition are all the parts of that proposition at a particular level of decomposition. It follows straightforwardly, then, that if no two objects can have all the same parts at some level of decomposition, playing the same roles, then no two propositions can have the same constituents playing the same roles. So, premise (5) would be true.
So, what might be wrong with this argument? Some people might reject premise (5) on the grounds that constituency is very different from parthood. One might think that the constituents of a proposition are constituents not in the sense that they are parts of the propositions, but rather in the sense that they are represented by the proposition. Think of the constituents of U.S. senator Chuck Schumer. His constituents are not part of him, but are rather represented by him. Perhaps the same is true of the constituents of propositions; they are not literally parts of the proposition but are merely represented by the proposition.\textsuperscript{xxi}

Even if we were to accept an analogical connection between parthood and constituency, there are serious doubts about (4). It seems like a statue and a lump of gold from which it is formed might be distinct objects that have the same parts, at some level of decomposition, playing the same roles. Moreover, it’s possible that, in a future epoch, you have a doppelganger who will have at that later time all the same subatomic parts as you currently have, playing the exact same roles. If that being were to time travel to the present, then there would be two beings with the same parts, at some level of decomposition, playing the same roles.

Admittedly, one might reject the principle that no two objects can have the same parts, at some level of decomposition, playing the same roles and accept that no two propositions can have the same constituents playing the same roles. Such a position might be motivated on the grounds that propositions can satisfy their theoretical role, in particular their role as the contents of declarative sentences, only if no two propositions could have the same constituents playing the same role. This worry is intimately connected to the semantic principle under discussion in the next section. I hope the following discussion will help to mitigate the worry.\textsuperscript{xxii}

3. The Semantics of Plenitudinous Russellianism
The discussion that follows will be simplified by ignoring context sensitivity, tense, structural ambiguity, and the parts of sentences that have no meaning in isolation. Let’s say that:

s is *structurally isomorphic* to p =df (i) s is a declarative sentence and p is a proposition, (ii) p has as constituents all and only the semantic contents of the terms in s, and (iii) for any term, t, and any constituent, c, if c is the semantic content of t, then t plays R in s iff c plays a corresponding role, R*, in p.

What semantically distinguishes Plenitudinous Russellianism from Traditional Russellianism is that, on the Traditional Russellian view, the proposition expressed by a declarative sentence is the *unique* proposition that is structurally isomorphic to that declarative sentence whereas on Plenitudinous Russellianism it is not. Remember that, on Plenitudinous Russellianism, there are some distinct yet structurally identical propositions. Suppose that P and Q are two arbitrarily chosen distinct yet structurally identical propositions and that there’s some sentence, S, which expresses P. Since P and Q are structurally identical, then S is structurally isomorphic to P if and only if S is structurally isomorphic to Q. So, although S expresses P, it is not the case that P is the *unique* proposition that’s structurally isomorphic to S. So, unless propositions that have structurally identical twins are just inexpressible, Plenitudinous Russellianism cannot simply adopt the Traditional Russellian semantic thesis. Instead, the Plenitudinous Russellian must adopt some slightly less committal view according to which the proposition expressed by a declarative sentence is *some* proposition that is structurally isomorphic to that declarative sentence.
There is, however, a strong reason to favor the semantic thesis of Traditional Russellianism. Here’s the rough idea. If some sentence expresses a proposition that is not uniquely structurally isomorphic to that sentence, then it must be a brute fact that that sentence expresses that proposition. But it cannot be a brute fact that a particular sentence expresses a particular proposition. Semantic facts, after all, can’t be brute facts. Here is a formulation of that argument:

(8) Necessarily, if for some sentence, S, and some proposition, P, S expresses P and P is not the unique proposition that’s structurally isomorphic to S, then for some sentence, S, and some proposition, P, S expresses P and it’s a brute fact that S expresses P.

(9) Necessarily, for any sentence, S, and any proposition, P, if S expresses P, then it’s not a brute fact that S expresses P.

(10) So, necessarily, for any sentence, S, and proposition, P, S expresses P only if P is the unique proposition that’s structurally isomorphic to S.

I take this to be one of the most powerful objections to Plenitudinous Russellianism. After all, propositions are supposed to be the semantic contents of sentences and so there should be a plausible story to tell about how particular propositions become the semantic contents of particular sentences. Plenitudinous Russellianism seems to undermine our ability to tell such a plausible story. There are, though, two responses which I will discuss below.

First, one might object to (9) and claim that some semantic facts are brute facts. Some views already seem to require brute semantic facts. Epistemicism, for example, is the view that vague predicates express particular properties and yet, in most cases, it is unknowable which
properties they express.\textsuperscript{xxiv} But this seems to imply that nothing grounds that a particular vague predicate expresses one property rather than one of the others.\textsuperscript{xxv} After all, if something did ground that fact, then we would simply have to discover whether that grounding fact obtains in order to know what that vague predicate expresses.\textsuperscript{xxvi} Hence, it’s a brute semantic fact, in most cases, that vague predicates expresses the properties they do rather than some other nearby property.

Similarly, sometimes we introduce names with arbitrary referents. For example, when I wish to prove that the power set of any set has strictly more members than that set, I might start the proof by saying “Let ‘S’ name an arbitrary set”, then go on to prove that the power set of S has strictly more members than S before generalizing. On one view of arbitrary reference, the name introduced, ‘S’, has a particular referent. Moreover, it is partly because the referent of ‘S’ is arbitrary that the generalization at the end of the proof preserves truth. But if ‘S’ has a particular referent, then the fact that it has that referent is a brute fact. Hence, on this view of arbitrary referents, there are some brute semantic facts.\textsuperscript{xxvii}

If there are brute semantic facts, as the two views above seem to imply, then the second premise cannot be supported by the general claim that there are no brute semantic facts. Moreover, if there are brute semantic facts, then one might plausibly claim that when there’s no unique proposition structurally isomorphic to a particular declarative sentence, it’s a brute fact which proposition that sentence expresses.

Some, including me, are uncomfortable with brute semantic facts. Luckily, there is a second, stronger, response to the argument. On this second response, (8) is false; although some sentence expresses some proposition that is not uniquely structurally isomorphic to that sentence, it’s not a brute fact that that sentence express that proposition. My favorite version of this view
employs a causal or historical explanation theory of reference (Donnellan 1974) and the claim that structurally identical propositions are distinguished by their intimate connection to reference relations. Before I sketch out that story, though, let’s look at a simpler case.

Consider, again, our sentence (S3):

(S3): ‘Barack Obama is a lawyer.’

This sentence expresses a particular proposition, which we are (temporarily) representing as follows:

(P3): <Obama, being a lawyer>

But the fact that (S3) expresses (P3) is partly grounded in the fact that the semantic content of ‘Barack Obama’ is Obama. Moreover, the fact that the semantic content of ‘Barack Obama’ is Obama is either identical to, or grounded in the fact that ‘Barack Obama’ refers to Obama. Now, on the causal/historical explanation theory of reference, the fact that ‘Barack Obama’ refers to Obama is either identical to, or grounded in the fact that ‘Barack Obama’ and Obama appear at different ends of a chain of causal or historical explanations. So, it seems to follow that the fact that (S3) expresses (P3) is at least partly grounded in the fact that ‘Barack Obama’ and Obama appear at different ends of a chain of causal or historical explanations. Clearly, then, causal or historical explanations come into the story about what grounds certain expression facts.

Now I’d like to extend this idea. When there are two propositions that are structurally isomorphic to a particular sentence, then if the sentence contains a proper name, the fact that it
expresses one of those propositions (rather than the other) is partly grounded in the fact that the name in that sentence appears at the end of some particular chain of causal or historical explanations to which that proposition is intimately related. How might a particular proposition be intimately related to a particular chain of causal or historical explanations? Here are two ideas that seem promising to me. First, a certain causal or historical explanation might be intimately connected to a certain proposition in that the explanation partly grounds the existence or identity of that proposition. An added benefit of this idea is that anyone who endorses it can reject premise (1) of the first argument of the previous section by endorsing alternative identity grounding conditions for propositions. Second, a certain causal or historical explanation might be intimately connected to a certain proposition in that the initial event in the explanatory chain causes that proposition to come into existence or, if the proposition already existed, causes it to be tokenable for the first time.\textsuperscript{xviii} The Plenitudinous Russelian can then say that the proposition expressed by a simple declarative sentence is the \textit{unique} proposition that both is structurally isomorphic to that declarative sentence and that is intimately connected, either by causation or by grounding, to the causal or historical chain that makes the subject of the sentence refer to the individual playing the subject-like role in the proposition if there is such an individual or makes the subject of the sentence refer to nothing. Causal or historical explanations can thereby play a role in grounding which proposition is expressed. It’s important to emphasize, though, that the chain of causal or historical explanations is not a constituent of the proposition expressed, it is merely intimately related, by causation or by grounding, to the proposition expressed.

Once we’ve accepted this view it’s easy to see how we might reject premise (8). Suppose that S is a sentence that structurally isomorphic to two distinct propositions, P and Q. The expressions in S stand in certain chains of causal or historical explanations and those chains are
intimately related to one of the propositions, let’s say P, and not the other. That fact partly grounds that S expresses P rather than Q. Moreover, there might be another sentence, S*, that is also structurally isomorphic with P and Q. But maybe S* expresses Q rather than P because the expressions in S* stand in different chains of causal or historical explanation than those in S, chains that are intimately related to Q rather than P. This is all a bit abstract, though. So, let’s take a closer look at our ‘Ahab’ and ‘Holmes’ sentences to get a better sense of how this all works.

4. **Plenitudinous Russellianism and Fiction**

Clearly, if Plenitudinous Russellianism is true, then we must amend our method of representing propositions; we must be able to represent distinct yet structurally identical propositions as being distinct. I recommend that we add subscripts to our pointy bracket representations. So, for example, we can represent the proposition that Obama is a lawyer as follows:

\[(P3): <\text{Obama, being a lawyer}>_{1}\]

The subscript is no more a constituent of the proposition expressed than the comma or the pointy brackets themselves. Officially, I remain neutral about whether or not there are any propositions that are structurally identical to (P3). Plenitudinous Russellianism, it should be pointed out, is consistent with the view that there are such propositions and also consistent with the view that there are no such propositions. However, for consistency, I will put subscripts on all the official propositional representations regardless of whether there are propositions structurally identical to the ones represented.
Now, we can see how Plenitudinous Russellianism deals with the two sentences from our introduction:

(S1): ‘Ahab is a whaler.’
(S2): ‘Holmes is a whaler.’

Recall that on Traditional Russellianism, augmented with gappy propositions, (S1) and (S2) express the same gappy proposition. However, Plenitudinous Russellianism allows for structurally identical gappy propositions. In particular, Plenitudinous Russellianism allows for structurally identical propositions each of which has a subject-like position that’s unfilled and a predicate-like position that’s filled by the property being a whaler. Those gappy propositions are structurally isomorphic to (S1) and (S2). So, it’s compatible with Plenitudinous Russellianism that (S1) expresses one of those propositions and (S2) expresses another. We might represent the propositions expressed by (S1) and (S2) as follows:

(P1): <_____., being a whaler>₁
(P2): <_____., being a whaler>₂

Here, again, the subscripts represent the distinctness of those propositions, but do not represent any of their constituents.

Following up on the discussion of the previous section, one might ask the following questions: What grounds the fact that (S1) expresses (P1) rather than (P2)? And, what grounds the fact that (S2) expresses (P2) rather than (P1)? Well, if the first response to argument (8)-(10)
is correct, then it might just be a brute semantic fact that (S1) expresses (P1) and a brute semantic fact that (S2) expresses (P2). But many people won’t find that answer very satisfying. I prefer to say that the fact that (S1) expresses (P1) rather than (P2) is partly grounded in the fact that ‘Ahab’ appears at the end of a particular chain of causal or historical explanations. That chain happens to end in what Donnellan (1974) calls a “Block”, a point at which no particular thing was successfully dubbed with that name. In this case, the block at the end of the chain involves certain of Herman Melville’s authorial activities.\textsuperscript{xxix} Now, that chain is intimately connected to (P1) and not to (P2), which is why (S1) expresses (P1) and not (P2). The chain might be connected to (P1) in that it grounds the existence or identity of (P1); it does not ground the existence or identity of (P2). Alternatively, the chain might be connected to (P1) in that Melville’s authorial activities cause (P1) to exist or be tokenable; it does not cause (P2) to exist or be tokenable. Hence (S1) expresses (P1) rather than (P2). Similarly, the fact that (S2) expresses (P2) is partly grounded in the fact that ‘Holmes’ appears at the end of a particular chain of causal or historical explanations the other end of which contains a block involving certain of Arthur Conan Doyle’s authorial activities. That chain is intimately connected, by grounding or by causation, to (P2) and not to (P1).

If Melville had chosen to use the name ‘Holmes’ instead of ‘Ahab’ and Conan Doyle had chosen to use name ‘Ahab’ instead of ‘Holmes’, then maybe (S1) would have expressed (P2) and (S2) would have expressed (P1).\textsuperscript{xxx} Similarly, if Melville had chosen to use the name ‘Ahab’ in a story significantly different from \textit{Moby Dick}, then (S1) might have expressed a completely different proposition altogether. After all, Melville would then have been involved in very different authorial activities which would have been intimately connected to different propositions.
5. Conclusion

Sentences (S1) and (S2) seem to express distinct propositions. However, traditional Russellian views have trouble accommodating that distinctness. Plenitudinous Russellianism, on the other hand, can accommodate that distinctness. Moreover, it can do so without also endorsing the existence of fictional characters or a bifurcated view on which fictional names behave, semantically, very differently than non-fictional names. The distinguishing metaphysical and semantic theses of Plenitudinous Russellianism face certain powerful challenges. But those challenges can be met and the resulting view is a worthy competitor to its more traditional ancestor.
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\(^{i}\) This is an instance of a more general problem of non-referring names. Just as (S1) and (S2) express different propositions, so too it seems that ‘Vulcan is a planet’ and ‘Zeus is a planet’ express different propositions. The response that I defend in this paper can be generalized to solve the more general problem.

\(^{ii}\) Some people may take this theoretical puzzle as a reason to favor Frege’s (1892/1980) view over Russell’s. I am interested, however, in defending Russellianism. So, I will set Frege’s view of propositions aside.

\(^{iii}\) Some alternative theories of propositions will face a similar theoretical problem. Consider, for example, the theory according to which each proposition is identical to the set of possible worlds at which it is true (Lewis 1986). On this view, the proposition expressed by (S1) is the set of possible worlds at which Ahab is a whaler and the proposition expressed by (S2) is the set of possible worlds at which Holmes is a whaler. But Kripke (1980, 2013) has persuasively argued that there is no possible world at which Ahab exists and there is no possible world at which
Holmes exists. It seems to straightforwardly follow, then, that there is no possible world at which Ahab is a whaler and there’s no possible world at which Holmes is a whaler. Hence, if the possible worlds theory is true, then both (S1) and (S2) express the same proposition; they both express the proposition that is identical to the null set. Whether Lewis’s own view is subject to the theoretical puzzle is a bit unclear. Lewis seems to hold a view on which a fictional name, at least when it appears within the scope of a fictional operator, is a non-rigid designator that does pick out various individuals at various worlds (1976). On this view, the sets of worlds picked out by (S1) and (S2) may be non-empty. Thanks to an anonymous referee for noting the peculiarities of Lewis’s view.

Gappy propositions were first introduced by Kaplan (1989) and have been extensively defended by Braun (1993), Adams and Stecker (1994), Adams, Fuller, and Stecker (1992, 1997), Salmon (1998), and Taylor (2000). I have defended Plenitudinous Russelianism from a different angle (2014). Everett (2003) and Mousavian (2011) are both critical of gappy propositions.

Since we can safely ignore context sensitivity in our discussion, I will drop the ‘in a context’ modification for the remainder of the paper.

Here and throughout I will make simplifying assumptions about roles in both sentences and propositions. I assume that sentences have subject roles and predicate roles while propositions have corresponding subject-like roles and predicate-like roles. A more sophisticated linguistic theory would spell out more detailed roles in sentences and, on the Russelian view I advocate, a sophisticated theory of propositions would entail correspondingly sophisticated roles in those propositions.

For more detailed examples of these other methods of representation see Braun (1993) and (2005).

Braun (1993) and (2005), Brock (2004), and Salmon (1998) all seem to believe that (S1) and (S2) express the same gappy proposition if ‘Holmes’ and ‘Ahab’ really are non-referring terms. Similarly, in another context, Markosian (2004) considers a view on which declarative sentences that contain names that once but no longer refer express gappy propositions. He rejects that view on the grounds that if ‘Socrates’ no longer refers and ‘Beethoven’ no longer refers, then the sentences ‘Socrates was a philosopher’ and ‘Beethoven was a philosopher’ express the same gappy proposition. Everett (2003) argues against the gappy propositions approach under the assumption that if gappy propositions were the semantic content of sentences with non-referring names, then sentences like (S1) and (S2) would express the same gappy proposition.
Braun (2005) seems to accept a view according to which (S1) and (S2) would express the same gappy proposition if ‘Ahab’ and ‘Holmes’ really were non-referring terms, but sentences like (S1) and (S2) would seem to express different propositions because they would bring to mind different ways of believing the same proposition. Adams and Stecker (1994) accept that if ‘Ahab’ and ‘Holmes’ are non-referring, then (S1) and (S2) express the same propositions. But they defend a view on which (S1) and (S2) seem to express different content because (S1) and (S2) pragmatically convey different information. More generally, a standard Russellian might simply treat the seeming difference in content between (S1) and (S2) the same as the seeming difference in content between ‘Hesperus is hot’ and ‘Phosphorus is hot’.

Kripke in (2011) and (2013) may be advocating such a position. Salmon (1998) suggests that Kripke believes fictional names like ‘Holmes’ and ‘Ahab’ are ambiguous. Fictional names are used by the authors of the various fictions in a non-referring way; authors pretend to express propositions with declarative sentences that contain those names, but they don’t really express any propositions at all. Fictional names are used by critics, on the other hand, to refer to fictional characters; critics really do express propositions when they use fictional names in that way. Salmon points out that Kripke’s view doesn’t seem to accommodate cross-fictional comparisons like ‘Holmes is saner than Ahab’ and cross reality comparisons like ‘Holmes is smarter than any actual detectives’.

This view has been defended by Currie (1990), Korman (2006), and Ludlow (2003).

Braun (2005); Kripke (2011) and (2013); Salmon (1998); Thomasson (1999); and van Inwagen (1979), (1983), (2000) and (2001) all hold views on which there are fictional characters. These authors may not all agree, though, that fictional characters are the semantic contents of fictional names or that declarative sentences in which those fictional names appear express propositions that contain those fictional characters as constituents. For a nice overview of the case for fictional characters see Friend (2007).

It would take a bit of work to extend this definition to all structured propositions. But, for our purposes, we can just restrict our discussion to simple subject-predicate propositions and employ the definition as given.

Here is a formalization of the argument. Let ‘[p]F’ be a term that refers to the fact that p. Let ‘Spq’ abbreviate ‘p is structurally identical to q’. Let ‘O[p]F’ abbreviate ‘[p]F obtains’. ‘[p]F grounds [q]F’ abbreviates (roughly) ‘the fact that p grounds the fact that q’. The box, ‘□’ is of course metaphysical necessity and the other logical constants have their standard interpretation. Now, we can represent the argument for line (2) as follows:

\[ (1.0) \quad □∀p∀q(Spq \to [Spq]F \text{ grounds } [p=q]F) \]

[Assumption]
(1.1) \( \Box \forall p \forall q (\text{if } [p]^F \text{ grounds } [q]^F \rightarrow (O[p]^F \& O[q]^F)) \) [Premise]

(1.2) \( \Box \forall p \forall q (Spq \rightarrow (O[Spq]^F \& O[p=q]^F)) \) [(1.0), (1.1)]

(1.3) \( \Box \forall p (O[p]^F \rightarrow p) \) [Premise]

(1.4) \( \Box \forall p \forall q (Spq \rightarrow (Spq \& p=q)) \) [(1.2), (1.3)]

(1.5) \( \Box \forall p \forall q (Spq \rightarrow p=q) \) [(1.4)]

(2.0) \( \Box \forall p \forall q (Spq \rightarrow [Spq]^F \text{ grounds } [p=q]^F) \rightarrow \Box \forall p \forall q (Spq \rightarrow p=q) \) [(1.0)-(1.5), Conditional Proof]

Moreover, the proposition expressed by ‘Ahab is a whaler’ and the proposition expressed by ‘Holmes is a whaler’ are both necessarily false. But given the course-gained identity grounding conditions above, it follows that the proposition expressed by ‘Ahab is a whaler’ is identical to the proposition expressed by ‘Holmes is a whaler’. That, though, is exactly the result that I want to avoid by endorsing Plenitudinous Russellianism.

Lewis (1986) endorses an argument for the conclusion that there’s at least one proposition toward which no possible being can have any attitude. This argument can easily be extended to show that there are several such propositions. Lewis, of course, assumes that propositions are merely sets of worlds. But the argument goes through, given Russellianism, under the plausible assumption that for any set of worlds, there is a proposition that is true at all and only the members of that set.

Salmon (1987) has a similar argument for the slightly narrower conclusion that, necessarily, for any x and y, if x is identical to y, then there are no qualitative facts that ground that x is identical to y.

I am, of course, taking tense seriously here. If you do not take tense seriously, then add the words “at a particular time” to the end of premise (4).

The proof is straightforward and involves the following four assumptions:

a) For any x, y and z, if x is a part of y and y is a part of z, then x is a part of z

b) For any x and y, if x is not a part of y, then some part of x does not share any parts with y.

c) For any x and y, x is a part of y and y is a part of x iff x=y.

d) For any xs and any y, the xs compose y iff anything that shares a part with y shares a part with one of those xs.

I leave the proof as an exercise to the reader.
Lewis (1991) seems to have been a mereological monist. But he had a radically different view of propositions. See Tillman and Fowler (2012) for an extensive discussion of mereological monism in combination with the view that constituency is a kind of parthood.

Thanks to Lewis Powell for this example.

Thanks to an anonymous referee for pressing me to address this kind of worry.

If we were to accept the claim that structurally identical propositions are inexpressible, then we would undermine the primary motivation for accepting Plenitudinous Russellianism. That motivation is that there are pairs of declarative sentences which, if they express anything at all, express structurally identical propositions. Moreover, we have reason to believe that each sentence in that pair does express a proposition.

Epistemicism is defended by Sorensen (1988) and (2001), and Williamson (1994) (among others). Sorensen clearly holds that the boundaries of vague predicates are unknowable, at least for human beings.

Williamson (1994) disagrees. Williamson seems to think that there will always be some facts about the world that help to ground that one property is the content of a vague predicate rather than another. I find this claim rather incredible.

This presupposes that if what’s expressed by vague predicates were grounded, then those grounds would themselves knowable. I have no argument to back up that claim. But it does seem plausible to me.

This view has been defended by Breckenridge and Magidor (2012).

A view in the metaphysics of propositions that seems to be gaining popularity is the view that propositions are mental events or actions. This view is advocated by Soames (2012) and Hanks (2014, 2015). If propositions were events or actions, then they (or their potential to be tokened) might have causes.

In some cases, nothing is successfully dubbed with a name because a dubbing attempt fails to pick anything out. In other cases, nothing is successfully dubbed with a name because no attempt to dub was made. Presumably, Melville’s authorial activities are an instance of the latter cases. This might not be what Donnellan had in mind when he introduced the notion of a block. But I think it is a fair extension of the concept.

Admittedly, whether or not this is true depends on how we individuate names. Thanks to an anonymous referee for pointing this out to me.
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