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Abstract I describe two traditions of philosophical accounts of evidence: one

characterizes the notion in terms of signs of success, the other characterizes the

notion in terms of conditions of success. The best examples of the former rely on the

probability calculus, and have the virtues of generality and theoretical simplicity.

The best examples of the latter describe the features of evidence which scientists

appeal to in practice, which include general features of methods, such as quality and

relevance, and general features of evidence, such as patterns in data, concordance

with other evidence, and believability of the evidence. Two infamous episodes from

biomedical research help to illustrate these features. Philosophical characterization

of these latter features—conditions of success—has the virtue of potential relevance

to, and descriptive accuracy of, practices of experimental scientists.

Keywords Evidence � Experiment � Confirmation � Error � Robustness � Avery �
Water memory � Benveniste � Methodology

Introduction

Contemporary accounts of evidence, when explicated in terms of signs of success,

specify what is achieved once one has reliable evidence. Such accounts of evidence

often rely on the probability calculus (‘‘Signs of success’’), and are largely unhelpful

for those scientists involved in generating and assessing evidence, since a primary

concern of experimentalists is to determine whether or not some evidence is indeed

reliable, rather than to determine the precise nature of what is gained, epistemically,
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by reliable evidence. The multiple features of methods and of evidence itself which

are important for assessing evidence are conditions of success. Scientists assess

features of methods such as quality, relevance, and transparency (‘‘Conditions of

success: methodological features’’), and features of evidence such as patterns in

data, concordance with other evidence, and believability of the evidence (‘‘Con-

ditions of success: evidential features’’). When evidence is judged favorably on

these desiderata it is considered truth-conducive.

I describe two cases to illustrate biologists’ appeals to the conditions of success:

the elucidation of the material basis of heredity in the 1940s by Avery et al.

(‘‘Illustration: material basis of heredity’’), and the purported demonstration of

‘water memory’ by Benveniste and his colleagues in the 1980s (‘‘Illustration: water

memory’’). The two cases present a nice contrast, since the first is an episode in

which the evidence is now widely regarded as compelling or even conclusive, and

the phenomenon for which the relevant paper was said to provide evidence is now

considered generally true, whereas the second is an episode in which the evidence is

now widely regarded as unreliable and the respective phenomenon very likely false.

I show that the biologists in these two cases appealed to the conditions of success

identified in ‘‘Conditions of success: methodological features’’ and ‘‘Conditions of

success: evidential features’’ both when criticizing evidence and when praising

evidence. A consideration of signs of success is totally absent in these cases: the

relevant biologists do not appeal to signs of success, despite their frequent appeals

to the conditions of success.

My primary aim is to compare the signs of success tradition with the conditions

of success tradition, and to provide some detail to the conditions of success

tradition. I focus on the conditions of success not simply because it provides a more

descriptively accurate framework for characterizing how biologists assess evidence,

but because it is in a sense prior to and richer than the signs of success tradition. The

signs of success tradition is necessarily post hoc, in that one already must possess

and have evaluated the evidence with the conditions of success in order to do

business in the signs of success tradition.

Consider the following analogy. What makes for a good wine? One answer

would be that a wine is good if the wine is awarded more than 90 points by a well-

known wine critic. Another answer would describe methods of quality wine

production by careful vineyards. A third answer would list features of wine itself,

such as its bouquet, color, and taste, that one ought to consider when assessing wine.

The first answer is relatively uninformative, since it simply restates what we want to

know, albeit in more precise and quantitative terms. The second answer lists

concrete aspects of the method of production of a particular wine that a critic could

appeal to. The third answer lists concrete aspects of the wine itself that a critic could

appeal to. Of course, once a critic has appealed to the latter considerations she might

provide a numerical score to summarize her oenological investigation, and such a

score might be useful to consumers of wine.

Characterizing evidence in terms of conditions of success is a more accurate

description of how biologists assess evidence (compared with the signs of success),

but the conditions of success also ought to be construed as normative. Strictly

speaking the conditions of success and signs of success are not at odds: the two
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traditions are not alternative normative theories of scientific inference, as, say

frequentist and Bayesian conceptions of inference are. The conditions of success

tradition describes the important features of evidence which ought to be considered

when assessing evidence to determine whether or not it is reliable, and the signs of

success tradition describes what is achieved once one has reliable evidence. The

formal measures of confirmation employed in the signs of success tradition can, in

principle, accommodate any of the methodological considerations employed in the

conditions of success tradition. The key difference from an experimentalist’s point

of view is that an experimentalist has some control over at least some of the

conditions of success (whereas the signs of success are simply determined by

features of the methods employed and evidence generated), and an experimentalist

has more immediate epistemic access to the conditions of success (since, as I argue

below, the conditions of success are the daily bread and butter of experimentalists,

and moreover, assessing the conditions of success is a precondition to determining

the formal measures employed in the signs of success tradition).

Philosophical assessments and implications of experimentation have generated a

rich literature, and several recent contributions to this literature have described

experimentation in biology.1 This paper is meant to be a contribution to this

literature. In short, my focus is on the plurality and complexity of the conditions of

success: assessing the conditions is complicated and there is no simple or

universally agreed-upon algorithm for assessing the particular criteria. Despite their

complexity, the conditions of success form the basis of the evaluation of evidence

for experimentalists, in contrast with the formal accounts of evidence in the signs of

success tradition. The two cases studies demonstrate the centrality of the conditions

of success.

Signs of success

Many philosophical accounts of evidence describe what reliable evidence achieves.

For instance, all compelling probabilistic accounts of evidence hold that e is

evidence for some hypothesis H, given background assumptions b, if and only if

p(H|e & b) [ p(H|b); that is, the probability of h given e and b must be greater than

the probability of H prior to having e, if and only if e is to count as evidence for H.

As an example of such accounts, the difference measure of confirmation holds that

the more confirming e is, the greater is the inequality between p(H|e & b) and

p(H|b).2 It is standard to distinguish between the final amount of confirmation that a

piece of evidence provides to a hypothesis from the change in confirmation that a

piece of evidence provides to a hypothesis. The former is simply represented by the

posterior probability of the hypothesis (the probability of the hypothesis after

learning new evidence): p(H|e). Since this is a conditional probability it can be re-

1 Early contributions include Hacking (1983) and Franklin (1986), and recent discussions of experiment

in biology include Bechtel and Richardson (1993), Burian (1993), Allchin (1996), Rheinberger (1997),

Rasmussen (2001), Darden and Craver (2002), Griffiths (2002), Weber (2005), Elliott (2007), Waters

(2007), and Weber (2012).
2 Hereafter I drop reference to background assumptions (b) for notational simplicity.
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written using Bayes’ Theorem: p(e|H)p(H)/p(e). The latter can be represented in a

number of ways. Recent literature has included defenses of the following

confirmation measures.3

Difference measure p(H|e) - p(H)

Ratio measure p(H|e)/p(H)

Likelihood ratio measure p(e|H)/p(e|*H)

Log ratio measure log[p(H|e)/p(H)]

Log likelihood measure log[p(e|H)/p(e|*H)]

In addition to satisfying conditions like the ones above, some philosophers

require that the probability of the hypothesis be above a certain threshold after

receiving e, if e is to count as evidence for the hypothesis. On such views e is

evidence for H only if p(H|e) [ x, where x is some minimum threshold. Achinstein

(2001), for example, requires x to be 0.5 for e to count as veridical evidence for H

(evidence that provides good reason to believe H), and Roush (2005) requires x to

be much greater than 0.5 to consider e as good or strong evidence for H.

Another sign of good evidence is what Roush calls ‘discrimination’—evidence

should discriminate between a hypothesis and the negation of that hypothesis—and

to measure this Roush argues that the likelihood ratio is appropriate: p(e|H)/

p(e|*H). If the likelihood ratio is greater than 1, then e discriminates between the

hypothesis and its negation, and thus is evidence for the hypothesis. In other words,

e should be more likely conditional on the hypothesis being true than conditional on

the hypothesis being false. One of Roush’s examples is the ‘check engine’ light in

an automobile: if it is much more probable that the check engine light is on when

there is engine trouble, as compared to the check engine light being on when there is

no engine trouble, then the check engine light is discriminating evidence for the

hypothesis that there is engine trouble. Roush also claims that good evidence should

have a high probability if we are to think that the evidence is credible; that is, a high

p(e) indicates that the evidence is believable.4

Each of these accounts provides a competing characterization of what evidence

achieves. Each is compelling in different ways—I will not review the virtues and

vices of these accounts of evidence. They all share one feature which renders them

relatively useless to the experimenter: they indicate what is achieved once one has

reliable evidence—they are signs of success—but they do not indicate how to

generate or identify evidence which can then be granted these signs. They provide

3 On these measures, see, for example, Fitelson (1999).
4 This desideratum—requiring a high p(e) for credible evidence—departs from standard Bayesian

thinking about evidence. In a standard Bayesian framework, a high p(e) indicates both that the evidence is

credible but also that it provides little support to any particular hypothesis (this can be easily seen via

Bayes’ Theorem). A low p(e) is usually thought to represent surprising evidence, from, say, a risky

prediction, and a smaller p(e) is associated with a greater increase in p(H|e) than a larger p(e), by Bayes’

Theorem, and this reflects general intuition about the confirmatory power of surprising evidence. Using

high p(e) to represent credible evidence sacrifices the ability to represent surprising and highly confirming

evidence with p(e). A low p(e) also represents evidence generated by a high quality method (discussed in

Sect. ‘‘Conditions of success: methodological features’’).
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post hoc characterizations of good evidence rather than guidance on the production
or identification of reliable evidence.5 These accounts of evidence are like awards

which are used to distinguish reliable evidence from unreliable evidence: they

characterize the nature of the award, but scientists want to know which evidence to

give the award to.

Some may think that there is nothing very general to be said about substantive

evidential standards. Some may think that identifying reliable evidence is a matter

best left to scientists, whereas characterizing reliable evidence is more properly a

philosophical concern. The conditions of success tradition, however, has aimed at

describing some of the most important substantive evidential standards. In what

follows I describe general features of methods and of evidence itself which can be

used to generate and identify reliable evidence (‘‘Conditions of success: method-

ological features’’ and ‘‘Conditions of success: evidential features’’), and which, as

the case studies demonstrate (‘‘Illustration: material basis of heredity’’ and

‘‘Illustration: water memory’’), are actively employed by experimental biologists

to assess evidence.

Conditions of success: methodological features

A method of generating evidence can be assessed in the abstract, independently of

any actual evidence generated by the method. That is, prior to the consideration of

any evidence from a method, the method itself can be (and almost always is)

assessed. Three general features or desiderata of methods are freedom from

systematic errors, relevance to our hypothesis of interest, and how ascertainable

either of these are. I will call these quality, relevance, and transparency.

Quality

A method is high quality if and only if possible systematic errors are controlled for.

If the method controls for systematic errors, then evidence generated by the method

is a faithful indicator of the subject of study. The term ‘internal validity’ has often

been used for the notion of quality, and is meant to indicate how well a study is

designed and performed to avoid systematic error and bias, which can result from

5 According to accounts of evidence associated with Williamson (2000), Neta (2008), and others,

evidence is factive, and so it makes little sense to talk about the ‘veracity of evidence’, or ‘reliable

evidence’. There is, on the factive account, simply evidence, the veracity of which is taken for granted.

Any account of evidence must be able to accommodate the difference between (i) evidence generated by

a method with systematic errors and (ii) evidence generated by a method which controls for known errors.

On my account (ii) is reliable evidence and (i) is unreliable or weak evidence (but the amount of

systematic error present is presumably a degree notion). On the factive account, a proposition expressing

an evidential report can accommodate the difference between (i) and (ii) by including the relevant

information regarding the methodological differences between (i) and (ii) in the proposition expressing

the evidential report itself. Given the methodological complexity of contemporary experiments, many

evidential reports in such a factive account would be complex and cumbersome. The advantage of the

conditions of success account is that an evidential report can be stated rather simply while the assessment

of such reports can be as complex as need be. This is, moreover, precisely how biologists report and

assess evidence.
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flaws in study design, conduct, analysis, interpretation, and reporting. Quality has

been a staple subject for statisticians, philosophers of science, and scientists

concerned with methodology; volumes have been written on the subject. One recent

account of evidential quality is what Mayo calls the ‘severity principle’: data x

provide good evidence for a hypothesis H to the extent that H severely passes a

stringent test with x (see Mayo 1996, Mayo and Spanos 2006). On this account a

method is high quality if it comprises a stringent test, and a stringent test is one

which severely probes for possible errors. Achinstein proposes another way to

characterize quality: his notion of ‘evidential flaws’ refers to flaws in the evidence-

generating method. On this account, quality is an absence of such flaws (2001).

The notion of quality of a method is itself comprised of numerous features. The

presence of standard elements of experimental design determines quality of

evidence—for instance, in a medical study random allocation of subjects,

appropriate blinding, and proper use of analytical tools are factors which determine

the quality of evidence. Quality can be characterized in terms of the plausibility of

the background assumptions required to consider evidence generated by the method

as a truth-conducive indicator of the particular subject under investigation. The

relation between the numerous methodological features that comprise quality and

the formal measures employed in the signs of success tradition can be characterized

as follows. A well-controlled method minimizes the probability that the evidence

generated by the method could have occurred for reasons other than those supposed

by the hypothesis. Since the quality of a method is constituted by controlling for

systematic errors, quality is meant to ensure that evidence generated by the method

would be otherwise unlikely were it not for the truth of the particular hypothesis of

interest. Putting this in terms of probabilities, the higher the quality of a method

which generates evidence e, the lower is p(e), and so the greater is the difference

between p(e|H) and p(e).6 In the signs of success tradition, confirmation can be

characterized as proceeding via the ‘Bayesian multiplier’—the ratio of p(e|H) to

p(e)—and so a higher p(e|H) and a lower p(e) entails greater confirmation.

Relevance

Tossing a coin several times gives some evidence regarding the fairness of the coin,

since there is a clear relationship between the results of a series of coin tosses and

the probability that the coin is fair. But tossing a coin several times gives no

evidence regarding tomorrow’s weather, since there is no relationship between the

results of a coin toss and tomorrow’s weather. In other words, evidence from coin

tossing has no relevance to tomorrow’s weather. And this, of course, is true

regardless of any actual evidence generated from coin tossing. Relevance to a

hypothesis is obviously a crucial feature of methods.

6 If ci represents the possible confounding errors of the method used to generate e, and if we assume for

simplicity that H and ci represent a total partition of the possible causes of e, then, by the principle of total

probability: p eð Þ ¼ p Hð Þp ejHð Þ þ p c1ð Þp ejc1ð Þ þ p c2ð Þp ejc2ð Þ þ . . .p cnð Þp ejcnð Þ. Since the quality of a

method amounts to decreasing the prior probability that any of ci are true, quality directly influences p(e).

The higher the quality of a method, the lower the p(e). For a valuable discussion of Bayesian approaches

to evidence, see Strevens (2009).
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The degree of relevance of a method to a hypothesis depends on both the method

and the hypothesis (obviously), as the coin tossing example shows. Suppose our

hypothesis is more general than simply the fairness of the single coin which we toss,

but is rather about the fairness of all the coins in my pocket. The method—tossing

the single coin—then would be less relevant to the hypothesis. Considering a more

expansive hypothesis in this case rendered the same method less relevant.

Relevance depends on the background assumptions which we are willing to

entertain. Some methods will be similarly relevant to hypotheses of a range of

generality. For instance, dropping a coin once will give some evidence about the

tendency of this coin to fall, but it will also give some evidence about the general

tendency of coins to fall in such situations, because it is reasonable to suppose that

when it comes to falling, there is no relevant difference between the coin which we

dropped and most other coins.

Like quality, relevance can be characterized by the signs of success tradition. I

noted above that confirmation can be construed as proceeding via the Bayesian

multiplier: p(e|H)/p(e). The greater the likelihood, p(e|H), the more confirmation H

receives. To the extent that a method is relevant to H, H renders e more probable,

and thus the likelihood is greater. To see this, it is helpful to consider a method

which is completely irrelevant to a hypothesis. In this case, H does not change the

probability of e at all: p(e|H) = p(e). This is an application of a simple

mathematical truth: the independence of two events (or variables) A and B can

be represented probabilistically as: p(A|B) = p(A). So if the hypothesis is

independent of the evidence—if the method that produced e is not relevant to

H—then H does not change the probability of e. Alternatively, if a method that

generates e is relevant to H, then H can partially explain why e occurs (perhaps

because H is a claim about a mechanism which could bring about e in the

circumstances in which the method is employed).

Both quality and relevance are features that we should want our methods to have:

methods with these features are more likely to generate evidence which is truth-

conducive. These are standard desiderata of methods, though they are not always

weighted equally. For example, in evidence-based medicine, randomized controlled

trials (RCTs) are often considered to be high quality because they are said to

minimize selection bias, and this is often said to be important even if a particular

RCT is less relevant to a general hypothesis of interest than is a study design which

has more potential for systematic error (such as larger observational studies). In

other words, in evidence-based medicine, for better or worse, quality has tended to

be emphasized over relevance.7

Transparency

Another general feature of methods, independent of the evidence produced by them,

is transparency. Some methods are easier to know how they produce their evidence,

which helps with knowing if a method has systematic error, and if evidence

produced from a method would be relevant to a hypothesis. In order to know if a

7 Many now argue that this is for the worse; see for example Worrall (2002) and Cartwright (2007).
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method is high quality or is relevant to a particular hypothesis, one must know the

details of the method’s operation. A method is transparent if we can understand how

it works—that is, a method is transparent if we can understand the mechanism of the

method or, to use the catchy phrase from Cartwright (1999), a method is transparent

if we can understand the ‘nomological machine’ underlying the method. We want to

be able to make transparent judgments regarding quality and relevance—judgments

which can be communicated and shared such that some agreement regarding quality

and relevance might be achieved.

Unlike quality and relevance, however, transparency is merely a relational fact

about scientists’ understanding of an experimental system, rather than an intrinsic

feature of the experimental system in question. Moreover, a transparent method is

not necessarily truth-conducive (that is, a transparent method is not necessarily a

method with high quality and relevance), and vice versa, a truth-conducive method

is not necessarily transparent.8 In many cases, especially those in which new

methods are introduced into scientific practice, the method is not transparent.9

Because transparency is not an intrinsic feature of experimental methods, and

because it is not necessarily truth-conducive, I do not explore it further and do not

refer to it in my illustrative case studies below. However, it is an important feature

to note, because if scientists cannot directly assess the quality and relevance of a

method—if the method is not transparent—then, to help determine if the evidence

produced by the method is truth-conducive (or rather is inductively risky), scientists

need to appeal to something other than the methodological features (that is, features

other than quality and relevance). I turn now to the other class of epistemic features

that are accessible by scientists and that are especially important when a method

lacks transparency, namely, features of evidence itself.

Conditions of success: evidential features

Using examples from microscopy and neuroimaging studies, Bechtel (2000) argues

that when scientists assess evidence produced by novel methods (methods with low

transparency regarding quality and relevance), rather than assess the quality or

relevance of the method that generated the evidence, scientists tend to assess

multiple features of the evidence produced by the method. In other words, rather

than simply assessing features of the method, scientists also assess features of the

evidence itself. Bechtel’s examples are of visual evidence, but his point generalizes.

Evidence is considered compelling (or not) based on a variety of features of the

evidence produced by the method, independent of prior considerations of the

8 I am grateful to an anonymous reviewer for noting that transparency might trade off against properties

of an experimental system (such as quality and relevance) and properties of the target system (its

complexity, say).
9 Collins famously argues that in such scenarios, assessing evidence involves an ‘experimenters regress’:

good evidence is generated from properly functioning techniques, but properly functioning techniques are

just those that give good evidence (1985). Even if we put aside this rarified worry, we often cannot make

judgments regarding the quality or relevance of a method simply because we do not know enough about

the inner workings of the method to make such judgments.
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features of the method (quality or relevance). Some of these features which are often

appealed to by scientists include: patterns within the evidence, concordance with

evidence from other methods, and believability. I discuss each in turn.

Patterns

If data have a determinate pattern or structure, then that is suggestive that the

evidence is tracking something real. For example, Bechtel (2000) discusses the

strategies that neuroscientists use to assess images of the brain generated by positron

emission tomography (PET), one of which was to appeal to determinate structures

in the images generated by PET. The PET images were not collections of randomly

distributed colors, but rather the colors (which are transformations of numerical

data) were arranged in a salient structure. This structure, independent of any

interpretation of the structure’s relation to brain activity, was taken to indicate that

the images were not merely artifacts but rather represented something of real

significance. Assessing the relevance of PET was not straightforward since the

method was not transparent, but the sheer existence of structure in PET data

suggested that the images were not artifacts.

Similarly, the epidemiologist Sir Bradford Hill provided a list of nine criteria

with which he judged causal hypotheses in medicine, and one of these was the

presence of a ‘dose–response relationship’ between the purported cause and the

purported effect, which is another example of the presence of a suggestive pattern in

data. The lung cancer rate was higher amongst those who smoked more cigarettes,

and Hill considered this to be better evidence than a simple correlation between

smoking and lung cancer. A simple correlation could be due to a common cause of

smoking and lung cancer, but the presence of a dose response between smoking and

lung cancer—a highly structured pattern of correlations—is more likely due to a

true causal relationship.

Bogen and Woodward (1988) have emphasized the importance of patterns in

data: for them, patterns are precisely what scientists look for when examining

data.10 In response, McAllister (1997) agrees that patterns are important but argues

that for any set of data an infinite number of patterns can be discerned, expressible

as the sum of a relatively simple function and an error term, such as

F(x) = ax ? R(x). For instance, any set of data could be described by the following

patterns:

Pattern A ? noise at m percent

Pattern B ? noise at n percent

Pattern C ? noise at 0 percent

Pattern C would be the (perhaps complex) pattern which exactly fits the data points.

McAllister is raising the standard curve-fitting problem, which is a version of

underdetermination. McAllister suggests that the choice of which pattern is the

10 See also Woodward (1989): ‘‘The problem of detecting a phenomenon is the problem of […]

identifying a relatively stable and invariant pattern of some simplicity and generality with recurrent

features – a pattern which is not just an artefact of the particular detection techniques we employ or the

local environment in which we operate.’’
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salient one for a given experiment is itself a complex judgment on the part of the

investigators.

Numerous algorithms have been proposed to aid in choosing between pattern

descriptions (or models of data), such as the Akaike Information Criterion (AIC)

and the Bayesian Information Criterion (BIC).11 These algorithms attempt to

balance two standard desiderata of data models commonly recognized to trade-off

against one another: simplicity and accuracy. The algorithms reward patterns which

have fewer terms (i.e. patterns which are simpler) and less departure from observed

data (i.e. patterns which are accurate). However, there is no meta-methodological

algorithm for choosing between the model selection algorithms; for instance, there

is no principled way to choose AIC over BIC. Trouble arises when AIC and BIC (or

any other model selection criterion) select different models as achieving the optimal

balance of simplicity and accuracy. In my toy example above, AIC might choose

‘‘Pattern A ? noise at m percent’’ as the best model of the data, while BIC might

choose ‘‘Pattern B ? noise at n percent’’ as the best model of the data. Without a

methodological meta-standard, it is unclear what the superior model is.

In short, a distinctive pattern or a suggestive structure in data is an important but

complex consideration when assessing evidence.

Concordance

If a particular piece of evidence displays notable patterns, this might be due a

feature of the experimental intervention or an artifact of the observational apparatus,

rather than a sign of a real feature of the object under investigation. Thus, a common

practice is to compare the evidence from one method to evidence from other

methods. Concordant evidence from multiple methods is taken to be epistemically

valuable (the term ‘robustness’ has been used to describe situations in which

evidence from multiple methods is concordant). For example, when Hacking (1983)

asked ‘do we see through a microscope?’—asking, in other words, if we ‘observe’

real unobservable entities with the aid of instruments—to which van Fraassen and

other antirealists answer ‘no’—Hacking answered ‘yes’. One of Hacking’s

arguments was that the fact that we can observe the same microscopic entities

with multiple kinds of microscopes (optical, ultraviolet, electron…) gives us good

reason to think that such entities are real. Elsewhere I have more fully characterized

this feature of assessing evidence, and have argued that the conditions under which

such arguments are successful are more demanding than many have supposed (see,

e.g., Stegenga (2009)).12 However, it is undeniably a common practice for scientists

(and philosophers of science) to appeal to the epistemic value of concordant

evidence.

11 For discussion of such algorithms, see Sober (2007).
12 See also Weber (2005), who calls such appeals to concordant evidence ‘arguments from independent

determinations’.

J. Stegenga

123



Believability

Evidence can only provide some confirmation or disconfirmation to a hypothesis to

the extent that that evidence is believable. Evidence can be believable or not for

several reasons. Evidence is theoretically believable if and only if that the evidence

occurred can be explained by, or at least be consistent with, broadly accepted

theories. Evidence is mechanistically believable if and only if how the evidence

occurred can be explained by, or at least be consistent with, plausible or broadly

accepted mechanisms of both the target system and the method.13 A metaphysi-

cian’s example illustrates the distinction. If an astronomer reported observing a gold

sphere one mile in diameter, this would hardly be mechanistically believable, since

we have no plausible explanation for how such a sphere could have originated.

Nevertheless, a one-mile radius gold sphere is at least theoretically possible, since it

would not contradict broadly accepted physical theories or laws. On the other hand,

if an astronomer reported observing a sphere of uranium one mile in radius, this

would contradict broadly accepted and fundamental physical theories, since a one-

mile radius sphere of uranium would be far larger than the critical mass of uranium

(which is reached by a sphere of uranium of roughly 15 cm).14 If evidence is

mechanistically believable, then presumably it is also theoretically believable, since

assessments of possibility are made conditional on background theories; however,

the reverse is not true (just because evidence is theoretically believable, it does not

follow that the evidence is mechanistically believable).15 Mechanistic believability,

is, then, in a sense a stronger notion than theoretical believability.

Hill’s nine criteria for judging causal hypotheses in epidemiology, discussed

above, included ‘plausibility’—that is, if epidemiological data were plausible on

independent theoretical grounds, this was further reason to consider the data as

truth-conducive. To continue the smoking example, if we know that cigarette smoke

contains certain toxins, and similar toxins are otherwise known to cause adverse

health effects in laboratory animals, then the finding that smoking is correlated with

adverse health effects is more indicative of a true causal relationship than if there

were no independent grounds for thinking that the toxins in cigarette smoke could

possibly cause adverse health effects.

Summary

I have discussed the conditions of success which scientists appeal to when assessing

evidence. When general features of methods are assessed, the question asked is

‘‘Would any evidence from this method be truth-conducive?’’ When general

features of evidence are assessed, the question asked is ‘‘Is the evidence which was

13 Such mechanisms include, but are not limited to, mechanisms of the method (since mechanisms of the

method could be assessed under the rubric of quality). On the role of mechanisms in discovery, see

Darden and Craver (2002), Bechtel (2006), and Tabery (2009).
14 The criterion of believability is similar to Quine’s (1951) claim that one can be justified in rejecting a

certain observation if that observation strongly conflicts with one’s background theories, while in the

absence of such theories the same observation might be more plausible.
15 I am grateful to an anonymous reviewer for suggesting this point.
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actually produced truth-conducive?’’ The table below is a list of the evidential

features discussed above. I give each an abbreviation for quick reference in the

illustrations that follow.

General features of methods

(Q) Quality

(R) Relevance

(T) Transparency

General features of evidence

(P) Patterns

(C) Concordance

(B) Believability

This account of evidence—in terms of conditions of success, rather than signs of

success—has the advantage of reflecting more closely the assessment of evidence

by scientists.16 The following two cases illustrate the ubiquitous practice of

assessing evidence in terms of conditions of success rather than signs of success.

When generating, assessing, and criticizing evidence, scientists do not ask ‘‘Is

p(H|e) [ p(H)?’’ or ‘‘Is p(H|e) [ 0.5?’’, but rather ‘‘What is the (R) and (Q) of this

method, and does the evidence have features (P), (C), and (B)?’’ These features of

evidence are normative—as I have tried to briefly indicate in the last two sections,

philosophers and scientists argue for (and occasionally challenge) the importance of

each of these features as conditions for truth-conduciveness.

Illustration: material basis of heredity

Determining the material basis of heredity occupied the interest of some scientists in

the 1930s through 1950s. I will use the assessment of evidence presented in the 1944

paper by Avery, Macleod, and McCarty (hereafter AMM1944) as an illustration of

the appeal to what I have identified as conditions of success. This is a good

illustrative case, since some biologists have retrospectively called the results in

AMM1944 ‘‘the pivotal discovery of 20th-century biology’’ (Lederberg 1994), and

yet both the methodology and evidence presented in this paper were widely and

critically assessed, and as I show, such assessments were based on the features of

methods and evidence identified above ‘‘Conditions of success: evidential features’’.

First, some history.17 In 1928 Griffith published his work on the ‘transformation’

of pneumococcal types. He had injected heat-killed, virulent, ‘‘smooth’’ pneumo-

cocci and live, non-virulent, ‘‘rough’’ pneumococci into mice. The mice died, and

from their blood Griffith isolated live, virulent, ‘‘smooth’’ pneumococci. The live

bacteria had changed virulence and morphology (from non-virulent to virulent, and

16 See also Franklin (1986), Franklin (2002), and Mayo (1996) for discussions of these strategies and

others employed by scientists to minimize the risk of bias or error.
17 I describe this case in more detail in Stegenga (2011).
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from rough to smooth). Avery’s own critical assessment of Griffith’s results was

based on (Q): ‘‘For many months, Avery refused to accept the validity of this claim

[transformation] and was inclined to regard the finding as due to inadequate

experimental controls’’ (quoted in Dubos 1956). The phenomenon of transformation

was surprising, and if it was real it was possibly a kind of hereditary phenomenon.

Soon Avery’s colleagues at the Rockefeller Institute had replicated Griffith’s

results, and had isolated the substance responsible for transformation (e.g. Dawson

1928). Alloway (1933) provided an early clue to the chemical identity of the

‘‘transforming substance’’ (TS): when he added the TS to alcohol, ‘‘a thick syrupy

precipitate formed.’’ Commenting on this, Avery said that ‘‘the transforming agent

could hardly be carbohydrate, did not match very well with protein,’’ and so Avery is

reported to have ‘‘wistfully suggested that it might be a nucleic acid’’ (Hotchkiss

1965). However, it was assumed by most that the TS was a protein: proteins were

known to be highly variable, whereas nucleic acids were thought to be a repetitive

structural molecule, like collagen. This was partly the legacy of one of Avery’s

colleagues, Levene, who had proposed the tetranucleotide hypothesis for the structure

of nucleotides (Levene 1921). The structure of TS was assumed to be complex,

because the phenotypic features transferred between pneumococcal types were

complex: a complex function, it was thought, must be caused by a complex structure.

By late 1940 MacLeod and Avery were attempting to improve the isolation and

preservation of the TS, and in 1941 they had begun experiments to determine its

chemical identity.18 In February 1944 their paper was published providing evidence

that the TS was DNA. This evidence was ‘multimodal’—that is, the paper reported

evidence from multiple methods for the hypothesis of interest. A reconstruction of

the hypothesis and evidence of AMM1944 is as follows:

Hypothesis H1 the molecule which causes transformation (the TS) is DNA.

Evidence e:

method 1: chemical analysis of TS

e1: the amounts of carbon, hydrogen, nitrogen, and phosphorous were

close to the theoretical values for DNA

method 2: application of trypsin, chymotrypsin, and ribonuclease—protein and

ribonucleic acid degrading enzymes—on TS

e2: protein and ribonucleic acid degrading enzymes had no effect on TS

method 3: application of DNA-degrading enzyme on TS

e3: DNA-degrading enzyme inactivated the TS

method 4: ultraviolet absorption of TS

e4: ultraviolet absorption of TS was characteristic of DNA

method 5: electrophoretic movement of TS

e5: electrophoretic movement of TS was characteristic of DNA

method 6: molecular weight analysis of TS

e6: molecular weight of TS was characteristic of DNA

18 See e.g. MacLeod and Avery, 22 October 1940. ‘‘Laboratory Notes’’; MacLeod and Avery, 28 January

1941. ‘‘Laboratory Notes’’.
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The final sentence of the discussion in AMM1944 reads: ‘‘If the results of the

present study on the chemical nature of the transforming principle are confirmed,

then nucleic acids must be regarded as possessing biological specificity the chemical

basis of which is as yet undetermined.’’ In a letter to his brother (1943) Avery asked

‘‘Who could have guessed it?’’ Supporting H1 was surprising.

Assessments of the evidence presented in AMM1944 were based on both the

general features of methods—(Q), (R), and (T)—and the general features of

evidence—(P), (C), and (B). The main experimental concern was that the TS was

likely impure, and could have had trace amounts of protein in it which caused the

transformation. The chemical tests available at the time were not sensitive enough to

detect the presence of up to 5 % protein, and the enzymatic experiments could

conceivably have been ineffective in degrading an active protein, especially if it was

covered by structural nucleic acids. This criticism, directed at (Q), was voiced by

Mirsky, one of Avery’s colleagues, ‘‘frequently in personal conversations’’ (cited in

McCarty 1986) and later in print: ‘‘…it is not yet known which the transforming

agent is—a nucleic acid or a nucleoprotein. To claim more, would be going beyond

the experimental evidence’’ (Mirsky and Pollister 1946). But AMM1944 did not

claim more: the final paragraph of AMM1944 itself suggested that (Q) might be

problematic:

(Q) ‘‘It is, of course, possible that the biological activity of the substance

described is not an inherent property of the nucleic acid but is due to minute

amounts of some other substance.’’

The last three sentences begin with ‘‘If,’’ ‘‘Assuming…,’’ and, again, ‘‘If.’’ This

cautious rhetoric suggests that, publicly at least, Avery, MacLeod, and McCarty

were not ‘‘going beyond the experimental evidence.’’

Although the hypothesis tested in AMM1944 was specific to the chemical identity

of the TS, some considered the phenomenon of transformation as an exemplar of

heredity more generally, and thus some thought that the chemical identity of the TS

could be the material basis of hereditary phenomena more generally: the TS could

be a gene. Avery himself considered this possibility. If this were the case, then the

evidence in AMM1944 could be taken to support hypothesis H2:

Hypothesis H2: the class of molecules responsible for heredity is DNA.

Against this, critics noted that transformation had only been demonstrated in

bacteria, and it was not clear that bacteria had genes comparable to eukaryotic (non-

bacterial) organisms. Even if the TS was DNA, such criticism went, this would not

mean that H2 was true. Thus (R) was an important factor in assessing the evidence

in AMM1944 with respect to H2: the chemical identity of TS was thought irrelevant

to H2, since there was little reason to believe an auxiliary assumption (bacterial

genetics) that was necessary to relate e to H2. Commenting in retrospect, McCarty

claimed that many geneticists ‘‘did not consider the bacteria, with their simple life

cycles, presumably devoid of any element of sexual reproduction, as suitable for

genetic study’’ (McCarty 1986). Similarly, Morange (1998) put this worry as

follows: ‘‘the pneumococcus was poorly understood in terms of both its make-up

and its biochemical nature. Prior to Avery’s work, the only nucleic acid that had
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been characterized in this bacterium was RNA. The existence of genes in bacteria

was not universally accepted.’’ In short, the relevance of the evidence presented in

AMM1944 to hereditary phenomena more generally was doubted:

(R) Scientists were uncertain if e was relevant to H2 because they did not know if

bacteria had genes

Transformation was a central topic at the 1946 Cold Spring Harbor Symposium, but

the interpretations of transformation by some of those involved were non-committal.

One author wrote that the TS is ‘‘difficult if not impossible to distinguish from

viruses’’ (Anderson 1946). Another participant at this conference, when referring to

AMM1944, defined transformation as ‘‘transmission of genetic material,’’ without

mentioning the molecule responsible as either DNA or protein (Hershey 1946). Still

another referred to the TS as a ‘‘nucleoprotein’’ (Spiegelman 1946). Although the

term ‘‘nucleoprotein’’ seemed to be the most appropriate for the transforming factor,

given the concerns regarding (Q), in the two years following publication of

AMM1944 Avery’s group had become more confident in their identification of the

TS: ‘‘accumulated evidence … has established beyond reasonable doubt that the

active substance responsible for transformation is a specific nucleic acid of the

desoxyribose type.’’19 In other words, the group’s increase in confidence in H1 came

from an appeal to (C).

The sheer plausibility of the evidence was also considered. For decades it had

been assumed that proteins were the hereditary molecule (genes), given their

complex structure, and DNA was thought to be a repetitive molecule supporting the

transmission of genetic protein. DNA was considered too regular a molecule, with

no informational content to be able to provide genetic changes, whereas proteins

were known to be diverse in structure and function. It was thought that any

phenomena that resembled heredity must be due to complex molecules like protein.

That is, it was thought that H2 is false and instead H2’ was thought to be much more

plausible:

Hypothesis H2’ the class of molecules responsible for heredity is protein.

Commenting on AMM1944 in retrospect, Stanley (1970) suggested that the

evidence presented in AMM1944 was unbelievable at the time of its publication:

(B) ‘‘Perhaps of major importance was the fact that the discovery was quite

contrary to the dominant thinking of many years.’’

In the terms discussed in ‘‘Conditions of success: evidential features’’, it was

difficult to envision a mechanism in which DNA—thought to be a structurally

simple molecule—could play such a central role in functionally complex hereditary

phenomena.

The variety of methods used by Avery and his colleagues seemed to permit a

favorable assessment based on (C). However, at the time of their publication there

was no other evidence for H1 independent of their own work with which the

evidence in AMM1944 could be concordant. Moreover, all of the various kinds of

19 From McCarty et al. (1946). See also McCarty and Avery (1946a), McCarty and Avery (1946b).
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evidence presented in AMM1944 relied on the same method of isolating the TS. But

in 1952 Hershey and Chase (hereafter HC1952) provided evidence concordant with

the evidence in AMM1944 using completely different methods. They labeled

bacteriophages (viruses of bacteria) with S35 (which labeled only protein) and P32

(which labeled only DNA), and found that when the bacteriophage infected bacteria,

P32 entered the bacteria while most of the S35 remained outside the cell. Given that

viruses replicate inside the cells of hosts, and apparently only the DNA of viruses

entered the host cells, HC1952 provided independent evidence for H2.20

This point can be made more generally: in the years following the publication of

AMM1944, its context of evidential assessment shifted; (R), (P), (C), and (B) with

respect to the evidence in AMM1944 became more favorable, and consequently the

evidential assessments of AMM1944 changed, in some cases by those same people

who earlier were critics. Mirsky’s criticism of the evidence in AMM1944 was based

on (Q); his concern was that protein had contaminated the TS. But results from

experiments with DNase (DNA-degrading enzyme) after AMM1944 further

strengthened H1 (e.g. McCarty 1945). The transformation of bacillus by Boivin

provided further confirmation of H1 using a different organism (1947), and

transformation was shown on multiple genetic markers (e.g. Hotchkiss 1951)—thus,

H1 became better confirmed in virtue of a more favorable assessment of the

evidence with respect to (C). Genetic recombination in bacteria was demonstrated in

1946 by Lederberg and Tatum, thereby proving that bacteria had genes, a necessary

condition to consider the evidence in AMM1944 as a general hereditary

phenomenon. This rendered the evidence presented in AMM1944 more obviously

relevant to general hereditary phenomena—that is, (R) became more favorably

assessed. Chargaff challenged Levene’s tetranucleotide hypothesis by showing

phylogenetic differences in base composition and demonstrating A:T and C:G

ratios, making it at least conceivable that DNA could have the complexity necessary

for the molecule causally responsible for heredity (1950, 1951)—this rendered the

evidence more favorable with respect to (B).

After these developments, the evidence in AMM1944 could be assessed in light

of other evidence generated with a variety of methods, showing consistent patterns

of results, and based on new considerations of relevance and believability (bacterial

genetics, DNA composition): assessment of the AMM1944 evidence in terms of

conditions of success (R), (P), (C) and (B) had changed. Consequently, the overall

assessment of H2 itself changed. Mirsky himself, once the strongest critic of

AMM1944, exemplified this change: ‘‘that intact nucleic acids have a high degree of

specificity in biological systems is evident both from the role of DNA in bacterial

transformation (Avery et al. 1944)…’’ (Mirsky et al. 1956). In an even more striking

20 However, the primary methodological criticism that was directed at AMM1944 could have been

directed at HC1952: the potential for protein contamination in the portion of the virus that entered the cell

in Hershey and Chase’s experiments was as great as the potential for protein contamination in Avery’s

TS. Such criticisms against HC1952 were not as pronounced as they were against AMM1944—the

evidence in HC1952 was rapidly accepted, and Hershey went on to win a Nobel Prize. At least one way to

understand this is that given AMM1944, scientists could then assess HC1952 favorably by (C). And

conversely, once the evidence in HC1952 was available, the evidence in AMM1944 could also be

reconsidered on the grounds of (C).
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change of retrospective assessment, Mirsky (1968) wrote ‘‘25 years ago [that is, in

1943], [DNA] was conclusively shown to be the genetic material.’’ It is foremost the

evidence in AMM1944 that Mirsky re-evaluated; because of this re-evaluation of e

in light of re-evaluations of (R), (P), (C), and (B), Mirsky came to accept not only

H1, but more importantly, he claimed that H2 had been ‘‘conclusively shown’’.

Conclusively, perhaps, but only in hindsight and a context in which (R), (P), (C),

and (B) had changed.

One of the strongest retrospective supporters of AMM1944, Joshua Lederberg,

also changed his assessment of AMM1944 after (R), (P), (C), and (B) had changed.

Lederberg used cautious rhetoric when discussing Avery’s work in the mid-1950s;

he claimed that the TS is only ‘‘intimately connected with the stuff of heredity’’

(1956)—intimately, perhaps structurally, but not necessarily causally or function-

ally connected. Until transformation studies were ‘‘broadened about 1951 with

experiments on drug resistance and other markers, a variety of opinions were

forwarded’’ regarding the TS. Lederberg warned the reader to take note of the valid

criticisms, by Mirsky and others, against over-interpreting transformation studies: e

should only be construed as weak evidence for H1. But in Lederberg’s Nobel speech

(1958) he claimed that ‘‘by 1943, Avery and his colleagues had shown that this

inherited trait was transmitted from one pneumococcal strain to another by DNA.

The general transmission of other traits by the same mechanism can only mean that

DNA comprises the genes.’’ Thus by 1958, in the prestigious forum of his Nobel

speech, Lederberg was retrospectively claiming that the evidence in AMM1944
supported not only H1 but also the stronger H2.

In sum, when assessing the evidence presented in AMM1944, both positively and

negatively, scientists appealed to general features of evidence (P), (C), and (B), and

general features of methods (Q) and (R).

Illustration: water memory

That the conditions of success are appealed to when assessing evidence is apparent

when considering cases of extreme criticism. Evidence may be criticized on the

grounds of (P), (C), and (B), and when evidence suggests something truly

surprising, the evidence can be (and often is) criticized on the grounds of (Q) or (R).

The following example is, like the case described above, a good illustration, since

the phenomenon under investigation was inexplicable according to paradigmatic

physical chemistry, and the evidence was widely and critically assessed.

When human basophils (white blood cells involved in immune defense) are

exposed to a certain antibody (anti-IgE antibodies), they become ‘‘degranulated’’

(due to a physiological response the cells look differently under a microscope). In

1988 Nature published a now infamous paper from a research group led by the well-

known French immunologist Jacques Benveniste, demonstrating that such degran-

ulation occurs after anti-IgE is diluted by a factor of 10120 in water (Davenas et al.

1988). At this dilution no antibody remains in the solution. Benveniste coined the

term ‘water memory’ to explain this phenomenon:
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Hypothesis Hw water can retain a ‘memory’ of molecules dissolved to near

infinite dilution.

Evidence:

method: degranulation of basophils by solutions of high dilution anti-IgE

e: degranulation occurs by anti-IgE diluted up to a factor of 10120 in

water

Hw, if true, would provide theoretical support to homeopathy, since it is a common

practice in homeopathy to treat patients with extreme dilutions of substances, under

the assumption that the solute retains a memory of the substance which can

stimulate one’s immune system. (R) was directly invoked, by both critics and

defenders of homeopathy, because the evidence presented in this paper was relevant

to general homeopathic theory. An article in the magazine Newsweek, for instance,

was titled ‘‘Can Water Remember? Homeopathy Finds Scientific Support.’’

Defenders of homeopathy took e to be relevant to homeopathy and thereby

concluded that homeopathic theory had received some degree of confirmation from

this evidence; skeptics of homeopathy took e to be relevant to homeopathy and,

conversely, concluded that since homeopathic theory could not possibly be

confirmed by any evidence there must have been a problem with this particular

evidence.

The paper was accompanied by an editorial written by Maddox et al. (1988), then

editor of Nature, titled ‘‘When to believe the unbelievable’’, in which Maddox made

the following remarks that relate to (P), (C), and (B) respectively:

(P) ‘‘there is a surprising rhythmic fluctuation in the activity of the solution’’

(C) ‘‘there is no evidence of any other kind to suggest that such behaviour may be

within the bounds of possibility … when told … that the experiments should

be repeated at an independent laboratory, he [Benveniste] arranged for this to

be done’’

(B) ‘‘there is no physical basis for such an activity’’; the findings ‘‘are startling not

merely because they point to a novel phenomenon, but because they strike at

the roots of two centuries of observation and rationalization of physical

phenomenon’’

Commenting later, the deputy editor of Nature, Peter Newmark, claimed:

(Q) ‘‘our referees could not see what the flaw was’’

Prior to publishing the paper, Maddox had requested independent replications of the

results from Benveniste, and Benveniste had complied: other laboratories from

around the world had confirmed his results. In short, Maddox’s accompanying

editorial focused on (P), (C), and (B).

Nature’s readers were critical of the methodology: for them (Q) was an important

factor. One letter to Nature wrote that:
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(Q) ‘‘an important control experiment has been overlooked […] one might wonder

to what extent this observation can be accounted for by contaminating’’

(Lasters and Bardiaux 1988)

Another reiterated this concern:

(Q) ‘‘I am puzzled by the fact that there has been no control of impurities’’

(Danchin 1988)

The variability of the data itself—that is, a type of pattern or absence of patterns—

was noted:

(P) ‘‘one obvious flaw can be seen when looking at the standard errors …’’ (Fierz

1988)

One letter writer resorted to ridicule: ‘‘the paper demonstrating that dilutions of anti-

IgE must be vortexed rather than stirred in order to retain an imprint of the antibody

on the solvent elucidates another long-standing question: how James Bond could

distinguish Martinis that had been shaken or stirred’’ (Nisonoff 1988).

Subsequent research has been mixed. Some attempts at replicating similar

protocols to the Benveniste lab have succeeded and others have failed. Recently a

paper showed that ‘‘liquid water essentially loses the memory of persistent

correlations in its structure’’ within 50 femtoseconds (50 millionths of a

nanosecond) (Cowan et al. 2005). Thus subsequent research has allowed critiques

of e to appeal to (C) and (B).

The paper had been published under the agreement that a team put together by

Nature could visit the lab. The three-person team included a science journalist and a

famous magician (both known as debunkers of fringe scientific claims), in addition

to Maddox himself. There was no professional biologist or immunologist in their

group (Maddox was a physicist). Their report (1988) criticized the evidence from

Benveniste’s lab by focusing on (Q):21

(Q) ‘‘our investigation concentrated exclusively on the experimental system’’

(Q) ‘‘the extensive series of experiments … are statistically ill-controlled, from

which no substantial effort has been made to exclude systematic error,

including observer bias’’

(Q) ‘‘the design of the experiments … is inadequate’’

(Q) ‘‘the experimental data have been uncritically assessed’’

Maddox noted that in the lab’s original protocol the experimenters knew which test

tubes contained antibody and which test tubes were the controls containing no

antibody. Similarly, in a later interview, Maddox claimed:

(Q) ‘‘what we found was that his whole team was playing a trick on itself; they

very rarely made these measurements blind’’

21 Fraud would be an extreme type of criticism based on (Q). The Nature team was less than subtle in

such a suggestion: ‘‘we were dismayed to learn that the salaries of two of Dr Benveniste’s coauthors of

the published article are paid for under a contract between INSERM 200 and the French company Boiron

et Cie., a supplier of pharmaceuticals and homeopathic medicines, as were our hotel bills.’’ Industry

funding of scientific research is, of course, ubiquitous, as Maddox must have been aware.
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Thus Maddox speculated that e could be explained by observer bias (though this

itself would need explanation, since the hypothesis that the experimenters

influenced basophil degranulation is, like Hw, fanciful).22 The report also criticized

the findings based on an unfavorable assessment of (C):

(C) ‘‘interpretation [by Benveniste’s group] has been clouded by the exclusion of

measurements in conflict with the claim’’

(C) ‘‘the phenomenon described is not reproducible’’

By this point in the controversy, Maddox seemed to avoid assessing e on the

grounds of (B) and (R), though he had clearly done so before. Benveniste had been

comparing himself to Galileo, claiming that his scientific results were being unfairly

persecuted in virtue of their inconsistency with widely accepted physical laws—in

other words, Benveniste had been claiming that his evidence was unfairly assessed

on the grounds of (B). It is possible that Maddox wanted to mitigate this kind of

rejoinder by sustaining his criticism on the grounds of (Q) and (C). In any case, the

report concluded ‘‘that there is no substantial basis for the claim that antiIgE at high

dilution (by factors as great as 10120) retains its biological effectiveness.’’ That is, e

is false and so Hw is not justified.

Predicting methodological criticism, in the original paper the authors affirmed

that their evidence was ‘‘established under stringent experimental conditions, such

as blind double-coded procedures involving six laboratories from four countries.’’

Benveniste’s subsequent defense against the charges of the Nature team was also

based on (Q) (1988)—he claimed that the Nature visit was ‘‘a mockery of scientific

inquiry’’ and that ‘‘the judgment is based on one dilution tested on two bloods in

awful technical and psychological conditions.’’ As discussed above, (Q) is not

straightforward to assess. In a subsequent interview Benveniste complained about

the stressful conditions of the visit by the Nature team, and he claimed that his

original experiments were not replicated properly, given the lack of collegiality

during the Nature visit.

In sum, the evidence presented in the infamous paper by Benveniste and his

colleagues was assessed by features of evidence (P), (C), and (B), and by features of

methods (Q) and (R).

Discussion

The signs of success tradition describes what one achieves once one has reliable

evidence, whereas the conditions of success tradition describes the normative

22 A retrospective comment by one of Benveniste’s co-authors on the original paper, Francis Beauvais,

lends some support to this methodological concern. He claimed that unblinded experiments usually

showed a positive effect, but ‘‘the results of blinded samples were almost always at random and did not fit

the expected results: some ‘controls’ were active and some ‘active’ samples were without effect on the

biological system’’ (Beauvais 2008).

J. Stegenga

123



strategies scientists use to generate reliable evidence.23 The conditions under which

something is considered good evidence have been often discussed by both

philosophers and scientists, but this tradition of theorizing about evidence has often

lacked the aim of generality of scope that the signs of success traditions has had. In

epidemiology, for instance, some claim that evidence from randomized controlled

trials (RCTs) is superior to evidence from case–control studies, while others dispute

this claim. Some suggest that computer simulations can provide evidence for a

hypothesis, while others dispute this. Many have claimed that concordant

multimodal evidence is epistemically valuable. And so on. In this paper I have

attempted to gather such considerations under the umbrella I am calling ‘‘conditions

of success’’. Although the set of features I have identified is likely incomplete, they

are primary considerations when assessing evidence, as illustrated by the two cases

discussed above.24 I have highlighted both the plurality of the conditions of success

and the complexity of assessing each of the individual conditions.

General features of methods include quality, relevance, and transparency, and

general features of evidence include concordance, patterns, and believability. This

account of evidence is meant to be in terms which are both general and based on

conditions of success, rather than most previous philosophical accounts which are in

terms which are highly particular or based on signs of success.

One might note that my list of desiderata for assessing evidence is akin to lists of

desiderata that bear on the assessment of theories. Such features are sometimes

called ‘epistemic virtues’ or ‘epistemic values’. For instance, Hempel gave the

following criteria of theory assessment: simplicity, support by more general

theories, prediction of novel phenomena, and plausibility with respect to

background knowledge (1966). Kuhn’s notorious criteria were accuracy, consis-

tency, scope, simplicity, and fruitfulness (1977). Van Fraassen includes elegance,

simplicity, completeness, unifying power, and explanatory power, and urges that

these are merely ‘pragmatic’ rather than truth-conducive (1980). Lycan lists

simplicity, testability, fertility, neatness, conservativeness, and generality (1998).

Longino (1994) provides a list of ‘feminist theoretical virtues’, which include

ontological heterogeneity, mutuality of interaction, applicability to human needs,

accessibility of ideas, and novelty (see also Wylie 1995). The focus of these

desiderata is on theory choice. My focus is, instead, on the assessment of the

evidence itself. What distinguishes the desiderata presented here is that past lists of

epistemic virtues were comprised of features of theories rather than features of

evidence or of methods. Prior to the appeal to epistemic virtues to aid in theory

23 The contrast between the two traditions of accounts of evidence that I have called signs of success
tradition and the conditions of success is similar to Musgrave’s contrast between what he calls logical

accounts of confirmation and historical accounts of confirmation (1974), and is also similar to Mayo’s

contrast between what she calls evidential-relationship accounts of inference and testing accounts of

inference (1996). See also Love (forthcoming) for a discussion of formal versus material theories of

scientific inference.
24 For an account of the assessment of evidence in molecular biology which places emphasis on the role

of theory and model building rather than on features of methods and of evidence, see Schindler (2008).

Similarly, Weber (2002) presents an excellent discussion of a case from biochemistry in which

incommensurability of theories was overcome empirically. On the other hand, the features of evidence

discussed here may be more prominent in exploratory experimentation (see Elliott 2007).
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choice, I have argued that multiple evidential features must be appealed to when

assessing evidence.

The signs of success tradition and the conditions of success tradition are not

necessarily at odds with each other, since they describe different aspects of

evidence: the signs of success tradition describes what is achieved once one has

reliable evidence, whereas the conditions of success tradition describes methods of

generating and identifying reliable evidence. However, characterization of evidence

in terms of the conditions of success has the virtue of accurately describing those

aspects of evidence which appear to matter to scientists. I have emphasized the

normative aspects of the conditions of success; that is, I have discussed why these

features are conditions of success. Scientists appeal to such conditions because,

when these conditions are met, evidence is thought to be more truth-conducive.

Although I have quickly sketched some ways in which some have argued for the

importance of the conditions of success, showing precisely that, and how, the

conditions of success are in fact truth-conducive cannot adequately be done here.

This must wait for future work.
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