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Abstract. Considerations of dynamic inconsistency have figured prominently in debates 
over the rationality of preferences that violate the separability conditions characteristic 
of expected utility theory. These debates have mostly focused on risk- and ambiguity 
averse preferences, but analogous considerations apply to preferences for fairness. We 
revisit these debates in the context of a specific hypothesis regarding the violations of 
separability by such preferences, namely that they are potentially both explained and 
rationalised by attitudes to the chances of goods that motivate a preference for equality 
in the distribution of chances across people and possible events. Our main aim is to 
argue that, first, when these violations of static separability are motivated by such 
attitudes to chances, then they need not result in dynamically inconsistent behaviour. 
Second, and more generally, considerations of dynamic consistency do not, we argue, 
undermine the rationality of such attitudes towards the distribution of chances, despite 
the fact that such attitudes give rise to violations of the static separability assumptions 
of expected utility theory.  
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1. Introduc2on 

Considerations of dynamic inconsistency have figured prominently in debates over the 

rationality of preferences, or associated patterns of behaviour, that are in violation of one or 

other of the (static) separability conditions characteristic of expected utility theory, such as 

von Neumann and Morgenstern’s (1944) Independence axiom and Savage’s (1954) Sure-

thing principle. Early versions of these discussions were focused on the (separability-

violating) forms of risk aversion exhibited in the famous Allais paradox and specifically on 

the question of whether or not such risk averse preferences were shown by their 

implications for sequential choice to be irrational (see inter alia Hammond 1986, 1988, 

1989, Cubitt 1996, Machina 1989, McClennen 1990, Gauthier 1997, Buchak 2014). More 

recently, similar considerations have featured in the debate over the rationality of 
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preferences commonly observed in the Ellsberg paradox (Sinascalchi 2009, 2011, Epstein 

and Le Breton 1993, Hill 2020) and specifically to support the charge that ambiguity aversion 

is irrational (Al Najar and Weinstein 2009, Fleurbaey 2018). Less frequently discussed, but 

equally significant, are the preferences for fairness exhibited in a famous example from 

Peter Diamond (1967) and which imply a violation of the very widely endorsed weak 

separability condition of State Dominance, and which have similar implications for 

sequential choice.  

In this paper we revisit these debates in the context of a specific hypothesis regarding the 

violations of separability observed in these famous cases, namely that they are potentially 

both explained and rationalised by agents’ valuing intrinsically, as well as instrumentally, the 

chances of the various possibilities involved, in a way that results in chances across different 

individuals and possible events having decreasing marginal value. (By the chance of an 

outcome we mean its objective probability of realisation and not the agent’s subjective 

degree of belief in it.) The focus will be on the argument that (a) violations of (static) 

separability must lead to dynamically inconsistent choices and/or a range of attendant 

forms of putatively irrational behaviour, including an aversion to information and a 

sensitivity to the timing of the resolution of uncertainty; and that (b) these consequences 

strongly support the claim that the attitudes leading to these violations (ambiguity-, 

unfairness- and risk-aversion) are irrational. Our main aim is to argue that these claims are 

false when the violations of static separability in question are motivated by certain kinds of 

attitudes to the chances of good or bad outcomes. In doing so we draw on existing results of 

a more general kind, but display their significance for when these motivations are in play. 

Let’s begin by giving a somewhat informal version of the kind of argument that is the object 

our attention, starting with a statement of a canonical version of the requirement of static 

separability characteristic of expected utility theory. We will throughout work with what we 

think is the simplest separability condition that is required for our purposes, Event 

Dominance, which implies the aforementioned Sure-thing principle.1 Informally put, Event 

 
1 In fact, the two are equivalent in the presence of Savage’s (1954) principles P1 and P3. The Sure-thing 
principle is also conceptually very close to the aforementioned Independence axiom; the main diHerence 
between them is that the former is formulated in a framework without probabilities (used to model choice 
under “uncertainty”) whereas the latter is formulated in a framework where probabilities are given (used 
to model choice under “risk”).  
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Dominance says that for any acts (i.e., choice-alternatives) 𝑓 and 𝑔, if for any possible event 

E, 𝑓 is weakly preferred to 𝑔, then 𝑓 is weakly preferred to 𝑔 overall; if, in addition, for some 

possible event E’, 𝑓 is strictly preferred to 𝑔, then 𝑓 is strictly preferred to 𝑔 overall. By 

implication, if for any possible event E, one is indifferent between 𝑓 and 𝑔, then one is 

indifferent between 𝑓 and 𝑔 overall. Event Dominance implies that how two alternatives 

compare in one event can be determined separately from how they compare in other 

events. But, as we shall see, this requirement is inconsistent with some common attitudes 

to ambiguity, fairness, and risk.  

To study the implications of violations of Event Dominance we turn to sequential decision 

problems in which the agent must choose a plan for making choices at later times, after the 

resolution of some uncertainty. Such problems are represented by directed graphs (called 

‘trees’), of the kind exhibited in Figure 1, in which each square ‘choice’ node represents a 

moment of choice and the edges from them the actions that can be taken at that time, and 

each circular ‘chance’ node represents a moment at which some uncertainty is resolved and 

the edges from it the information that is thereby received. A plan is simply a tree with a 

single edge from each choice node. For instance, in Figure 1, four such plans are available: 

to choose 𝑓if E is the case and also if E is not the case; to choose 𝑓if E is the case but 

otherwise choose 𝑔; to choose 𝑔 if E is the case and also if E is not the case; and to choose 𝑔 

if E is the case but otherwise choose 𝑓. 

 

Figure 1: Event Dominance and Sequential Choice 
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Two assumptions are crucial to the argument that preferences in violation of separability 

lead to dynamic inconsistency. The first is Consequentialism: in essence the principle that 

the choice made at any moment depends only on what could occur later. From this it 

follows that an agent should make the same choice at nodes rooting the same subtrees, 

irrespective of the larger tree that they might be embedded in.2 The second assumption of 

Reduction requires preferences over plans to match preferences over the static (or reduced) 

acts that they correspond to, where the static act corresponding to a plan is the one which 

yields for each of the possible complete resolutions of uncertainty just the consequence 

yielded by the plan under that resolution. Finally, for an agent to be dynamically consistent 

(in a decision problem) it must be the case that at each choice node (in that problem) she 

implements the plan she chose ex ante (at the first choice node). 

Suppose that, in violation of Event Dominance, a person (strictly) prefers 𝑓 to 𝑔 in both 

events E and ¬E, but nevertheless (strictly) prefers 𝑔 to 𝑓 overall. By Reduction and given 

the preference for 𝑔 over 𝑓, the person should, ex ante—that is, before arriving at the 

chance node3 and thus before knowing whether E is true or false—prefer to ‘go down’ at 

both choice nodes in Figure 1. However, by Consequentialism and given the preference for 

𝑓 to 𝑔 in both events E and ¬E, she should, ex post—that is, after learning whether E is true 

or false—prefer to ‘go up’ at both choice nodes. Therefore, satisfaction of Consequentialism 

means that there is no choice node where the person implements the plan she should, by 

Reduction, choose ex ante. In other words, if she satisfies both Consequentialism and 

Reduction then she is dynamically inconsistent. (We take for granted here, as is standard in 

the literature, that the agent’s preferences determine her choices, so that the preferences 

we speak of are those revealed in choice.4) 

Dynamic inconsistency arises here if the agent chooses myopically, at each moment of time, 

the course of action perceived as best at that moment. As is well documented in the 

literature, dynamic inconsistency can be avoided by agents who choose in a different way 

(see, e.g., the discussion in Strotz 1955 and McClennen 1990). Sophisticated agents do so by 

 
2 Consequentialism is sometimes termed dynamic separability because of this implication. 
3 In an eHort to keep the discussion as simplified as possible to begin with, we do not in Figure 1 explicitly 
model the path prior to the chance node (although we will have reason to do so later, in Figures 2 and 3). 
4 In this regard our treatment diHers from Sinascalchi (2011)’s. He takes dynamic consistency to be a 
property of preferences while treating sophistication as a property of choices, which means that he can 
allow that a sophisticated agent be dynamically inconsistent. 
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evaluating plans at each moment of time in the light of what they know about the choices 

they will make in the future, treating these anticipated future choices as constraints on their 

current ones. A sophisticated consequentialist brings their current choices into line with 

what they expected to choose later. For instance, the person considered in the last 

paragraph would, as a sophisticated consequentialist, even ex ante, choose to go up at both 

choice nodes. In contrast, the resolute agent makes their choices at each (later) moment in 

time in line with plans adopted ex ante. The person considered in the last paragraph would, 

as a resolute chooser, even ex post, choose to go down at both choice nodes. This amounts 

to committing to a course of action right at the beginning and sticking to the it thereafter. 

A general justification of violations of static separability must be calibrated to the view of 

what kind of agency is rational. If myopia is, then dynamic consistency must be rejected and 

if resoluteness is, then Consequentialism must be. Most decision theorists however consider 

rationality to require sophistication and specifically the choice of plans recommended by 

backward induction. A sophisticated agent justifiably violates static separability only if either 

Reduction or Consequentialism fails. The main argument of our paper is that there are 

permissible ways of valuing chances and their distribution that justify violating both 

Reduction and Consequentialism in the right kind of circumstance.  

We proceed as follows. In section 2, we present the (static) choice problems that figure in 

Diamond’s and Ellsberg’s thought experiments and show how a hypothesis regarding how 

agents value chances, and hence their distributions across persons and states of the world, 

explains the separability-violating patterns of preferences Diamond and Ellsberg predict 

and/or defend. In section 3, we study a sequential decision problem corresponding to 

Diamond’s thought experiment and show how an agent with these attitudes to chances can 

avoid dynamic inconsistency. In section 4 we do the same for a sequential version of 

Ellsberg’s three-colour paradox. Finally in section 5, we compare our findings about the 

Diamond and Ellsberg preferences to the dynamic implications of the risk- (or regret) averse 

preferences observed in Allais’ paradox. We conclude that considerations of dynamic 

consistency do not militate against the rationality of the postulated attitudes towards 

chances of goods, despite the fact that they can motivate violations of the static separability 

assumptions of expected utility theory.  
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2. A5tudes to Chances 

The chances of benefit or cost associated with our actions, being objective features of our 

decision situation, are legitimate objects of both epistemic and practical concerns, including 

distributional ones. Such concerns regarding the distribution of chances, respectively across 

people and states of the world, can explain and rationalise the patterns of preferences 

exhibited in the famous thoughts experiments of Diamond and Ellsberg. Since these 

preferences are in violation, respectively, of the conditions of State- and Event Dominance, 

these concerns, if legitimate, refute the claim that rationality requires adherence to these 

conditions. Or so we claim; our aim now is to vindicate it. 

 

2.1 Chances and Diamond Fairness  

Let’s begin with a case described by Peter Diamond. Suppose an (impartial) social decision 

maker must decide between giving a good to Robbie, giving it to Bobbie, or tossing a fair 

coin to decide who should get it. Many people would say that the last of these options is to 

be preferred to the other two because it is fairer in one respect: unlike the other two, it 

gives both Bobbie and Robbie a chance of securing the good (indeed an equal chance). 

Diamond took his example to serve as a refutation of Harsanyi’s (1955) Utilitarianism which 

entails that all three options are equally preferable. Indeed, the example presents a 

challenge for any theory of choice that satisfies the widely endorsed condition of State 

Dominance (an implication of Event Dominance), which requires that two options are 

equally preferrable if they result in equally preferable outcomes in any state of the world.5  

To see this consider Tables 1 (a) and (b) below which respectively exhibit the final outcomes 

and the distributions of chances of outcomes associated with the three options, labelled for 

obvious reasons as Unfair R, Unfair B and Fair. In Table 1(a) an ordered pair (𝑥, 𝑦) denotes 

an outcome in which Robbie receives 𝑥 units of the good and Bobbie 𝑦 units; while in Table 

1(b) such an ordered pair indicates that Robbie has a chance of 𝑥 of receiving a unit of the 

good and Bobbie a chance 𝑦. 

 
5 State Dominance can thus be understood as a restricted version of Event Dominance, i.e., one that 
holds only when the ‘events’ are maximally specific, in the sense that they contain only one state. 
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Table 1(a): Diamond Fairness (Outcomes)  Table 1(b): Diamond Fairness (Chances) 
 

Heads Tails   Heads Tails 

Unfair B (0,1) (0,1)  Unfair B (0,1) (0,1) 

Unfair R (1,0) (1,0)  Unfair R (1,0) (1,0) 

Fair (0,1) (1,0)  Fair (
1
2 ,
1
2) (

1
2 ,
1
2) 

 

If we focus on Table 1 (a) then the following argument presents itself. Suppose that you are 

indifferent as to whether Robbie or Bobbie has the good (i.e., between (1, 0) and (0, 1)) 

perhaps because it benefits them equally and they are equally deserving recipients in all 

other respects as well. Then you are indifferent between the outcomes of all three options 

in case the coin lands heads and in case the coins lands tails. So, by State Dominance (and, 

by implication, Event Dominance) you should be indifferent overall between all three 

options.  

The problem with this argument is immediately apparent when we shift attention to Table 

1(b), where the symmetry between the three options is broken. For it does not follow from 

the fact that you are indifferent between Robbie and Bobbie receiving the good that you are 

indifferent between various possible distributions of the chances of them doing so. On the 

contrary, if they cannot both get the good and dividing between them is not an option, then 

giving them an equal chance of receiving it is a natural way of ensuring impartiality in your 

treatment of them. The preference for fairness exhibited in Diamond’s example – and which 

we will occasionally refer to as the ‘Diamond preference’ – is thus nothing more than a 

preference, ceteris paribus, for equality in the distribution of chances. Such a preference is 

not rationally required of course; our point is simply that it is rationally permissible.  

Such a preference for equality in the distribution of chances is inexplicable if the value of a 

half-chance of the good is half the value of getting the good for sure. Its explanation thus 

requires that the value of the chances of a goods not (always) be a linear function of the 

chance itself; for short, that chances can be valued non-linearly. We suggest, specifically, 

that a half-chance of the good is, for Robbie and Bobbie, more than half as valuable as the 
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good itself and, more generally, that the chances of many goods have diminishing marginal 

value (Stefánsson and Bradley 2015). This hypothesis, if true, rationalises the preference for 

Fair over both Unfair R and Unfair B.  

Whether the possibility that chances have diminishing marginal values should be 

accommodated by abandoning State Dominance or by refining the description of outcomes 

so that they include the chances with which they obtain is not a question that we need to 

settle here. Of more immediate interest is that an analogous concern for equality in the 

distribution of the chances, explicable in terms of the same hypothesis, is manifest in the 

apparently unrelated thought experiment of Daniel Ellsberg (1961), something to which we 

now turn.  

 

2.2 Chances and Ambiguity  

Suppose that ten black and ten red balls have been distributed between two urns, so that 

there are ten balls in each but with proportions of black and red balls unknown to you. One 

of the urns will be selected on the basis of the toss of a fair coin and a ball drawn at random 

from the selected urn. You may either bet on the ball being black, bet on it being red or bet 

on red if the coin lands heads and black if the coin lands tails. Your decision problem is 

represented in Table 2(a) below in which the alternatives Ambiguous B, Ambiguous R and 

Risky correspond to the three just described and the outcome pairs (𝑥, 1 − 𝑥)	correspond 

to the quantity (either 0 or 1) of the good you receive (i.e., the prize you win for betting on 

the correct ball) in case the drawn ball is red (𝑥) or black (1 − 𝑥).6  

 

Table 2(a): Ellsberg’s Two-Colour Paradox (Quantities) 
 

   Heads   Tails 

Ambiguous B (0,1) (0,1) 

Ambiguous R (1,0) (1,0) 

 
6 Readers more familiar with the conventional presentation of ambiguity aversion via Ellsberg’s three-
colour paradox may be slightly confused by this way of doing so. The three-colour paradox is presented in 
section 4, by which point the connection between the two should be clear. 
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Risky (1,0) (0,1) 

 

Since nothing distinguishes Ambiguous B from Ambiguous R, it would not be unreasonable 

for you to be indifferent between them. But since this is so irrespective of whether the coin 

lands heads or tails, Event Dominance then requires that you are indifferent between both 

and Risky. That is, in the event of Heads you are indifferent between the two possible 

outcomes of the three alternatives, (1,0)	and	(0,1), and the same is true in the event of 

Tails; so, by Event Dominance, you should be indifferent between the three alternatives. But 

many think that you do have reason to prefer Risky to the others. Since you have no 

information about the proportion of black balls in the selected urn, both Ambiguous B and 

Ambiguous R amount to bets on maximally ambiguous possibilities (i.e., possibilities where 

you are as uncertain as you can be about the relevant chances). Not so for Risky however. 

For suppose that 𝑧 black balls went into the urn selected when the coin lands heads and 1 −

𝑧 into the other. Then you have a 50% chance of having a chance 𝑧/10 of winning the bet 

and a 50% chance of having a (1 − 𝑧)/10 chance of winning it. So your chance of winning is 

exactly one half, independently of 𝑧. Hence choosing Risky is equivalent to a bet on the 

draw of a black ball (or on a red one) from an urn containing 50% black balls and 50% red.  

The difference is evident if we represent, as in Table 2(b) below, the three alternatives in 

terms of the range of chances [𝑥, 1 − 𝑥] of winning the good, in the event of the coin 

landing Heads or Tails, induced by each, with 𝑥 being the chance of winning when all 𝑧 balls 

are red and 1 − 𝑥	the chance when all 𝑧 are black. 

 

Table 2(b): Ellsberg’s Two-Colour Paradox (Chances) 
 

Heads Tails 

Ambiguous B [0,1] [0,1] 

Ambiguous R [1,0] [1,0] 

Risky [
1
2 ,
1
2] [

1
2 ,
1
2] 
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A common and natural rationalisation of the ‘Ellsberg preference’ for Risky over the other 

two alternatives, is that there is a value in knowing what chances one faces. And certainty 

about one’s chances of winning the good is indeed secured by the choice of Risky over both 

Ambiguous B and Ambiguous R because the former yields a chance of one-half of winning 

whereas the latter two leave one with chances of winning that could lie anywhere between 

zero and one. Now a preference for certainty is something that is predicted by the 

hypothesis of the diminishing marginal value of chances. For it follows from it that a half-

chance of winning the prize is more than half as valuable as winning the prize for sure, and 

more generally that more equal distributions of the chances have greater value than less 

equal ones.  It is this property of attitudes to chances of chances that, we suggest, 

rationalises the observed preference for Risky over both Ambiguous R and Ambiguous B 

(Bradley 2016).   

 

2.3 Attitudes to the resolution of uncertainty 

Both Diamond’s and Ellsberg’s thought experiments reveal something general about 

attitudes to chances, namely that the separability-violating patterns of preferences or 

choices identified in these thought experiments are both explicable and rationalizable in 

terms of a desire to smooth or equalise the chances of obtaining a good across people or 

states of the world. Behaviourally this is manifested in a strict preference for randomisation 

between alternative acts or plans; more precisely, by a strict preference for an act or plan 

that amounts to the use of a randomising device to select between two equally-preferred 

acts or plans over either of these equally preferred acts or plans. For a smoother 

distribution of the chances is precisely what is achieved by use of such devices (as we saw 

above).  

An agent who has such preferences for randomisation will also display, in the right 

circumstances, both an aversion to information and preferences regarding the timing of the 

resolution of uncertainty. Consider for example someone with a strict preference for 

fairness of the kind identified by Diamond who seeks to use the toss of a coin to determine 

which of two persons should receive a good. If this choice is to serve the purpose of securing 

fairness, then the decision maker should seek to avoid knowing the outcome of the toss 
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prior to settling on who gets the good in the event of it landing heads and who gets it if it 

lands tails. They should, in other words, be averse to learning the outcome of the coin toss 

at that point in time.7 Likewise, they should strictly prefer to have the opportunity to  

distribute the good to the two individuals as a function of how the coin lands, before the 

uncertainty as to whether it lands heads or tails is resolved, to having that opportunity after 

the uncertainty is resolved. (This amounts to a preference between what Eichberger and 

Kelsey 2016 call ex ante and ex post randomisation.) 

The same applies to someone with the Ellsberg (ambiguity averse) preferences, a point 

made by Sinascalchi (2009, 2011). Since a coin toss can be used, as demonstrated in the 

previous section, to fix the chances the decision maker faces, it follows immediately that 

someone with a preference for certainty about the chances they face will be averse to 

learning the outcome of the coin toss that secures such certainty. Equally they will prefer to 

have the opportunity of making a bet on the colour of the ball drawn from the urn prior to 

the resolution of the uncertainty as to which urn the draw will be from to having it 

afterwards. (Crucially, in the two-colour problem, the information on offer regarding how 

the coin lands does not enable the agent to make a better choice by making her beliefs 

about the chances she faces more accurate. As we shall see below, this is different in the 

three-colour Ellsberg paradox.) 

To summarise the argument so far: information aversion and preferences regarding the 

resolution of uncertainty are to be expected under suitable conditions from someone with 

certain attitudes to the distribution of chances of goods; in particular, those that arise from 

assigning diminishing marginal value to these chances. If such attitudes are rationally 

permissible, as we have argued, then so too are these behavioural manifestations of it and 

to take them as an argument against ambiguity or unfairness aversion is simply to beg the 

question. 

 

 

 
7 Sinascalchi (2011) correctly notes that ‘information aversion’ is a misleading term for this phenomenon 
which involves no dislike for information per se, but rather a disposition to avoid acquiring it when so-
doing interferes with the achievement of the agent’s goal – in this case, the smoothing of the distribution 
of chances. 
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3. Fairness and Dynamic Consistency 

In view of the violation of Event Dominance that it entails, it is to be expected that a 

preference for fairness of the kind identified by Diamond’s example will open up the 

possibility of dynamically inconsistent behaviour. That this is indeed the case can be 

demonstrated by a three-person Diamond example, analogous to the three-colour Ellsberg 

one, that is discussed below. Table 3 below represents such a static decision problem in 

which you must choose between giving the good to person R (Unfair) or, at a small cost 𝜀 

(borne by the person receiving the good), tossing a coin to decide whether person B or 

person G receives it (Fair), with table (a) displaying the final outcomes for each of the three 

persons in terms of quantity of the good received in each of the two possible states of the 

world (Heads and Tails) and table (b) displaying the chances of obtaining the good conferred 

on the three persons in these states. In (a) an ordered triple (𝑥, 𝑦, 𝑧) denotes an outcome in 

which R receives 𝑥 units of the good, B receives 𝑦 units and G, 𝑧 units; while in (b) such an 

ordered triple denotes that R has a chance of 𝑥 of receiving the relevant quantity of the 

good, B a chance 𝑦 and G a chance 𝑧.  

 

Table 3(a): Three Person Diamond (Outcomes)      Table 3(b): Three Person Diamond (Ex ante chances) 
 

Heads Tails   Heads Tails 

Fair  (0,1 − 𝜀, 0)  (0,0,1 − 𝜀)  Fair (0,
1
2 ,
1
2) (0,

1
2 ,
1
2) 

Unfair      	(1,0,0)        (1,0,0)  Unfair       	(1,0,0)          (1,0,0) 

 

Now an impartially benevolent decision maker of the kind postulated by Diamond will be 

indifferent between the outcomes (0,1 − 𝜀, 0) and (0,0,1 − 𝜀). But we assume that she 

would strictly prefer the outcome (1,0,0) to both (0,1 − 𝜀, 0) and (0,0,1 − 𝜀), for any 𝜀 >

0; otherwise her choices would be inefficient, in that they would sacrifice total good for no 

gain. State Dominance therefore requires a strict preference for Unfair over Fair. A concern 
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with equalising the chances as much as is possible, on the other hand, motivates a strict 

preference for Fair, so long as 𝜀 is sufficiently small.8 

Consider now the representation in Figure 2 of an associated sequential decision problem, 

displaying the outcomes in terms of the quantity of the good and the chance of obtaining it 

conferred by the plans CF and CU contingent on how the coin lands.9 (Here, and in what 

follows, we use italicised capital letters for plans, but we continue to use non-italicised 

capital letters, or capitalised names, e.g., Fair, for particular static acts.) If we assume 

Reduction and that Fair is preferred to Unfair in the static problem, then in the sequential 

problem, the plan CF (i.e., going up at both choice nodes) is preferred ex ante to the plan CU 

(i.e., going down at both choice nodes). On the other hand, ex post, when all relevant 

uncertainty has been resolved, efficiency requires the choice of U at both choice nodes. But 

this is in violation of the requirement of dynamic consistency. 

 

Figure 2: Three Person Sequential Diamond Case 

 

 
8 A preference for Fair in the original Diamond set-up does not of course logically entail it in three-person 
one. The point is simply that the sort of concerns motivating it in the former case would also do so in the 
latter. 
9 Both in Figure 2 and in Figure 3, we include a choice node (the very first choice node) that may seem 
superfluous since we never consider the case where the person chooses ‘down’ at that node. We 
nevertheless include those choice nodes to signal that this is where we assume that what we call the ‘ex 
ante preference’ holds, that is, the preference before any uncertainty has been resolved.  



 14 

What should we make of this? Although the violation of State Dominance entailed by 

preferences for fairness would seem to induce dynamically inconsistent behaviour in certain 

circumstances, it does not follow that a preference for fairness is irrational. On the contrary, 

it might seem that the correct conclusion to draw is that dynamic consistency is itself not a 

requirement of rationality. For in this example something conatively relevant changes as a 

result of the resolution of uncertainty, namely the chances conferred on the three 

individuals whose wellbeing is the concern of the decision maker! So the preference change 

involved here is grounded in reasons that the agent takes to be relevant to her choices, and 

in the fact that when the agent’s informational situation changes, these reasons support 

different options.  

On the other hand, there is undoubtedly something myopic about such behaviour since the 

agent should anticipate this change in her informational state and consequent change in her 

preferences, and adjust her choice of plan in the light of this. More specifically, it should be 

apparent to her that her ex ante commitment to distribute the good to either B or G in 

accordance with the result of the coin toss will not survive in the ex post conditions in which 

efficiency requires her to give it to R. For once she has learnt the outcome of the coin toss, it 

will no longer be possible to use its outcome as a means to treat people fairly. A more 

sophisticated agent would therefore, by dint of backwards induction on her expectations 

about her future choices, plan on giving the good to one of the individuals independently of 

how the coin lands and avoid the small loss (−𝜀) induced by the use of a randomising 

device. Reduction then implies that in the corresponding static decision problem only Unfair 

is a permissible choice.  

This argument concludes in the impermissibility of choosing Fair in Diamond’s static decision 

problem, a conclusion that is contradicted by the hypothesis that a concern with the 

distribution of chances is rationally permissible. It is tempting therefore to reject Reduction 

in order to resolve this dilemma. But although Reduction is undoubtedly a questionable 

condition (more on this later), there is another more pressing problem with the argument: it 

is intuitively too pessimistic about our ability to use devices like coin tosses to treat people 

fairly. After all we do in fact do this quite successfully all the time even though there is 

always the question, once the coin has been tossed, of whether we want to stick to our 
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plan. This suggests that a different diagnosis is called for, one which allows that a 

sophisticated agent can choose resolutely.  

Note that the choice of plan CF benefits both R and G before the coin is tossed, by 

conferring each with a chance of receiving the good. (On some moral views it also confers 

an impersonal benefit.) Now if chances have intrinsic as well as instrumental value, then 

part of this benefit is independent of how the coin subsequently lands; that is, the 

individuals are benefited by the use of a coin even if the way it ultimately lands is not in 

their favour. (Similarly, the impersonal benefit (if any) remains however the coin lands.) For 

the decision maker to then fail to implement the plan of distributing the good in accordance 

with how the coin lands, by choosing U after coin has landed, would be to relinquish or 

destroy these benefits. So, contrary to what was argued above, it would not be rational for a 

person motivated to equalise the chances of obtaining the good to choose U at this point.  

The upshot is that no dynamic inconsistency should arise because the decision maker will 

anticipate implementing plan CF once the coin has landed in virtue of it being the best 

course of action to take at that moment in time. The implications of this for the status of the 

separability conditions, both static and dynamic, depend however on exactly how the 

decision problem is modelled. If the final consequences of the pursuit of each plan are 

individuated narrowly in terms of the quantity of the good achieved, then the 

implementation of plan CF at the second node will require a violation of Consequentialism 

because the choice of F over U at this point is contingent on a benefit that was realised in 

the past (the conferment of chances induced by the choice of CF). This feature of the 

motivation makes the reasoning described here an instance of the kind of “sophisticated 

resoluteness” that Rabinowicz (1995, 2020) calls wise choice. 

On the other hand, if the final consequences are modelled in a holistic way so as to reflect 

the conferment of chances on each individual by the choice of plan, then the choice of F at 

the second node has a consequentialist rationalisation: it enables the realisation of the 

benefit of conferring equal chances on B and G (in contrast to the choice of U which would 

see these benefits withdrawn). So, Consequentialism is at least formally satisfied, even if  

perhaps the philosophical view that Consequentialism is meant to capture is violated. In this 

case however, on pain of a violation of Reduction, the static version of the Diamond 

decision problem must also be remodelled with the consequences more finely individuated. 
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Such a remodelling would, as noted before, render the use of a coin to settle the 

distribution of the good (at least formally) consistent with State Dominance (contrary to 

Diamond’s own diagnosis). In any case, whichever modelling strategy is adopted, the 

argument from the threat of dynamic inconsistency to the impermissibility of the postulated 

attitudes to chances fails.  

A final note. The diagnosis offered here, however modelled, also serves to dispel a 

frequently raised puzzle regarding the benefits of randomisation (see, for instance, Machina 

1989). If it is better ex ante to distribute a good by means of a coin toss, surely this is true ex 

post as well? So once the coin has landed heads say, shouldn’t one toss the coin again rather 

than give it, as planned, to person B? An answer suggested by our diagnosis is: No, because 

to toss the coin again would make it the case that you treated G more favourably than B by 

conferring an overall chance on G of three-quarters of obtaining the good, compared to the 

overall chance of one-quarter conferred on B.10 To fail to live up to the commitment of 

giving the good to B in the event of the coin landing heads would thus have the 

consequence of degrading the benefit of a fair chance initially conferred on B and G.  

 

4. Ambiguity Aversion and Dynamic Consistency 

We noted earlier that considerations of dynamic consistency have figured prominently in 

debates regarding the rational permissibility of ambiguity averse preferences of the kind 

exhibited in the Ellsberg paradoxes. The static version of Ellsberg’s three-colour decision 

problem is represented in Table 4 below, where the two pairs of options displayed in this 

decision matrix yield a prize (1 unit of a good) contingent on the draw of a ball of a 

particular colour from an urn containing 30 red balls and 60 black or green ones in an 

unknown proportion. The prize is won if the ball drawn is black in the case of option B0, if it 

is a red or green in the case of R1, and so on. The frequently observed ambiguity averse 

pattern of preferences for R0 over B0 and for B1 over R1 are in violation of the Sure-thing 

 
10 This is not the only plausible explanation for why one should not toss the coin again. Another, and we 
think compatible, explanation is that once the coin has landed heads, B owns (and thus has a right to) the 
good, and therefore G has no claim to it anymore (see Nissan-Rozen 2019: 490-492). 
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principle because they should not be sensitive in this way to the outcome associated with 

the draw of a green ball.  

Similarly, one of these preferences must violate Event Dominance. As already alluded to, 

this is a separability condition between events, meaning that it requires that subjects be 

able to evaluate alternatives event-by-event. So, conditionally on event G being true, 

subjects should be indifferent between R0 and B0 and also between B1 and R1. After all, in 

this event R0 and B0 result in the same outcome and so do B1 and R1. But note that 

conditionally on the disjunction R or B being true, B0 is the same alternative as B1 and R0 is 

the same alternative as R1. Therefore, one should, by Event Dominance, prefer R0 to B0 just 

in case one prefers R1 to B1. So, either the preference for R0 over B0 or that for B1 over R1 

violates Event Dominance. 

 

Table 4: Ellsberg’s Three-Colour Paradox 
 

R B G 

B0 0 1 0 

R0 1 0 0 

B1 0 1 1 

R1 1 0 1 

 

As with the static two-colour Ellsberg paradox, such ambiguity aversion is readily explained 

by a concern with the distribution of chances across possible states of the world, the 

relevant ones here taking the form of possible proportions of black and green balls in the 

urn. For the acts R0 and B1 both imply a fixed chance (one-third and two-thirds respectively) 

of getting the good. In contrast, for B0 these chances are known only to lie between 0 and 

two-thirds and for R1 between one-third and one. So someone who prefers to smooth the 

chances across events will be ambiguity averse in the sense of preferring to face chances 

that are independent of the state of the world (and thus ‘known’). They will, therefore, have 

grounds for preferring R0 to B0 and for preferring B1 to R1. 
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To examine the argument that dynamic consistency is incompatible with ambiguity aversion 

in the static three-colour Ellsberg paradox, consider Figure 3 which gives an extensive form 

version of it. Uncertainty is now resolved in two phases. At the first chance node, a selection 

is made at random between an urn containing 30 red balls and an unknown number 𝑛 of 

black ones (the Mixed urn) and an urn containing 60 − 𝑛 green ones (the Green urn), with 

the chance of the latter being selected equalling the proportion of the population of 90 balls 

that are green. At the second chance node (if it is reached), a ball is drawn at random from 

the Mixed urn containing red and black balls and the agent receives a quantity of the good 

(0 or 1) depending on the action chosen at this point in time.  

 

Figure 3: Sequential Ellsberg Paradox 

 

At the initial choice node, the agent must decide between two plans: 𝐶𝐵! and 𝐶𝑅! (with 𝑋 

equal to 0 or 1, depending on the quantity of the good they receive in the event of the 

Green urn being selected). At the second choice node, if reached, the agent must choose 

between 𝐵" and 𝑅" (i.e. between 𝐵# and 𝑅# or between 𝐵$ and 𝑅$ depending on the case). 

Note that the plans 𝐶𝑅#, 𝐶𝐵#  𝐶𝑅$, and 𝐶𝐵$ correspond to the acts R0, B0, R1 and B1 in the 

static three-colour Ellsberg paradox. So, on the assumption of Reduction, at the initial node 

an agent with ambiguity averse preferences will prefer the plan 𝐶𝑅# to the plan 𝐶𝐵# but the 

plan 𝐶𝐵$ to the plan 𝐶𝑅$. But once it has been revealed that the Mixed urn has been 
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selected (when this is the case), the agent will either prefer (‘plan’) 𝑅# to 𝐵# and 𝑅$ to 𝐵$ or 

the other way around, since at this point 𝑅# and 𝑅$ have exactly the same outcomes, as do 

𝐵# and 𝐵$. But this amounts to a failure of dynamic consistency: ex post the agent does not 

prefer the continuation of her ex ante preferred plan. 

Does this argument support the conclusion that ambiguity aversion is irrational? Our 

contention is that it does not. Dynamic inconsistency arises here because, for an agent with 

the kinds of attitudes to chances we have postulated, the ambiguity they face changes over 

time and specifically as a result of how the chances of obtaining the good conferred by the 

plans depend on which urn is selected: the Green one or the Mixed one. These chances are 

displayed in Table 5 below, with 5(b) giving the range of ex ante chances associated with 

each plan and 5(c) the range of ex post ones (for the case where it is the Mixed urn that is 

selected). For instance, at the first node the choice of 𝐶𝑅# (the bet on a red ball being 

drawn) induces a chance of one-third of receiving the good, while the choice of 𝐶𝐵# (the bet 

on a black ball being drawn) induces a chance of receiving it that ranges between zero, the 

case where all balls in the population are either green or red, and two-thirds, the case 

where they are either black or red. At the second node (when the Mixed urn has been 

selected) the choice of 𝑅# induces a chance of receiving the good that ranges between one-

third and one, respectively the case when there are only black and red balls in the 

population of balls (hence when the Green urn is empty) and when there are only green and 

red ones. On the other hand, the choice of 𝐵# continues to induce a chance of receiving the 

good that ranges between zero, the case of only red and green balls, and two-thirds, the 

case of only red and black balls. So the chances associated with implementation of the plan 

𝐶𝑅# at the second node are different from the ex ante chances associated with it, while 

those associated with the plan 𝐶𝐵# do not change. Similarly while the chances associated 

with the plan 𝐶𝑅$ do not change when it is implemented at the second choice node, those 

associated with the plan 𝐶𝐵$ do. At the first choice node 𝐶𝐵$ induces a chance of two-

thirds, but at the second choice node 𝐵$ induces a chance that ranges between zero and 

two-thirds.   
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Table 5: Ellsberg’s Three-Colour Paradox 

 

 

 

 

 

 

 

 

 

 

What we observe here is that the first resolution of uncertainty increases the ambiguity 

associated with plans 𝐶𝑅# and 𝐶𝐵$. Ex ante no ambiguity is associated with either, but 

learning that only the non-green balls are in play changes the information situation 

significantly. Now the proportion of red balls in the urn from which the draw will be made 

(the Mixed urn) depends on the proportion of green balls in the original population, 

something that is unknown. Likewise the proportion that are either black or green. The 

upshot is that if the grounds for ex ante ambiguity aversion lies in a preference for known 

chances over unknown ones, the ex post chances associated with these plans are not 

similarly distinguished. So it is perfectly reasonable for agent’s preferences over these plans 

to change.  

A myopic agent will respond to these preference changes by deviating from the plan chosen 

ex ante. Sophisticated decision makers will however avoid such dynamic inconsistency by 

anticipating that the ex post ambiguity connected to each plan will be different from the ex 

ante ambiguity associated with them and by adjusting their choice of plan in the light of this. 

As is evident from Table 5 the ex post chances of winning induced by the plans 𝑅# and 𝑅$ 

are the same, as are those induced by plans 𝐵# and 𝐵$. Consequentialism therefore requires 

the agent to prefer 𝑅# to 𝐵# iff they prefer 𝑅$ to 𝐵$. If the agent is sophisticated therefore 

 
(a) Quan22es 
of the Good 

(R, B, G) 

(b) Ex Ante 
Chances 

(all B, all G) 

(c) Ex Post 
Chances 

(all B, all G) 

𝐶𝐵# (0, 	1, 	0) =
2
3 , 0? =

2
3 , 0? 

𝐶𝑅# (1, 	0, 	0) =
1
3 ,
1
3? =

1
3 , 1? 

𝐶𝐵$ (0, 	1, 	1) =
2
3 ,
2
3? =

2
3 , 0? 

𝐶𝑅$ (1, 	0, 	1) =
1
3 , 1? =

1
3 , 1? 
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she will, on pain of a violation of Consequentialism, choose plan 𝐶𝑅# over plan 𝐶𝐵# iff she 

will choose plan 𝐶𝑅$ over plan 𝐶𝐵$. Reduction then of course requires her to be ambiguity 

neutral in the static Ellsberg paradox, contrary to our claim that ambiguity aversion based 

on a preference for known chances over unknown ones is perfectly reasonable.  

This impasse can be resolved by rejecting either Consequentialism or Reduction. In contrast 

to the Diamond case, our argument in this paper does not provide strong grounds for 

rejecting Consequentialism here. In particular, there are no enduring gains to be had by a 

sophisticated agent from choosing the less ambiguous alternative when she knows that she 

will acquire information later on that will affect how ambiguous these alternatives are. 

Indeed, for an agent to act resolutely in the sequential version of the Ellsberg paradox 

would amount to a refusal to take account of the change in their informational state that 

they anticipate, something that is hard to square with the idea that the agent is motivated 

to act on what she knows about the chances conferred by her alternatives. 

In contrast too to the Diamond case, it is Reduction that seems least compelling as a 

condition of rational choice in the Ellsberg case. This is for the reasons already anticipated in 

the earlier discussion of preferences for the timing of the resolution of uncertainty. For as 

Hill (2020) argues, the epistemic situation of the agent facing the sequential problem is 

quite different from the one in the static problem because in the former (and not the latter) 

she knows that she will receive ambiguity relevant information before having to choose 

whether to bet on black or red. This information, as we have seen, does not dispel the 

ambiguity, but it does transform it. And the rational agent should surely in such situations 

take account of this fact – something that they cannot do in the static choice problem. 

Reduction must therefore be rejected.11 

 

5. Risk Aversion and Allais’ Paradox 

In this penultimate section, before concluding, we consider whether the defence we have 

made of the dynamic implications of an aversion to unfairness and to ambiguity extends in a 

 
11 It is worth noting that this point does not depend on chances having intrinsic value. For instance an 
agent with rank-dependent preferences will anticipate, in the sequential game, that she will acquire 
information aHecting the ranking outcomes on which her valuation of option depends; through the 
elimination of certain possibilities in particular. (We are grateful to an anonymous referee for this point.) 
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natural way to the treatment of the kind of aversion to risk (or regret) exhibited by many 

subjects in the Allais paradox.  

Consider Table 6. Here subjects are offered a choice between on the one hand lotteries L1 

and L2 and on the other hand lotteries L3 and L4. The events, e.g. ‘2-11’, denote the 

numbers of the tickets which, if drawn, determine the prize of each lottery; for instance, a 

draw of any ticket numbered 2 to 11 results in a prize of 5 million dollars if L1 is chosen.  

 

Table 6: Allais Paradox 

 
1 2 − 11 12 − 100 

L1 0 $5M $1M 

L2 $1M $1M $1M 

L3 0 $5M 0 

L4 $1M $1M 0 

 

When faced with lotteries like these, many people prefer L2 to L1 and L3 to L4, as indeed 

predicted by Maurice Allais (1953) after whom this type of choice ‘paradox’ is named. One 

explanation, or rationalisation, for this pattern of preference is that people want to avoid 

the regret (Bell 1982; Sugden and Loomes 1982; Bradley and Stefánsson 2017) that they 

would feel if they ended up with nothing (‘0’) when they could have guaranteed themselves 

a very good outcome (‘$1M’), which is a reason for preferring L2 over L1. No such reason is 

present when comparing L3 and L4, however, where the increased monetary expectation 

might tempt them to L3. An alternative explanation, or rationalisation, is that when making 

the first choice, the possibility of completely eliminating the risk of winning nothing gives 

reason to prefer L2 over L1 and carries greater weight than the possibility of merely 

reducing – albeit by the same magnitude (1/100) – the probability of winning nothing by 

choosing L4 over L3 (see, e.g., Weirich 1986; Buchak 2013; Stefánsson and Bradley 2019). 
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For the present purposes, we do not have to choose between these rationalisations of the 

‘Allais preference’. (In fact, as we shall see, our diagnosis is independent of which 

rationalisation one favours.) What matters is, first, that the preference violates Event 

Dominance, and, second, the dynamic implications it gives rise to.  

The explanation for why the preference violates Event Dominance is very similar to the one 

we saw above for Ellsberg’s Three-Colour Paradox (Table 4). Recall that Event Dominance 

requires subjects to be able to evaluate alternatives event-by-event. So, conditionally on the 

event that one of tickets 12-100 is drawn, subjects should be indifferent between L1 and L2 

and also between L3 and L4, since in this event, the first pair results in the same outcome 

and so does the second pair. But, again, conditionally on the disjunction, ticket 1 or one of 

tickets 2-11 being drawn, L1 is the same alternative as L3 and L2 is the same alternative as 

L4. Therefore, one should, by Event Dominance, prefer L2 to L1 just in case one prefers L4 to 

L3. So, either the preference for L2 over L1 or that for L3 to L4 violates Event Dominance. 

To examine the dynamic implications of this violation of Event Dominance, we turn now to 

Figure 4. Figure 4(a) can be seen as a dynamic version of the first choice in the Allais 

paradox, except that this time the agent knows whether one of tickets 12-100 was drawn 

before she makes the choice (at choice node c1). Figure 4(b) can analogously be seen as a 

dynamic version of the second choice in the Allais paradox where the agent makes the 

choice (at choice node c2) after learning whether one of tickets 12-100 was drawn.  
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Figure 4: Dynamic Allais Paradox 

 

By Reduction, an agent who prefers L2 to L1 and L3 to L4 in the static Allais paradox should, 

in the dynamic version, go ‘down’ at c1, thus choosing plan L2 rather than L1, but go ‘up’ at 

c2, thus choosing plan L3 rather than L4. And that might seem to be required by dynamic 

consistency: if one really prefers L2 to L1 in the first static decision problem, then it might 

appear that one should plan to go down at c1, and if one really prefers L3 to L4 in the 

second static decision problem, then one should plan to go up at c2. But that violates 

Consequentialism: the tree starting at choice node c1 is exactly the same as that which 

starts at c2. So, we see that someone with the Allais preference cannot be dynamically 

consistent while satisfying both Reduction and Consequentialism.  

One potential response to this would be to give up Consequentialism by suggesting that the 

prospect of eliminating the ‘0’ outcome is evaluated differently at c1 than at c2.12 This 

would allow someone with the Allais preference to be dynamically consistent. But this 

suggestion seems hard to square with either the motivation to eliminate future regret or the 

motivation to eliminate risk. The fact that some chance-event happened in the past, whose 

 
12 As previously discussed, this strategy could, formally speaking, be consistent with Consequentialism, if 
the outcomes are appropriately redescribed. But that would require describing outcomes in a way that 
builds a past chancy process into the description, which arguably goes against the spirit of 
Consequentialism.   



 25 

outcome one now knows, does not change the fact that one can eliminate both this type of 

regret and risk by going down at both c1 and c2. So, if either regret aversion or risk aversion 

is to rationalise the Allais preference, then someone with this preference will have to prefer 

to go down at both c1 and c2.  

Another potential response, which we favour, would be to give up Reduction. We saw 

before that both ambiguity averse and fairness seeking decision makers may care about 

when uncertainty is resolved. The same is true, we suggest, for both risk and regret averse 

decision makers. In particular, someone motivated to eliminate risk or future regret should 

plan to go down at both c1 and c2, if all uncertainty is resolved before they make the choice. 

That is a way, and indeed the only way, to eliminate both risk and future regret in these 

scenarios. Moreover, someone who is averse to risk or regret, in this sense, should prefer 

making the latter choice after the resolution of uncertainty rather than before the 

resolution of uncertainty (i.e., should prefer to choose between L3 and L4 rather than 

between L3 and L4). 

This second response requires giving up on Reduction: although one prefers L3 to L4 in the 

static version of the Allais paradox, one prefers L4 over L3 in the dynamic version. That is, 

since one knows that the latter choice (if made) will be made in an information state where 

one can ensure winning the million dollars, one should even ex ante prefer L4 to L3 in this 

dynamic version. So, we suggest that a rational Allais preference has dynamic implications 

similar to a rational Ellsberg preference (violating Reduction), as opposed to a rational 

Diamond preference (which violates Consequentialism). 

Moreover, we think that the view that Allais preferences are rationally permissible is no 

more undermined by dynamic considerations than are the views that Ellsberg and Diamond 

preferences are rationally permissible. If one can rationally permissibly be concerned with 

avoiding risk and future regret in the way that gives rise to the Allais preference, then one 

can rationally plan to go down at both c1 and c2 while displaying the Allais preference in a 

static decision (in violation of Reduction). Some of course think that one cannot be rationally 

concerned with avoiding risk or future regret in this way. But to vindicate that claim requires 

a more philosophically substantial argument than is offered by only observing the dynamic 

implications of such aversion to risk or future regret. 
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6. Concluding remarks  

Let us summarise our findings and the lessons we draw from them. We have seen that 

people with the Allais, Ellsberg, and Diamond preferences can all avoid dynamic 

inconsistency, even though they violate the static separability assumptions of expected 

utility theory (in particular, Event Dominance). In fact, we have seen that if – as we have 

suggested – the Ellsberg and Diamond preferences are the result of the kind of attitudes to 

chances that support a concern with their distribution then we should expect people with 

these preferences to be dynamically consistent. Similarly for the Allais preference, where we 

saw that both of the traditional rationalisations of this preference lead to dynamic 

consistency. 

However, we have also seen that the most plausible explanation for why people with these 

preferences avoid dynamic inconsistency is not the same across these three types of 

preferences. Those with the Diamond preference can avoid dynamic inconsistency because 

they predictably violate Consequentialism: what happened in the past matters to them (and 

they will plan accordingly). In contrast, those with the Ellsberg and Allais preferences can 

avoid dynamic inconsistency because the timing of the resolution of uncertainty predictably 

affects their preferences in a way that violates Reduction (and they will plan accordingly).   

Philosophically, the most important lesson we want to draw from this is that considerations 

of dynamic consistency do not undermine the rationality of adopting attitudes to chances, 

both instrumental and intrinsic, that are ruled out by expected utility theory despite the fact 

that such attitudes give rise to violations of static separability assumptions such as Event 

and State Dominance. 
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