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Preface

In the late summer of 1998, the authors, a cognitive scientist and a logician,
started talking about the relevance of modern mathematical logic to the study of
human reasoning, and we have been talking ever since. This book is an interim
report of that conversation. It argues that results such as those on the Wason
selection task, purportedly showing the irrelevance of formal logic to actual
human reasoning, have been widely misinterpreted, mainly because the picture
of logic current in psychology and cognitive science is completely mistaken.
We aim to give the reader a more accurate picture of mathematical logic and, in
doing so, hope to show that logic, properly conceived, is still a very helpful tool
in cognitive science. The main thrust of the book is therefore constructive. We
give a number of examples in which logical theorizing helps in understanding
and modeling observed behavior in reasoning tasks, deviations of that behavior
in a psychiatric disorder (autism), and even the roots of that behavior in the
evolution of the brain.

The manuscript was tried out by us in many courses over the past five years,
and has been much improved as a result of the insightful questions of our stu-
dents. Rineke Verbrugge and Bart Verheij also taught a course from a draft
and we thank them and their students for much insightful feedback. We also
thank the colleagues who commented on individual chapters or their precur-
sors: Theodora Achourioti, Jonathan Adler, Marian Counihan, Richard Cox,
Hartmut Fitz, Jim Greeno, Fritz Hamm, Wilfrid Hodges, Tikitu de Jager, Phil
Johnson-Laird, Hans Kamp, Alex Korzec, Max Roberts, Lance Rips, Heleen
Smid, and Martin Stokhof. Special thanks go to Bob Kowalski, who read and
commented on the entire manuscript. The mistakes are, of course, our own.

We dedicate this book to our children.






PART I

Groundwork






Introduction: Logic and Psychology

The purpose of this book is twofold. Our first aim is to see to what extent the
psychology of reasoning and logic (more generally, semantics) are relevant to
each other. After all, the psychology of reasoning and logic are in a sense about
the same subject, even though in the past century a rift has opened up between
them. Very superficially speaking, logic appears to be normative, whereas the
psychology of reasoning is descriptive and concerned with processing. The first
question then is: what is the relation between these two fields of inquiry?

The psychology of reasoning as a field currently adopts a particular view of
this relation: we propose a quite different one. The book therefore should be
relevant to students of logic who are interested in applications of logic to cogni-
tion. But the book should also be relevant to any psychologist who is interested
in reasoning or communication, or any other cognitive capacity where a cog-
nitive account has to be founded on an informational analysis of a cognitive
capacity. These two groups come to the topic with very different methodolog-
ical equipment. The logic student interested in cognition comes with an un-
derstanding of the level of abstraction that modern logical theories operate at,
but with possibly sparse knowledge of psychological observations of reasoning.
Students of psychology come with knowledge of the experimental literatures,
but those literatures are strongly formed by a different conception of logic — a
conception, current in the nineteenth century,! in which logic is thought of as a
mechanism for reasoning, and a universal, normatively valid mechanism at that.

This presents us with an educational dilemma. The logical analyses presented
here are couched at a level which is intended to be comprehensible to nonlo-
gicians with sufficient patience to digest logical formulas.> From experience,
the problems encountered are not so much problems about the technicalities of
the systems (which are often not the main point here) but background assump-
tions about what logic is about and what such systems do and do not attempt
to provide. So our message to the psychology student venturing here would

1. Although already at that time more refined conceptions existed; compare section 1.3 on Husserl.
2. Chapter 2 does duty as an introduction to those aspects of logic most important for our purposes.
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be that we promise to show that these analyses can make a real difference to
how empirical investigations are designed, so venturing is well worthwhile.
But understanding requires that many routine assumptions about logic are left
at the door. Modern logical theories provide a conceptual and mathematical
framework for analyzing information systems such as people’s reasoning and
communication. They do not settle mechanisms or processes of reasoning, but
without their conceptualization, it is impossible to know what are empirical and
what are conceptual questions.

To the student venturing from logic our message is that we obviously cannot
provide more than the very bare outlines of a few empirical results, along with
some pointers to the literature. So we need to warn against assuming that the
empirical phenomena are as simple or separable as they are bound to appear.
The immense contribution that psychology has made to understanding the mind
largely consists of bodies of empirical knowledge about what phenomena are
replicable under what range of conditions. Much of this knowledge is implicit
in the literature.

This educational dilemma leads naturally to our second wider aim, to dis-
cuss some of the theories offered in the literature from the point of view of
the philosophy and methodology of science. For instance, both mental models
theory and evolutionary psychology, which take their starting points in obser-
vations about the psychology of reasoning, have become hugely popular ex-
planatory paradigms in psychology. We will see that the experiments claimed
to support these theories are marred by conceptual confusions and attendant
methodological errors, and that the theories themselves show little awareness
of the subtleties of logic. Part of our purpose is therefore to propose a differ-
ent methodology for this field, which takes Marr’s idea of “levels of analysis”
seriously.

1.1 Forms of Rationality

Traditionally, rationality is taken to be a defining characteristic of human na-
ture: “man is a rational animal,” apparently capable of deliberate thought, plan-
ning, problemsolving, scientific theorizing and prediction, moral reasoning, and
so forth. If we ask what “rational” means here, we can read such things as: “In
rational discourse one strives to arrive at justified true belief,” a definition of ra-
tionality from an era oriented toward theory. Our more pragmatically oriented
age has extended this concept of rationality to actions. For instance, in the MIT
Encyclopedia of Cognitive Science, “rational agency” is defined as a coherence
requirement:

[TThe agent must have a means-end competence to fit its actions or decisions, according
to its beliefs or knowledge representations, to its desires or goal-structure.
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Without such coherence there is no agent. The onus here is on the term fit
which seems to have a logical component. If an action is performed which is
not part of a plan derived to achieve a given goal, there is no fit. In this sense
checking my horoscope before mounting the bike to go to work is not rational,
and neither is first puncturing the tires.

Philosophy, then, studies the question: are there optimal rules for conducting
such activities? Various logics, scientific methodology, heuristics, probability,
decision theory, all have claims to normative status here, where normativity
means that everybody should obey the rules of these systems in all circum-
stances. As a consequence, there exists an absolute distinction between valid
arguments and fallacies. Judged by these standards, human reasoning in the
laboratory is very poor indeed (as shown by the seminal experiments of Wason
[295] for logic and Kahneman and Tversky [150] for probability), and it has
therefore been said that humans are actually not rational in the sense defined
above.

It is usually assumed that the results obtained in the psychology of reasoning
tell us something about the rationality, or rather the absence thereof, of hu-
man reasoning. The following extended quotation from Peter Wason, one of
the founding fathers of the field whose “selection task™ will serve as our en-
trypoint below, exemplifies this attitude to perfection. He writes, concluding
an overview of his selection task paradigm for The Oxford Companion to the
Mind,

Our basic paradigm has the enormous advantage of being artificial and novel; in these
studies we are not interested in everyday thought, but in the kind of thinking which oc-
curs when there is minimal meaning in the things around us. On a much smaller scale,
what do our students’ remarks remind us of in real life? They are like saying “Of course,
the earth is flat,” “Of course, we are descended from Adam and Eve,” “Of course, space
has nothing to do with time.” The old ways of seeing things now look like absurd preju-
dices, but our highly intelligent student volunteers display analogous miniature prejudices
when their premature conclusions are challenged by the facts. As Kuhn has shown, old
paradigms do not die in the face of a few counterexamples. In the same way, our volun-
teers do not often accommodate their thought to new observations, even those governed
by logical necessity, in a deceptive problem situation. They will frequently deny the facts,
or contradict themselves, rather than shift their frame of reference.

Other treatments and interpretations of problem solving could have been cited. For in-
stance, most problems studied by psychologists create a sense of perplexity rather than
a specious answer. But the present interpretation, in terms of the development of dogma
and its resistance to truth, reveals the interest and excitement generated by research in
this area. (Wason [300,p. 644])

What lies behind remarks such as Wason'’s is the view that reasoning, whether
logical or probabilistic, can be judged to be rational if certain reasoning rules
from a fixed, given set are followed. If these rules are not followed, dire conse-
quences may result. A good example of this attitude is furnished by Stanovich’s
book Who is Rational? [254]. The following quotation gives some idea of the
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passions that infuse this approach. Stanovich considers irrationality to lead to
the occurrence of

wars, economic busts, technological accidents, pyramid sales schemes, telemarketing
fraud, religious fanaticism, psychic scams, environmental degradation, broken marriages,
and savings and loan scandals [254,p. 9]

and believes teaching good reasoning, that is, normatively correct rules, will go
some way toward improving this distressing situation.

Stanovich’s discussion of rules governing reasoning introduces a distinction
between normative, descriptive, and prescriptive rules. We give brief charac-
terizations of the three kinds, followed by representative examples.

e Normative rules: reasoning as it should be, ideally

— Modus tollens: —q,p — q/—|p,
- Bayes’ theorem: P(D | S) = %‘

e Descriptive rules: reasoning as it is actually practiced

— Many people do not endorse modus tollens and believe that from —¢q, p —
q nothing can be derived.

— In doing probabilistic calculations of the probability of a disease given a
cluster of symptoms, even experts sometimes neglect the “base rate” and
put P(D | S) = P(S| D).

e Prescriptive® rules: these are norms that result from taking into account
our bounded rationality, i.e., computational limitations (due to the computa-
tional complexity of classical logic, and the even higher complexity of prob-
ability theory) and storage limitations (the impossibility of simultaneously
representing all factors relevant to a computation, say, of a plan to achieve a
given goal).

— The classically invalid principle —¢,p A 7 — q/—p A —r is correct ac-
cording to closed—world reasoning, which is computationally much less
complex than classical propositional logic, and ameliorates storage prob-
lems.

— Chater and Oaksford’s “heuristic rules” for solving syllogisms. [36]

In terms of these three kinds of rules, Stanovich then distinguishes the following
positions on the relationship between reasoning and rationality [254,pp.4-9]:

e Panglossian. Human reasoning competence and performance is actually nor-
matively correct. What appears to be incorrect reasoning can be explained

3. The term is not very apt, but we will stick to Stanovich’s terminology.



1.1  Forms of Rationality 7

by such maneuvers as different task construal, a different interpretation of
logical terms, etc. (A famous defense of his point of view can be found
in Henlé [122].) As a consequence, no education in “critical thinking” is
necessary.

e Apologist. Actual human performance follows prescriptive rules, but the
latter are in general (and necessarily) subnormal, because of the heavy com-
putational demands of normatively correct reasoning. This point of view was
defended by Oaksford and Chater [205, 36]. As a consequence, education in
“critical thinking” is unlikely to be helpful.

e Meliorist. Actual human reasoning falls short of prescriptive standards,
which are themselves subnormal; there is therefore much room for improve-
ment by suitable education (Stanovich’s own position).

e Eliminativist.* Reasoning rarely happens in real life, and mainly in insti-
tutional contexts such as schools. By contrast, true rationality is adaptive-
ness: we have developed “fast and frugal algorithms” which allow us to
take quick decisions which are optimal given constraints of time and energy.
This position is defended by evolutionary psychologists such as Cosmides
and Tooby[47, 48] and, in more constructive detail, by Gigerenzer [95].

It will be helpful for the reader if we situate our own position with respect to this
scheme. We are definitely not in the eliminativist camp, since we take the view
that reasoning is everywhere, most prominently in discourse comprehension.
This prime example is often overlooked because of the association of reason-
ing with conscious processing, but this association is wrong: some reasoning
is automatic.’ The same example leads us to think that human reasoning may
not be so flawed after all, since it operates rather competently in this domain.
We are not Panglossians either, although we emphasize that interpretation is
of paramount importance in reasoning. But even if interpretation is important,
and interpretations may differ, people may reason in ways which are inconsis-
tent with their chosen interpretation. From a methodological point of view this
means that if one uses a particular interpretation to explain performance, one
must have evidence for the interpretation which is independent of the perfor-
mance. The apologist and meliorist positions introduce the distinction between
normative and prescriptive rules. Here it becomes clear that Stanovich’s scheme
is predicated on the assumption that reasoning is about following rules from a
fixed, given set, say classical logic, rules which should apply always and every-
where. For if there is no given set of rules which constitutes the norm, and the
norm is instead relative to a “domain,” then the domain may well include the

4. Actually, this category does not occur in [254], but we have added it due to its increased prominence.
5. Chapter 5 has more on this.
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cognitive constraints that gave rise to the notion of prescriptive rules, thus pro-
moting the latter to the rank of norm. This is what we will argue for in several
places in the book, in particular in chapter 11.

In the next section we briefly look at the role logic once played in cognitive
science, and the reasons for its demise.

1.2 How Logic and Cognition Got Divorced

The cognitive sciences really got off the ground after they adopted the information-
processing metaphor (Craik [52]):

1. Cognitive explanations must refer to models, conceived of as representa-
tional mechanisms

2. which function “in the same way” as the phenomena being represented
3. and which are capable of generating behavior and thoughts of various kinds.

The role of logic in this scheme was twofold: on the one hand as a formal, sym-
bolic, representation language (which is very expressive!), on the other hand as
an inference mechanism generating behavior and thoughts. It was furthermore
believed that these inference mechanisms are continuous with overt reasoning;
that is, the same processes can be applied both reflectively and automatically.

An extreme form of this attitude is of course Piaget’s “logicism” [216], which
maintains that the acquisition of formal-deductive operations is the crown of
cognitive development. Piaget did the first studies to show that preschool chil-
dren do not yet master simple classical predicate logic; but he also assumed
that everyone gets there in the end. This proved to be the Achilles heel of
this form of logicism. Indeed, Wason’s selection task was inter alia directed
against this assumption, and its apparent outcome — a striking deviation from
classical logical reasoning — seemingly undermined the role of logic as an infer-
ence mechanism. A further criticism concerned the alleged slowness of logical
inference mechanisms, especially when search is involved, for example when
backtracking from a given goal. Thus, Newell and Simon style “production sys-
tems”’[199], of which Anderson and Lebiere’s ACT-R [2], is the most famous
example, keep only the inference rule of modus ponens, allowing fast forward
processing, at the cost of considerable complications elsewhere.

Lastly, the advent of neural network theory brought to the fore criticisms of
the symbolic representational format given by logic: it would be tied to brittle,
all-or-none representations, uncharacteristic of actual cognitive representations
with their inherently fuzzy boundaries. As a further consequence of this brit-
tleness, learning symbolic representations would be unrealistically hard. As a
result, from the position of being absolutely central in the cognitive revolution,
which was founded on conceptions of reasoning, computation, and the analysis
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of language, the psychology of deduction has gone to being the deadbeat of cog-
nitive psychology, pursued in a ghetto, surrounded by widespread skepticism as
to whether human reasoning really happens outside the academy. “Isn’t what
we really do decision?” we increasingly often hear. Many eminent psychology
departments do not teach courses on reasoning. Imagine such a psychology de-
partment (or indeed any psychology department) not teaching any courses on
perception. Even where they do teach reasoning they are more likely to be fo-
cused on analogical reasoning, thought of as a kind of reasoning at the opposite
end from deduction on some dimension of certainty.

We will argue that logic and reasoning have ended up in this ghetto because of
a series of unwarranted assumptions. One of the tasks of this book is to examine
these assumptions, and show that they do not bear scrutiny. As a prelude, we
consider the vexed issue of the normative status of logic, through some of the
history of present day conceptualizations.

1.3 Two Philosophers on the Certainty of Logic: Frege and Husserl

Famously, Aristotle provided the first rules for reasoning with quantifiers of the
form “All A are B,” “Some A are B,” “No A are B” and “Some A are not
B, starting centuries of work on how to provide principled explanations for
the validity of some syllogisms, and the invalidity of others. This search for an
explanation turned to the notion of validity itself (iiberhaupt, we are tempted to
say), and Kant opined in the Critique of Pure Reason that logical laws constitute
the very fabric of thought: thinking which does not proceed according to these
laws is not properly thinking.®

In the nineteenth century, this “transcendental” doctrine of logic was wa-
tered down to a naturalistic version called psychologism, which holds that all of
thinking and knowledge are psychological phenomena and that therefore log-
ical laws are psychological laws. To take an example from John Stuart Mill,
the law of noncontradiction —(A A —A) represents the impossibility of thinking
contradictory thoughts at the same time. Thus, normative and descriptive rules
coincide. What came after, a strong emphasis on normativity, can to a large
extent be seen as a reaction to this view. Gottlob Frege was the driving force
behind the reaction, and his views still exert their influence on the textbooks.

6. It is impossible to do justice here to Kant’s thinking on logic. It is still common to think of Kant’s logic
as primitive, and its role in the Critique of Pure Reason as an instance of Kant’s architectonic mania. This
is very far from the truth, and Kant’s thinking on, for instance, logical consequence remains relevant to this
day. In fact, our concluding chapter 11 has many affinities with Kant, although it would require another
book to explain why. Béatrice Longuenesse’s Kant and the Capacity to Judge [175] is an excellent guide to
the wider significance of Kant’s logic. The reader may also consult Patricia Kitcher’s Kant’s Transcendental
Psychology [159] for an exposition of Kant’s relevance to cognitive science. Kitcher’s remarks on the simi-
larities between Kant’s first Critigue and Marr’s program in cognitive science [183] have influenced chapter
11. We thank Theodora Achourioti for pointing out these connections.
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1.3.1 Frege’s Idealism in Logic

Frege did not hesitate to point out the weak empirical basis of psychologism: is
it really true that we cannot simultaneously think contradictory thoughts? Wish
it were so! His chief argument, however, was theoretical, and consisted of two
main reservations about a naturalistic treatment of logic (and mathematics):

1. Psychologism makes logic pertain to ideas only, and as a consequence it
lacks resources to explain why logic is applicable to the real world.

2. Logical and mathematical knowledge are objective, and this objectivity can-
not be safeguarded if logical laws are properties of individual minds.

We now present a few extracts from Frege’s writings to illustrate his views
on psychologism.
As regards 1 we read:

Psychological treatments of logic ...lead then necessarily to psychological idealism.
Since all knowledge is judgmental, every bridge to the objective is now broken off. (G.
Frege, Nachgelassene Schriften; see [85])

Neither logic nor mathematics has the task of investigating minds and the contents of
consciousness whose bearer is an individual person. (G. Frege, Kleine Schriften; see

[85D)

The logicians ...are too much caught up in psychology ...Logic is in no way a part of
psychology. The Pythagorean theorem expresses the same thought for all men, while each
person has its own representations, feelings and resolutions that are different from those
of every other person. Thoughts are not psychic structures, and thinking is not an inner
producing and forming, but an apprehension of thoughts which are already objectively
given. (G. Frege, letter to Husserl; see 6, p. 113 of [135])

The last sentence is especially interesting: if “thinking is not an inner producing
and forming,” cognitive science has no business investigating thinking, logical
reasoning in particular. What the psychologist finds interesting in reasoning
is precisely what steps the mind executes in drawing an inference, i.e., in the
process more than the result. The quotation just given suggests that logic itself
has little to contribute to this inquiry, and indeed psychologists have generally
heeded Frege’s message, either by designing logics which are supposedly cog-
nitively more relevant (e.g., Johnson-Laird’s ‘mental models’ [145]. See Chap-
ter 10, especially 10.6.3), or by ignoring the contributions that formal logic
can make to theories of processing. This is a pity, since, as will be shown in
the body of the book, the technical apparatus of logic has much to offer to the
psychologist.
Here is an excerpt relevant to 2:

If we could grasp nothing but what is in ourselves, then a [genuine] conflict of opinions,
[as well as] a reciprocity of understanding, would be impossible, since there would be
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no common ground, and no idea in the psychological sense can be such a ground. There
would be no logic that can be appealed to as an arbiter in the conflict of opinions. (G.
Frege, Grundgesetze der Arithmetik; the relevant part is reprinted in [85])

From the last quotation we gather that it is apparently highly desirable that
logic “can be appealed to as an arbiter in the conflict of opinions,” and that
therefore there must be a single, objectively valid logic. The second quotation
(from the letter to Husserl) provides a reason to believe there is one: logic is
as it were the physics of the realm of thought, since it studies the structure of
the “objectively given” thoughts. Psychologism is a threat to this normative
character of logic, and since a logic worthy of the name must give rise to norms
for thinking, psychologism is not a possible theory of logical validity. But,
as we have seen, Frege must invoke an objectively given realm of thought to
buttress the normative pretensions of logic, and this assumption seems hard to
justify. However, if one is skeptical about this objective realm of thought, the
specter of relativism rises again. At first sight, the normativity of logic seems
to be bound up with the uniqueness of logic; and what better way to safeguard
that uniqueness than by positing some underlying reality which the logical laws
describe?

This is indeed a serious problem, and to solve it requires rethinking the sense
in which logic can be considered to be normative. In a nutshell, our answer
will be that norms apply to instances of reasoning only after the interpretation
of the (logical and nonlogical) expressions in the argument has been fixed, and,
furthermore, that there are in general multiple natural options for such inter-
pretations, even for interpreting the logical expressions. Thus, the reasoning
process inevitably involves also steps aimed at fixing an interpretation; once
this has been achieved, the norms governing logical reasoning are also deter-
mined. It will not have escaped the reader’s attention that the view of reasoning
just outlined” is very different from the one implicitly assumed by the standard
paradigms in the psychology of reasoning. As this book goes to press, a spe-
cial issue on logical views of psychologism covering a range of contemporary
positions is published [171].

One aim of this book is to present a view of reasoning as consisting of rea-
soning fo and reasoning from an interpretation, and to apply this view to ex-
perimental studies on reasoning. In philosophy, our precursor here is Husserl,
who is playing Aristotle (the metaphysician, not the logician) to Frege’s Plato.
Husserl’s views on logic never made the logic textbooks (at least explicitly), but
we nonetheless believe that one can find in him the germs of a semantic con-
ception of logic, which comes much closer than Frege’s to how logic functions
in actual reasoning.

7. The outline is very rough indeed. For instance, the phrase “once this has been achieved” suggests that
the two stages are successive. As we will see in the experimental chapters, however, it is much closer to the
truth to view these stages as interactive.
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1.3.2 Husserl as a Forerunner of Semantics

It was Frege who converted Husserl to antipsychologism. When we read
Husserl’s criticism of psychologism in Logische Untersuchungen [134], we at
first seem to be on familiar ground. If logical laws were empirical laws about
psychological events, they would have to be approximative and provisional,
like all empirical laws. But logical laws are exact and unassailable, hence they
cannot be empirical.® Psychologism about logical laws also leads to skeptical
relativism: it is in principle possible that different people reason according to
different logical laws,” so that what is true for one person may not be true for
another — truth, however, is absolute, not indexed to a person.

So far these arguments are question begging: we may have a strong desire
for logical laws to be exact and unassailable and objective, but we need a justi-
fication for assuming that they are. In trying to provide one, Husserl develops a
strikingly modern view of logic, and one that is much more conducive to play-
ing arole in cognitive science than Frege’s. Husserl’s Logische Untersuchungen
brings the important innovation that logic must be viewed, not as a normative,
but as a theoretical, or as we would now say, mathematical, discipline. Logic
as a theoretical discipline is concerned with “truth,” “judgment,” and similar
concepts. Husserl grounds the normative status of logic via a combination of
the theoretical statement “only such and such arguments preserve truth” and
the normative statement “truth is good,” to conclude: “only such and such argu-
ments are good.” Splitting off the normative from the mathematical component
of logic is potentially beneficial, since it focuses attention on what exactly jus-
tifies the normative statement “truth is good,” and thus opens up space for a
relativized version such as “(this kind of) truth is good (for that purpose).”

In slightly more detail,'® Husserl introduces an essentially modern division
of logic as concerned with

1. “the pure forms of judgments” (i.e., the syntax of a formal language, but
here implying a Kantian delineation of what can be said at all);

2. “the formal categories of meaning” (i.e., the semantic study of concepts such
as “variable,” “reference,” “truth,” “proposition,” “consequence”'! );

8. Husserl remarks correctly that even if logical laws are considered empirical, psychologism is under the
obligation to explain how we can acquire them, and that no account of how logical laws are learned has been
forthcoming.

9. In modern times this is occasionally cheerfully accepted. The logician Dov Gabbay once said in an
interview: “Everybody his own logic!”

10. Here we are much indebted to David Bell’s Husserl [17], in particular pp. 85 —100. The quotes from
Husser] are taken from Bell’s monograph.

11. It is of some interest to observe here that for Frege, semantics, although intuitively given, was not
a proper field of scientific study, since it involves stepping outside the system which is given a semantic
interpretation. See also footnote 12. We agree with Husserl that it is both possible and necessary to reflect
on semantic interpretation.
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3. “the formal categories of objects” — that is, what is known as “formal on-
tology,” the study of such concepts as “object,” “state of affairs,” “contin-
uum,” “moment.” This can be read as saying that part of logic must be
the characterization of the structures on which the chosen formal language
is interpreted; the next quotation calls these structures “possible fields of

knowledge”:

99

The objective correlate of the concept of a possible theory, determined exclusively in
terms of its form, is the concept of a possible field of knowledge over which a the-
ory of this form will preside. [This field] is characterized by the fact that its objects
are capable of certain relations that fall under certain basic laws of such-and-such a
determinate form ...the objects remain entirely indeterminate as regards their mat-
ter...([17,p. 90-1])

4. Lastly, rational thinking also involves systematization, and therefore pure
logic must also comprise a study of formal theories, not only of propositions
and their inferential relationships; in Husserl’s words

The earlier level of logic had taken for its theme the pure forms of all significant
formations that can occur within a science. Now however, judgment systems in their
entirety become the theme (Formale und transzendentale Logik [17,p. 90-1]).

Modern logic has followed this last injunction, and studies what is known as
“metaproperties” of a logical system such as consistency, the impossibility of
deriving a contradiction in the system. Among the most important metaproper-
ties are metatheorems of the form “only such-and-such argument patterns pre-
serve truth,” which depend on a preliminary characterization of the notion of
truth in the “possible field of knowledge” studied. Normativity comes in only
via a principle of the form “in this particular field of knowledge, truth of such-
and-such a form is good, therefore only such-and-such arguments are good.”
This means that logical laws are unassailable in the sense that they are mathe-
matical consequences of the structure of the domain studied, but by the same
token these laws are relative to that domain. The reader will see in the body of
the book that this view of logic, as not providing absolutely valid norms but as
giving norms valid relative to a particular domain, sheds new light on results
in the psychology of reasoning which have traditionally been taken to show the
incompatibility of logic and actual reasoning.'?

12. The preceding paragraphs are not intended as an exegesis of Husserl’s thought; our intention is only
to identify some strands in Husserl which we consider to be fruitful for thinking about logic. The contrast
drawn here between Frege and Husserl is a particular case of the more general distinction, first proposed by
Jean van Heijenoort [281], between “logic as a universal language” and “logic as a calculus.” On the former
conception of logic, whose main champion is Frege, logic is concerned with a single universe of discourse,
and the semantic relation between logical language and that universe is ineffable. On the latter conception
(which ultimately gave rise to the modern “model-theoretic logics™ [15]), there are many possible universes
of discourse, logical languages are reinterpretable to fit these universes, and semantics is a legitimate object
of scientific study. Van Heijenoort’s contrast has been called “a fundamental opposition in twentieth century
philosophy” by Hintikka [125] and has been applied to Frege and Husserl in Kusch [165].
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For the mathematically inclined reader we include an example of Husserl’s
views as applied to the domain of arithmetic. If this domain is given a clas-
sical, Platonistic interpretation, that is, as concerned with objects which exist
independently of the human mind, then the following is not a logical law:

(D (1) if A or B is provable (in system S), then A is provable (in system
S) or B is provable (in system 5)

because on the one hand Godel’s incompleteness theorem has shown that there
is a sentence A such that neither A nor —A is provable in classical arithmetic,
whereas on the other hand the “law of excluded middle” A vV —A is a logical
law in classical arithmetic. If, however, the domain of arithmetic is conceptu-
alized as being about particular mental constructions, as mathematicians of the
intuitionistic persuasion claim, then it is a mathematical fact that (}) is a logical
law (and that therefore the law of excluded middle is not). Normative issues
arise, not at the level of logical laws (e.g., the law of excluded middle), but at
the level of what description to choose for the domain of interest. Changing
one’s logical laws then becomes tantamount to changing the description of the
domain.

Husserl’s view has the value of focusing attention on the relation between
mathematics and empirical phenomena in general, as one source of difficulty
in understanding the relation between logic and human reasoning. The relation
between mathematics and empirical phenomena is problematical in any do-
main, but it may be more problematical in this domain than most. Appreciating
the continuity of these problems, and identifying their source is one way for-
ward. Seeing logic as the mathematics of information systems, of which people
are one kind, is quite a good first approximation to the view we develop here.
This view helps in that it makes clear from the start that one’s choice is never
between “doing psychology” and “doing logic.” Understanding reasoning is
always going to require doing both, simply because science does not proceed
far without mathematical, or at least conceptual apparatus.

So we see history turning circle, though not full circle. Like Mill and Husserl,
we see logic and psychology as very closely linked. Frege rejected this view.
Husserl developed a much more sophisticated view of the relation, which fore-
shadows our own in its emphasis on semantics. Later, Frege’s view of logic
foundered on Russell’s paradoxes which showed that logic couldn’t be univer-
sal and homogeneous. In response logic developed the possibility of explicitly
studying semantics, and still later, developed a multiplicity of logics. Much of
the technical development necessary for studying semantics took place in the
context of the foundations of mathematics which took logic very far from psy-
chology. In mid-twentieth century, Montague reapplied the much transformed
technical apparatus of logical semantics to the descriptive analysis of natural
languages. We now apply the availability of a multiplicity of logics back onto
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the subject matter of discourse and psychology. Of course psychology too has
changed out of all recognition since Mill — the whole apparatus of psychologi-
cal experiment postdates Mill’s view. So our “psychologism” is very different
from Mill’s, but the closeness of psychology and logic is something shared.
Our psychologism clearly requires an account of how logic in its modern guise
as mathematical system is related to psychology in its modern guise as experi-
mental science.

1.4 What the Reader May Expect

The remainder of the book is structured as follows. Chapter 2 is a somewhat un-
orthodox introduction to logic, which tries to break the hold of classical logic
by showing it results from contingent assumptions on syntax and semantics.
Systematic variation of these assumptions gives rise to several logics that have
applications in actual human reasoning. This chapter in particular introduces
closed—world reasoning, a form of reasoning that will be very important in part
II of the book. In chapters 3 and 4 we study the Wason selection task from the
vantage point developed in this introduction and in chapter 2: as a task in which
subjects are mostly struggling to impose an interpretation on the experimental
materials instead of engaging with the materials as the experimenter intends
them to do. Chapter 3 contains many examples of tutorial dialogues with sub-
jects which show what interpretational difficulties they experience, and chapter
4 reports on experiments establishing that alleviating these difficulties by modi-
fying the task instructions leads to a vast increase in correct performance, when
measured against the classical competence model.

The selection task has played a major role in debates on evolutionary psy-
chology, with Cosmides [47] claiming that her results on facilitation of the task
with social contract materials show that the only abilities humans have in logical
reasoning are due to an innate module for “cheater detection.” We believe that
this highly influential point of view is mistaken, for two reasons: a faulty view
of logic, and a faulty view of evolution. chapter 5 considers the influence this
faulty logical paradigm has had on the psychology of reasoning, and chapter 6
is a lengthy discussion of the evolution of human cognition. The latter chapter
introduces a hypothesis that will play an important role in part II: that the origin
of the human ability for logical reasoning must be sought in the planning ca-
pacity, and that closed—world reasoning (which governs planning) is therefore
a very fundamental form of reasoning, stretching across many domains.

Chapter 7 applies this idea to the analysis of the suppression task (Byrne
[28]), which is standardly interpreted as providing evidence for “mental mod-
els” and against “mental rules.” We show that the data from this task can be
explained on the assumption that subjects assimilate the task to a discourse—
processing task, using closed—world reasoning, by presenting a rigorously for-
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mal model of subjects’ reasoning in a logical system called “logic program-
ming,” which we consider to be the most appealing form of closed—world rea-
soning. We also present data from tutorial dialogues corroborating our inter-
pretation of what subjects are doing. In chapter 8, it is shown that closed—world
reasoning has a revealing neural implementation and that there need not be an
opposition between logical and connectionist modeling. Chapter 9 applies the
ideas of chapters 7 and 8 to autism. We analyse several tasks on which autistic
people are known to fail, such as the false belief task and the box task, and find
that these tasks have a common logical structure which is identical to that of the
suppression task discussed in chapter 7. This leads to a prediction for autistic
people’s behavior on the suppression task, which has been verified. This latter
result is analysed in terms of the neural implementation developed in chapter
8, which then allows us to make a connection to the genetics of autism. Chap-
ter 10 discusses syllogisms. These are, of course, the first reasoning patterns
studied in psychology, but for us their interest lies in the necessity to apply sub-
stantial interpretational theories from linguistics and philosophy to explain the
data. This explains why syllogisms only occur near the end of the book: the
reader must first be familiar with both interpretation processes of reasoning to
an interpretation and derivational processes of reasoning from the interpretation
imposed.

Lastly, chapter 11 makes explicit our view of logic and its relevance to actual
reasoning. The role of logic is to aid in “going beyond the information given”
when processing information. Just as in visual information processing, mathe-
matical structure (edges etc.) must be imposed upon the retinal array, because
this structure is not literally present in the data, so some logical form must first
be imposed on a problem requiring reasoning before the actual reasoning can
take place.

In the end, we aim to convince the reader that using the formal machinery
of modern logic leads to a much more insightful explanation of existing data,
and a much more promising research agenda for generating further data. If we
succeed, then there are general morals to be drawn about what philosophy of
science is appropriate for the psychology of “higher” cognitive functions.

At present, experimental psychology is much influenced by a Popperian phi-
losophy which sees hypothesis testing as the central activity in science. We
will see that Wason himself was much influenced by this account of science in
explaining his subjects’ responses. But Popper’s account, important as it is, in
the intervening years has been shown to be a very partial account. If science is
hypothesis testing, where do hypotheses come from? Why test this one rather
than that? A great deal of science is exploration and observation which don’t
fall easily under the umbrella of hypothesis testing. Highly developed sciences
such as physics, which are overwhelmingly the cases studied by philosophers
of science, have powerful abstract bodies of theory which guide exploration
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and observation, and through them the selection of hypotheses, when the time
comes to test hypotheses. Psychology lacks such bodies of abstract theory, and
so one sees implicit theories playing important roles in choosing what hypothe-
ses to test. “Surprisingness” of a phenomenon as compared to some implicit
theory of that phenomenon is a crucial quality indicating when hypothesis test-
ing is worth the effort. If Wason’s observations of failures of rationality in the
selection task hadn’t been so counterintuitive, then we (and you) would never
have heard of them. We will expend considerable effort in chapter 3 in mak-
ing explicit Wason’s (implicit) background theory against which the results are
so surprising, and in showing how logic can provide explicit background ab-
stractions which change the way hypotheses can be chosen and experiments
designed.

A corollary of the lack of background abstract theories in psychology is the
use of direct operationalization of abstract concepts in experimental procedures:
data categories are assumed to be very closely related to their theoretical cat-
egories. As a consequence, the data observed are supposed to have a direct
bearing on the theoretical hypotheses. In mature sciences this doesn’t happen.
There are always ‘bridging’ inferences required between observation and the-
ory, and an apparent falsification may direct attention to unwarranted auxiliary
assumptions. Especially in chapter 10, though also throughout, we will illus-
trate how logic can open up space for observation and exploration between data
and theory. Young sciences like psychology require lots of observation and ex-
ploration, so a methodology which opens up space for these activities is vital.

In the study of human cognition, this space between data and theory or hy-
pothesis is particularly broad because of our human capacity for multiple inter-
pretation. Indeed, some resistance to taking interpretation seriously in studying
reasoning comes from the belief that this space is too broad to be bridged. Once
we acknowledge the possibility of full human interpretive capacities, then, so
the argument goes, the possibility of science goes out the window. In partic-
ular it is often felt that the scientific study of reasoning is impossible once it
is allowed that the logical expressions are subject to the possibility of multiple
interpretations. Rejecting the possibility of multiple interpretation because it is
held to make science impossible is truly the logic of the drunk searching be-
neath the lamppost who prefers the illuminated circle to the dark space where
he knows he lost his keys. We take the general human capacity for multiple
interpretation to be as close to fact as it is possible to get in cognitive science,
and prefer to follow it where it leads in choosing our methods of investigation.
In fact, one sees this battle fought repeatedly in each area of human cognition.
It remains under control to some extent in perception, because there the exper-
imenter has “stimulus control” — she can twiddle the display, and observe what
the subject reports seeing.!® But in, for example, memory, the problem has been

13. In fact this is something of an illusion, because the subject brings preexisting knowledge to bear in
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recognized ever since Ebbinghaus [68] invented nonsense syllables in order to
eliminate the interpretive effects of subjects’ long-term knowledge which is be-
yond experimental control. In memory, the problem leads to a split between
the Ebbinghaus tradition of laboratory experimentation on abstracted materials,
and the Bartlettian tradition of studying, for example, autobiographical mem-
ory [12]. Both have contributions to make, but both require an understanding
of their distinctive approaches to assimilate those contributions.

The problem of treating “content” or “general knowledge” or “experience
prior to the experiment” is endemic in psychology, and the life of the psycho-
logical researcher is much taken up with getting around the barriers it throws
up. The psychology of reasoning’s adoption of “abstract tasks” can be seen as
following in the Ebbinghausian tradition, and reaction against those tasks as
Bartlettian rejection of that tradition. Logic itself is interpreted by psycholo-
gists as the most extreme form of the Ebbinghausian approach in which content
is banished entirely. However, our argument is that this is no longer true in
modern logic. The default logics we present here are actually interpretable as
modeling the relation between a working memory holding the experimental in-
put materials and a long-term memory holding “general knowledge.” So these
logics present a formalization of “content.” They thus attack psychology’s cen-
tral problem head-on. Of course, they do not offer a model of the long-term
memory of some actual adult human being (nor even an idealized adult hu-
man being at standard temperature and pressure). But they do offer precise
formal models of how large databases of default conditionals can control the
interpretation of richly meaningful input texts. Essentially similar computer ar-
chitectures are the basis for implementing real-world useful databases of gen-
eral knowledge in practical applications. Of course the philosophical problems
of “symbol grounding” remain. But nevertheless, here is the first plausible
head-on approach to the formal modeling of content which offers to reconcile
Ebbinghaus with Bartlett.

It should be evident that these issues are close to the heart of problems about
the relations between the humanities and the sciences, and it is entirely fitting
that they should come up when trying to do scientific research into the nature
of the human mind. It is interesting that representatives of more conservative
approaches to both sciences and the humanities have felt it important to try to
defeat the very possibility of cognitive science’s computational model of the
mind. We hope to explain just why that model is felt to be so threatening,
to defuse some of the concerns arising, and to show that one can avoid both
misplaced scientific reductionism and postmodern hyperrelativism by engaging
in a logically based and experimentally informed study of human interpretive
capacities.

making perceptual interpretations, but it is an illusion persistent enough to allow progress.
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We have seen that logic was once thought relevant to the study of cognition
both as a representational format and as an inference mechanism, and that de-
velopments in psychology (Wason, increasing prominence of neural network
modeling, decision theory) and in philosophy (concerns with normativity, anti-
psychologism) have led to the widely shared view that logic is irrelevant to cog-
nition. We have sketched a new view of logical reasoning, following Husserl,
in which reasoning is simultaneously formal and relative to a domain. On this
view, cognitive science needs to be much more attentive to semantics — because
meaning is often not given but constructed. Indeed, we will see that subjects’
behavior in reasoning tasks (e.g., Wason’s selection task) is much less irrational
than is commonly thought, once one takes into account that these subjects are
struggling to impose a meaning on the task. It is by no means obvious to the
subject that her reasoning must be based on the classical interpretation of the
conditional as material implication. In fact, the interest of the standard reason-
ing tasks lies precisely in the window it offers on subjects’ efforts to impose
meaning. As a first step toward weaning the reader away from the idea that the
semantics of logical expressions is given by classical logic, this chapter presents
the reader with an overview of the semantic possibilities.

This chapter is organized as follows. We start from a popular conception of
logical reasoning according to which, to see whether an argument is valid, one
translates it into the formal language of classical logic and checks the resulting
pattern for classical validity. We argue that this conception is inadequate, and
oppose it to a formal version of Husserl’s view, in which one distinguishes rea-
soning from an interpretation and reasoning fo an interpretation.! We conceive
of the latter as a form of parameter setting. To illustrate the idea, we start from
the four parameter choices defining classical logic, which is appropriate for the

1. We will use the verb “to interpret” in this book in its Oxford English Dictionary sense of “to make out
the meaning of,” and the noun “interpretation” as the result of that activity, or occasionally as the process
itself. This is not saying much if we do not explain what “to make out” and “meaning” mean. In fact, most
of this book is concerned with explaining what is involved in “making out the meaning of,” and no simple
explanation can be given at this stage.



20 2 The Anatomy of Logic

domain of classical mathematics, and by systematic variation of the parameters
obtain logics which are appropriate for other domains.

2.1 How Not to Think about Logical Reasoning

In the psychology of reasoning literature one commonly finds a picture of rea-
soning as proceeding according to preestablished logical laws, which can be
applied by anybody in any circumstances whatsoever.

It would not do to blame the psychologists for this, because it is a picture fre-
quently promulgated in the philosophical literature. To take just one example,
we see Ryle [239] characterizing logical constants (for example, all, some, not,
and, o, if) as being indifferent to subjectmatter, or as it is sometimes callled,
topic neutral. Characterizations such as this are related to a superficial reading
of the classical definition of validity, say for a syllogism such as

All A are B.
All B are C.
Therefore, all A are C.

The validity of this schema is taken to mean something like “whatever you sub-
stitute for A, B and C, if the premises are true for the substitution, then so is the
conclusion.” Analyzing an argument thus consists of finding the topic-neutral
expressions (the logical constants), replacing the topic-dependent expressions
by variables, and checking whether a substitution that verifies the premises also
verifies the conclusion. If so, one knows that the argument is correct for the
particular substitution one is interested in.

This schematic character of inference patterns is identified with the “domain-
independence” or “topic neutrality” of logic generally, and many take it to be
the principal interest of logic that its laws seem independent of subject matter.
In fact, however, logic is very much domaindependent in the sense that the valid
schemata depend on the domain in which one reasons, with what purpose. We
therefore view reasoning as consisting of two stages: first one has to establish
the domain about which one reasons and its formal properties (what we will call
“reasoning fo an interpretation”) and only after this initial step has been taken
can one’s reasoning be guided by formal laws (what we will call “reasoning
from an interpretation”).

2.2 Reasoning to an Interpretation as Parameter Setting

We should start with an informal illustration of what the process of interpreta-
tion involves, which falls into at least two questions — what things are actually
in the domain? and also: what kinds of reasoning will be done about them?
We start with the former question, which has been extensively studied in the
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formal semantics of natural languages. We illustrate the general distinction be-
tween the two questions with some homely examples of discourse understand-
ing, which will then introduce a particular distinction that will figure centrally
in the rest of the book.

Once upon a time there was a butcher, a baker, and a candlestick maker. One fine morning,
a body was discovered on the village green, a dagger protruding from its chest. The
murderer’s footprints were clearly registered in the mud. ...

Well, what follows from this discourse? For example, how many people are
there? If we take the most likely approach to interpreting this discourse outside
of logic class, we will assume that there are at least three people — a butcher,
a baker, and a candlestick maker. There are, of course also the corpse and the
murderer, but it is an active question whether these are identical with any of the
former three, and who else may there be in this dire place? These questions are
questions about what things, or people, or other entities are in the domain of
interpretation. Mundane as these questions are, they are absolutely central to
how natural language functions in progressively constructing interpretations as
discourse proceeds.

It should be made clear from the outset that discourse interpretation is not
at all exhausted by composing the meanings of the lexical items (as given by
the dictionary) in the way dictated by the syntax of the sentences. Contextual
information plays a crucial role. For instance, the question, what are the char-
acters in this discourse? is a question about what is in the current domain of
interpretation, and the answer to this question may well depend on discourse
context, as we shall see. Clearly our knowledge of the dictionary plays a role in
our answer to this question, but does not by itself provide the answer. Domains
of natural language interpretation are often very local, as they are here. They
often change sentence by sentence as the discourse proceeds. It is this sense of
interpretation, rather than the dictionary-level sense, which generally occupies
us here.

Suppose now we have instead a discourse that runs as follows:

Some woman is a baker. Some woman is a butcher. Some woman is a candlestickmaker.
Some person is a murderer. Some person is a corpse. All women are men.> * 4

Now we are much more likely to entertain considerably more possibilities about
how many people there are, cued perhaps by the “logical puzzle” style of the
discourse. Now it becomes entirely possible that the butcher may turn out to
be the baker, or one person might pursue all three professions, even before we

2. NB. The Oxford English Dictionary defines, under its first sense for man, “a human being irrespective of
gender.”

3. “Oh man!, these guys’ language is archaic!” addressed to a female human is an example of the Oxford
English Dictionary’s archaic usage hidden in modern oral vernacular English.

4. The previous two footnotes are irrelevant if this discourse is processed from a skeptical stance.

1
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start on the problem about who is dead and who has been nasty, and just who
else is in this village, if there is one.

The first discourse is likely to be understood with what we will call a credu-
lous stance. As we interpret the discourse, we take our task to be to construct a
model of the story which is the same as the speaker’s “intended model,” and we
assume that we are to use whatever general and specific knowledge we have,
including the assumption that the speaker is being cooperative in constructing
her discourse, to help us guess which model this is. The second discourse is
likely to be understood with what we will call a skeptical stance in which we
do not use any information save the explicitly stated premises, and we are to
entertain all possible arrangements of the entities that make these statements
true. This stance explains already why the footnotes are completely irrelevant
to this interpretation and merely designed to lead us astray.

First note that these different stances lead to quite different numbers of peo-
ple in the domains of interpretations of the two texts. In the first discourse we
know? that there is no policeman although we also know, from general knowl-
edge, that this is likely to change rather soon. In the second we do not know
whether there is a policeman, but unless we are explicitly told that there isn’t
(or told something which explicitly rules it out) then we still do not know, even
though no policeman is ever mentioned. These ‘“number-of-things” questions
are only the most tangible tip of the iceberg of differences between the domains
we get when we process with these two different stances, but they suffice for
our present illustrative purposes.

Credulous and skeptical stances are good examples of the second kind of is-
sue about interpretations — what kinds of reasoning will we do about the things
in the domain? Credulous reasoning is aimed at finding ideally a single inter-
pretation which makes the speaker’s utterances true, generally at the expense
of importing all sorts of stuff from our assumed mutual general knowledge.
Skeptical reasoning is aimed at finding only conclusions which are true in all
interpretations of the explicit premises. These are very different goals and re-
quire very different logics, with, for example, different syntactic structures and
different concepts of validity. The differences in goals are socially important
differences. In credulous understanding we accept (at least for the purposes of
the discourse) the authority of the speaker for the truth of what is said. We are
only at an impasse when there appears to be a contradiction which leaves us
with no model of the discourse, and when this happens we try to repair our in-
terpretation in order to restore a model. In skeptical understanding, we consider
ourselves as on allfours with the speaker as regards authority for inferences, and
we may well challenge what is said on the basis that a conclusion doesn’t fol-
low because we can find a single interpretation of the premises in which that
conclusion is false.

5. By what is known as “closed—world reasoning,” for which see section 2.3.
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A good illustration of the distinction between credulous and skeptical reason-
ing is furnished by legal reasoning in the courtroom, of which the following is a
concrete example (simplified from a case which recently gained notoriety in the
Netherlands). A nurse is indicted for murdering several terminally ill patients,
who all died during her shifts. No forensic evidence of foul play is found, but
the public prosecutor argues that the nurse must have caused the deaths, be-
cause she was the only one present at the time of death. This is an example of
“plausible” or “credulous” reasoning: an inference is drawn on the basis of data
gathered and plausible causal relationships.°

The defense countered the prosecutor’s argument with an instance of ‘skep-
tical’ reasoning, by arguing that the cause of death might as well have been
malfunctioning of the morphine pumps, and contacted the manufacturer to see
whether morphine pumps had had to be recalled because of malfunctioning —
which indeed turned out be the case (although in the end it did not help the
defendant). The move of the defence can be viewed as enlarging the class of
models considered, thus getting closer to the standard notion of logical conse-
quence where one considers all models of the premises instead of a restricted
class. Here is Ryle [239,p.116] again, this time with a very pertinent remark:

There arises, I suppose, a special pressure upon language to provide idioms of the [log-
ical] kind, when a society reaches the stage where many matters of interest and impor-
tance to everyone have to be settled or decided by special kinds of talk. I mean, for
example, when offenders have to be tried and convicted or acquitted; when treaties and
contracts have to be entered into and observed or enforced; when witnesses have to be
cross-examined; when legislators have to draft practicable measures and defend them
against critics; when private rights and public duties have to be precisely fixed; when
complicated commercial arrangements have to be made; when teachers have to set tests
to their pupils; and ... when theorists have to consider in detail the strengths and weak-
nesses of their own and one another’s theories.

We have chosen to illustrate the kinds of issues that go into deciding what
domain is adopted in an interpretation with this particular distinction because
it is the one that is at the center of many of the misunderstandings between
experimenter and subject in the psychology of reasoning experiments. The
what things are in the domain? question is always present in any process of
interpretation. The what kind of reasoning are we doing? question is rather
different for different distinctions.

So far we have been talking about domain in a rather loose manner, as roughly
synonymous with universe of discourse. For logical purposes it is important to
make a type-token distinction here. The domain mentally constructed while
interpreting a discourse is a concrete instance — a token — of a general kind —

6. A note for the logically minded reader: this can be viewed as an inference where the premises are inter-
preted on a very restricted class of models, namely models in which no “mysterious” events happen, neither
divine intervention nor unknown intruders.
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the type — which determines the logical properties of the token. It is very hard
to completely pin down this general notion of a type of domain itself; we will
try to do so in a later chapter on evolutionary approaches to reasoning, where
the notion of “domain specificity” of reasoning plays an important role. But we
can at least list some examples that will be treated in this book: actions, plans
and causality; contracts; norms; other people’s beliefs; mathematical objects;
natural laws. Slightly more formally, a domain is characterized by a set of
mathematical representations, called structures, of the main ingredients of the
domain (e.g., the objects in the domain, their relations, the events in which they
participate), together with a formal language to talk and reason about these
structures. The connection between structures and formal language is given by
what is technically known as a definition of satisfaction: a characterization of
how the formal language is interpreted on the relevant set of structures. This
notion of domain is extremely general, and instead of being more precise at this
point, we refer the reader to the different examples that will be given below.
The reader may wonder why language and logic should be relative to a do-
main: isn’t there a single language — one’s mother tongue — which we use to
talk and reason about everything? Much of the progress in mathematical logic
in the last century shows, however, that it is not useful to have a single language
(with a single semantics) for talking about everything. For instance, the vague
predicates that we will meet when discussing diagnostic reasoning in medicine
can perhaps be represented by fuzzy logic with its continuum of truth—values
(see section 2.2.3), but it would make no sense to use this semantics for clas-
sical mathematics. For another example, consider two radically different ways
of doing mathematics: classical and constructive mathematics. Very roughly
speaking, the difference is that the former tradition, unlike the latter, accepts
the principle of bivalence: a sentence is either true or false (see section 2.2.3 for
an explanation of why this principle is sometimes unwarranted). Constructive
mathematics is often useful in computer science, because the results it yields
have algorithmic significance, while this is not guaranteed of results in classical
mathematics. It occasionally happens that the same mathematician may apply
both methods, depending on the domain she is working in. So does she believe
in bivalence, or doesn’t she? The answer is that sometimes she does, and some-
times she doesn’t, whatever is most appropriate to the domain of interest. In this
sense logics are local. One might want to argue that in such cases one should
adopt the weakest logic (in this case the one without bivalence) as one’s gener-
ally valid logic; after all, how can a principle such as bivalence be called logical
at all if it is considered to be false in some domains? One quick answer to this
argument is that this “weakest logic” soon trivializes when including more do-
mains, for example when considering also uncertain information instead of just
truth and proof. One may conclude from this that logic as a system of generally
valid inference principles has no role to play in actual reasoning. Another op-
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tion, and the one advocated here, is to give up the idea that logic must be such
a system. Clearly, however, if logic is not given, the question becomes how one
comes to reason in a particular logic. The answer argued for in the book, and
made explicit in chapter 11, is that mastering a particular domain essentially
involves mastering its logical laws. These brief indications must suffice at this
stage, and we will return to the wider issues in the concluding chapter.

We are now ready to delve into the technicalities. The approach to logic
which we would like to advocate views logics from the point of view of possible
syntactic and semantic choices, or what we will call parameter settings. This
metaphor should not be taken too literally: we do not claim that a logic can be
seen as a point in a well-behaved many-dimensional space. The use of the term
parameter here is analogous to that in generative linguistics, where universal
grammar is thought to give rise to concrete grammars by fixing parameters such
as word order.” The set of parameters characterizing a logic can be divided in
three subsets

1. Choice of a formal language
2. Choice of a semantics for the formal language
3. Choice of a definition of valid arguments in the language

As we shall see, different choices for the parameters may be appropriate in dif-
ferent domains — each domain gives rise to a notion of structure, and in principle
each domain comes with its own language.®

To familiarize the reader with this idea, we first present classical propositional
logic as resulting from four contingent assumptions, which are sometimes ap-
propriate, sometimes not. We will then vary these assumptions to obtain a host
of different logics, all useful in some context.

2.2.1 Classical Propositional Logic

The purpose of this section is to show that classical logic is inevitable once one
adopts a number of parameter settings concerning syntax, meaning and truth,
and logical consequence; and furthermore that these settings are open to debate.
The relevant parameter settings are:

1. [syntax] fully recursive language: if ¢, ¢ are formulas, then so are ~p, ¢ —
U, oV, o AP, .0,

7. This is just an analogy; we are not committed to anything like UG.

8. This approach to logic was pursued in the 1980s under the heading of “model theoretic logics™; see [14].
9. This definition generates formulas like (¢ — 6) — ). The iteration of a conditional inside the an-
tecedent of another conditional illustrated by this last formula will turn out to be a distinctive property of this
language, which sets it off from the language we use to model credulous interpretation.
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2. [semantics] truth—functionality: the truth—value of a sentence is a function
of the truth—values of its components only;

(2'. as a consequence: evaluation of the truth—value can be determined in the
given model (the semantics is extensional));

3. [semantics] bivalence: sentences are either true or false, with nothing in
between,;

4. [consequence] the Bolzano—Tarski notion of logical consequence !’

Q. ..o /0 is valid iff 3 is true on all models of o . . . a,.

These assumptions force a unique formalization of the logical connectives not,
and, o, if ... then, as given by the familiar truth—tables in figure 2.1.

plalpre  plallpve pla|p—q
pl-p 1[1| 1 11 1 111 1
10 ololl o olof o 010 1
0/ 1 1o o 1o 1 1lof o
0|1 o 0l1 1 01 1

Figure 2.1 Truth—tables for classical logic.

It is instructive to see how our four assumptions (in conjunction with intu-
itive judgments about meaning) lead to the formalization of the conditional “if
...then” as the “material implication” — defined by the above truth—table.

Truth—functionality requires that if the truth—values of p, ¢ are given, so is
that of p — ¢, and bivalence forces these to be either O or 1. We can see from
this that if p is true and q is false, then p — ¢ must be false; for if it were true
then modus ponens (p,p — ¢ = ¢) would fail. Furthermore an application of
the definition of validity shows that the following argument patterns are valid :
p,q = q and p, —p |= ¢. From this it follows from the intuitive meaning of the
conditional that ¢ = p — g and —=p |= p — ¢. Indeed, one may argue for an
implication p — ¢ by assuming p and inferring from this (and given premises)
that ¢. But this reduces ¢ = p — ¢ to p, ¢ |= g. The validity of =p = p — ¢ is
established similarly.

The classical definition of validity is monotonic, that is, if «; ...« E 5,
then also §, a1 ... a,, |= (. It follows that the valid argument g |= p — ¢ forces
p — q to be true if p, g are true and if —p, g are true; in addition, =p = p — ¢
forces p — q to be true if —p, —q are true. We have now justified all the lines of
the truth—table.

10. Whether this historical attribution is correct is debatable; see [71], also for elaborate discussion of the
flaws of this particular definition of validity.
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Domains to which classical logic is applicable must satisfy the four assump-
tions. Classical mathematics is a case in point. Here it is assumed that all
statements are true or false — together with truth—functionality this gives the
celebrated principle of excluded middle p V —p, which we will see in action
later. The definition of logical consequence is a very important feature of
modern mathematics: it implies that a counterexample to a theorem makes it
false. Trivial as this may seem nowadays, this has not always been the case; in
the eighteenth and nineteenth centuries it was not uncommon to conclude that
a purported counterexample did not belong to the “domain” of the theorem,
thus effectively restricting the class of models. One may consult the work of
Lakatos, in particular [167], for instructive examples.“

Are these four assumptions in general always fulfilled? The next sections
provide example domains in which various combinations of the assumptions
obviously fail, and we will indicate what logics are appropriate to these domains
instead.

2.2.2 Truth-Functionality without Bivalence

Why would every statement be either true or false? This depends of course very
much on what you want to mean by “true” and “false.” One could stipulate that
“not true” is the same as false, but such a stipulation is definitely inappropriate
if we consider “true” to mean “known to be true.” One example of where this
occurs in practice is a computerized primality test which checks whether the
input 21257787 _ 1 is a prime number. One could say that, while the program
is running, the statement “2257787 _ 1 is a prime number” is undecided; but a
decision may follow in the end, if the program halts.'?

One possibility to formalise this idea, originated by [160] is to add a third
truth—value v for “undecided” or “not known to be true and not known to be
false”; u can (but need not) “evolve” toward “known to be true” or “known
to be false” when more information comes in. This uniquely determines the
truth—tables as given in figure 2.2.

The other three assumptions characterizing classical logic are still in force
here. The resulting logic is appropriate to the domain of computable functions,
and also to paradoxical sentences such as “I am false,” and more generally to
languages which contain their own truth predicate (such as natural language).

11. A note for the logically minded reader. In principle the language of classical mathematics is fully
recursive. In practice, restrictions apply, so that particular structures, for example the reals, are described in
a restricted language. One of the triumphs of mathematical logic is the use of these restrictions in language
to prove positive results about the structures that the language describes.

12. Tt does, and the number is prime.
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Pl q| pPNg plq|DpVg pPlq||P—(q
11 1 1]1 1 1]1 1
010 0 010 0 010 1
p | p u | u U u | u U u | u U
1] 0 110 0 110 1 110 0
0 1 1| u U 1| u 1 1w U
u | u 01 0 0|1 1 0]1 1
0] u 0 0| u u 0w 1
u | 1 u u | 1 1 u | 1 1
u | 0 0 uw | 0 U uw | 0 U

Figure 2.2 Truth—tables for Kleene three-valued logic.

2.2.3 A Domain in which Bivalence is Truly Ridiculous

Here is an excerpt from a textbook on cancer, in a section on differential di-
agnosis. The reader should realise that this is the kind of text that guides a
physician in her decision making. We have distinguished typographically two
classes of expressions: in boldface vague expressions like “small,” “painful,”

99 ¢

“entire,” “‘changes,” “diffuse without sharp demarcation,” “feels like a tumour,”

99 99 ¢

...; and in italic qualitative-probabilistic adverbs like “usually,” “often,” “ap-

ERINT3

proximately 15% of the cases,” “if A maybe B,” “infrequently — more often.”

Chronic cystic disease is often confused with carcinoma of the breast. It usually occurs
in parous women with small breasts. It is present most commonly in the upper outer
quadrant but may occur in other parts and eventually involve the entire breast. It is
often painful, particularly in the pre-menstrual period, and accompanying menstrual
disturbances are common. Nipple discharge, usually servous, occurs in approximately
15% of the cases, but there are no changes in the nipple itself. The lesion is diffuse
without sharp demarcation and without fixation to the overlying skin. Multiple cysts are
firm, round and fluctuant and may transilluminate if they contain a clear fluid. A large
cyst in an area of chronic cystic disease feels like a tumour, but is usually smoother
and well-delimited. The axillary lymph nodes are usually not enlarged. Chronic cystic
disease infrequently shows large bluish cysts. More often, the cysts are multiple and
small. (J.A. del Regato. Diagnosis, treatment and prognosis. Pages 860-861. In L.V.
Ackerman (editor) Cancer 1970.

To find logical regularities in this domain is challenging, to put it mildly. Vague
predicates have sometimes been formalized using many-valued logics, and there
have been attempts to model frequency adverbs using probability theory. The
reader is urged to compare the preceding piece of text with the formal systems
that follow, to see whether they add to her understanding.

It is also important to be aware that in real life vagueness may be treated by
being avoided. Consider the locus classicus for the rejection of logic in cog-
nitive science: Rosch and Mervis’s arguments for its inapplicability to human
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classificatory behavior in [233]. Classical logic represents the extension of a
predicate by a set, to which things either belong or they don’t. No half mea-
sures. But people classify things by shades. They represent typical members of
extensions. Red is typified by the color of blood and the color of red hair is a
peripheral red. There is cognitive structure here which there is not in a set. And
so, argue Rosch and Mervis, logic is inapplicable.

This is a good example of a levels confusion. Rosch and Mervis are con-
cerned with the dictionary meanings of vague words such as red. Logic is
concerned with meaning as it occurs at the discourse level and has very little
to say about the dictionary level; but the point is that it need not. Suppose we
start a conversation which includes the word red. It is unlikely that the vague-
ness of this term will become critical to our mutual interpretation — we may be
happy that we know how to classify all the relevant objects (perhaps three traf-
fic lights) with regard to this term perfectly crisply. If it does become a problem
then we may resort to increased precision — “by red I mean crimson lake as
manufactured by Pigment Corp.” — which may or may not replace the word red
entirely. Practically all natural language words are vague, and they would be
useless if they weren’t, but if we design our discourse well, their vagueness will
be well tailored to the local communicative situation.

Another way to make the same point is with reference to Marr’s methodol-
ogy as outlined in [183,p. 357ff], in particular chapter 7, where he conducts a
dialogue with himself and asks

What do you feel are the most promising approaches to semantics?

The answer is

Probably what I call the problem of multiple descriptions of objects and the resolution of
the problems of reference that multiple descriptions introduce. . .. I expect that at the heart
of our understanding of intelligence will lie at least one and probably several important
principles about organizing and representing knowledge that in some sense capture what
is important about our intellectual capabilities, [namely:]

1. The perception of an event or object must include the simultaneous computation of
several different descriptions of it, that capture diverse aspects of the use, purpose, or
circumstances of the event or object.

2. That the various descriptions referred to in 1. include coarse versions as well as fine
ones. These coarse descriptions are a vital link in choosing the appropriate overall
scenarios ...and in establishing correctly the roles played by the objects and actions
that caused those scenarios to be chosen.

A coarse description of a vague predicate, using classical logic, may well be
able to model the avoidance of the vagueness which is endemic in discourse.

Alternatively, we may move to a finer description, meet vagueness head-on,
and change our logic. We give two examples.
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Dealing with Vagueness: FLukasiewicz Logic

This logic also differs from classical logic in that it has a third truth—value (%),
but this value now means “intermediate between true and false,” and not “un-
decided, but possibly decided at some later time.” The reader may verify that
the truth—tables in figure 2.3 have been calculated according to the following
formulas: —p corresponds to 1 — p, p A ¢ to min(p, q), p V ¢ to max(p, q), and
p — qtomin(1l,1 + ¢ — p). Once one has seen that the tables are calculated

plalphg plalpVy pPlalpr—ya
11 1 1]1 1 1)1 1
010 0 0|0 0 0|0 1

1 1 1 1 1 1 1 1
p|p 2032 2 22| 2 2|32 1
1[0 110 0 1|0 1 1]0 0
1 1 1 1 1
0|1 14 1 I 1 1|3 i
$l 3 0[1] o0 0[1] 1 01 1
0|4 0 013 1 013 1
L1 1 L1 1 L1 1
1 2 1 1 i 1
210 0 2100 2 210 2

Figure 2.3 Lukasciewicz logic

using the above formulas, there is no reason to stop at three truth—values; one
might as well take a continuum of truth—values in [0, 1]. This system is called
fuzzy logic. The important point to remember is that fuzzy logic is still truth—
functional; in this respect it differs from our next example, probability theory,
which is not.

Probability: a Many-Valued, Non-truth—Functional Semantics

EE T3

One could try to represent frequency adverbs like “usually,” “often” by means
of probabilities. For instance, if p is the proposition that “The axillary lymph
nodes are not enlarged,” then ‘usually(p)’ could mean “the probability of p
is greater than 60%,” where probability is here taken in the sense of relative
frequency. This idea leads to the following definition. !

A probability on a propositional language L is a function P : £ — [0, 1]
satisfying

1. P(p) = 0if ¢ is a contradiction;
2. if p and ¢ are logically equivalent, P(¢) = P(v);
3. if ¢ logically implies —), then P(¢ V ¢)) = P(p) + P(1).

13. Note that probability is used as a semantics only. One could also try to develop “probability logics”
where “the probability of p is ¢” is a statement of the object language.[113]
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The implicit assumption underlying this definition is that the formulas in £ sat-
isfy the classical logical laws, so that “equivalence,” “contradiction” etc. are
uniquely defined. It is in fact not so easy to define probability on nonclassi-
cal logics. This will be one of criticisms when discussing recent attempts to
explain logical reasoning by assuming underlying probabilistic reasoning pro-
cesses: probabilistic reasoning is too much tied to classical logic to be able to
encompass the wide variety of reasoning that actually occurs.

The reader may wish to show that this semantics is not truth—functional: the
only restriction on the values of P(p A 1), P(p) and P(1)) is the a priori
restriction P(¢ A ¢) < P(y), P(v).

Non-Truth-Functional Semantics: Intuitionistic Logic

In classical mathematics one often finds proofs which appeal to the principle
of excluded middle, the syntactic analogue of bivalence. Mathematicians in
the constructivist or intuitionistic tradition have pointed out that the use of this
principle leads to proofs which are completely uninformative. Here is a toy
example of this phenomenon.

Definition 1 A rational number is one which can be written as % for natural
numbers p, q; an irrational number is one which cannot be so written.

Suppose you want to prove:

Theorem 1 There are irrational numbers a, b such that a® is rational.
PROOF. It is known that v/2 is irrational. Consider \/5\/5
If \/?/5 is rational, puta = b = v/2 and we are done.

o If \/ﬁﬁ is irrational, put a = ﬂﬂ b = /2, then a® = (\ﬁﬂ)‘/i =
V2 =2

Either way you have the requisite a and b. U

But what have you proved? Do you now know how to construct irrational a, b
are such that a® is rational? Such uninformative proofs, which do not yield con-
crete constructions, are typical of the use of the principle of excluded middle,
which some therefore reject. If one characterises intuitionistic logic syntacti-
cally as classical logic minus the schema ¢V — (for all ¢), then one can indeed
show that proofs of existential statements in intuitionistic logic invariably yield
concrete witnesses.

The semantics of intuitionistic logic is very different from what we have seen
so far, where propositions took numbers as truth—values. The failure of the
principle of excluded middle does not mean truth—functionally adding a third
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truth—value, one reason being that ¢ A = is still a contradiction, and inspec-
tion of the truth—tables for Kleene logic or Lukasciewicz logic shows that this
is not the case there.!* Instead we have the non-truth—functional “provability
interpretation of truth,” of which the following are examples

1. e.g., © A1y means: “I have a proof of both ¢ and ).”
2. ¢ V1 means: “I have a proof of ¢ or a proof of ¥.”

3. ¢ — 1 means: “I have a construction which transforms any given proof of
© into a proof of ¢.”

4. special case of the previous: =y means “any attempted proof of ¢ leads to a
contradiction.”

Clearly, ¢ V —¢ is not valid on this interpretation, because it would require us
to come up with a proof that ¢ or a proof that ¢ leads to a contradiction; and
often one has neither.

An Intensional Logic: Deontic Logic

Deontic logic is concerned with reasoning about norms, i.e., what one ought to
do; e.g., “if a person is innocent, he ought not to be convicted.” We shall see
in our discussion of the Wason selection task, however, that its scope extends
much wider. At the syntactic level, (propositional) deontic logic consists of
classical propositional logic plus the operator O, governed by the clause that if
@ is a formula, so is O. The intuitive meaning of O is “it ought to be the
case that ¢.” Note that O cannot be a truth function, such as —; the truth of Op
depends on the meaning, not the truth—value, of p. That is, both the propositions
“my bike is grey” and “I don’t steal” are true, but the latter ought to be the case,
unlike the first.

The intensional semantics for deontic logic computes ‘compliance’—values of
formulas in a given model by referring to other models. One assumes that every
model w has a “normatively perfect counterpart v”’; this is formally represented
by a relation: R(w,v)). In such a “normatively perfect” world v only what is
permissible is the case; e.g., in w an innocent person may be convicted, but in
v with R(w, v) this same innocent person will not be convicted. We may now
put w = Op if and only if for all v satisfying R(w,v): v |= p.

To see the difference with classical logic, compare the conditionals p — ¢
and p — Ogq. If in a given world, p is true and ¢ is false, then p — ¢ is
simply false, whereas p — Ogq can be true, in which case the given world is not
“normatively perfect.”

14. Another reason is that one would also like to get rid of the principle of double negation elimination
T — .
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Our last example, closed—world reasoning, is one in which the consequence
relation is the main focus. Since closed—world reasoning will occupy us much
throughout, it warrants a new section.

2.3 The Many Faces of Closed—World Reasoning

As we have seen above, the classical definition of validity considers all mod-
els of the premises. This type of validity is useful in mathematics, where the
discovery of a single counterexample to a theorem is taken to imply that its
derivation is flawed. But there are many examples of reasoning in daily life
where one considers only a subset of the set of all models of the premises.
In this section we review some examples of closed—world reasoning and their
formalization.

One example is furnished by train schedules. In principle a schedule lists
only positive information, and the world would still be a model of the schedule
if there were more trains running than listed on the schedule. But the proper in-
terpretation of a schedule is as a closed world — trains not listed are inferred not
to exist. This is like our example of the butcher, baker, and candlestickmaker
on page 21. Note that there is a difference here with the superficially similar
case of a telephone directory. If a telephone number is not listed, we do not
therefore conclude that the person does not have a telephone — she might after
all have an unlisted number. In fact a moment’s reflection suggests that such
examples can be found within the “train schedule” domain. From the point of
view of a prospective passenger, the inference that there is no train between two
adjacently listed trains may be valid, but for a train spotter interested in trains
passing through on the track, trains “not in service” may well occur between
listed services. Thus, world knowledge is necessary to decide which logic is
applicable.

2.3.1 Closed—World Reasoning, More Formally

Consider the Dutch database for public transportation www.92920v.nl, which
you consult for planning a trip from Amsterdam to Muiden. The database con-
tains facts about trains and buses leaving at specific times, and also rules of the
form

1. if bus 136 leaves Naarden-Bussum at 10:06, it will arrive in Muiden at 10:30

2. if train from Amsterdam CS in direction Naarden-Bussum leaves at 9:39, it
will reach Naarden-Bussum at 10:00.

Backward chaining of the rules then generates a plan for getting from Amster-
dam to Muiden.
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Now suppose that www.92920v.nl says that there is no trip that starts in Am-
sterdam at 9:10 and brings you to Muiden at 9:45. Then we will act as if there
is no such trip, but why? This is an example of closed—world reasoning, which
is appropriate if one may assume that the database lists all available positive
information.

Formally, closed—world reasoning (in the version we prefer) differs from clas-
sical logic in the syntactic, semantic, and consequence parameters.

Syntactically, the occurrence of — is restricted to formulas of the form p; A
...\ pp — q. This amounts to changing the recursive definition of the propo-
sitional language; iteration of implication is not allowed, and neither are occur-
rences of negation in antecedent and consequent.

Semantically, A, V have their customary classical interpretation, but — has a
special closed—world interpretation given by

1. if all of pq, ..., p, are true, then so is ¢;

2. if one of py, ..., p, is false and there is no other implication with ¢ as a
consequent, q is false;

3. more generally: if for ¢ < k, pﬁ VAN pf% — q are all the formulas with ¢
in the consequent, and if for each ¢ < k one of p’i, e, pf1 is false, then q is
also false.

The most important technical feature of closed—world reasoning is that the
associated consequence relation is nonmonotonic. We have encountered the
monotonicity property of classical logical consequence when discussing the
material implication; we repeat it here for convenience. As we have seen, the
Bolzano-Tarski definition of validity of an argument @1, ..., ¢, /1 is: for all
models M such that M = ¢1,..., ¢, also M = 1. Given this definition,
= is monotone in the sense that ¢1, ..., @, = ¢ implies ¢1,...,pn, 0 = ¥
for any sentence 6. closed—world reasoning, however, is not monotonic in this
sense: the inference from the database

there is no trip which starts in Amsterdam CS at 9:10 and ends in Muiden before 9.45,”

licensed by closed—world reasoning, may be destroyed by additions to the data-
base (e.g., a fast Interliner bus).

2.3.2 Unknown Preconditions

Real-world actions come with scores of preconditions which often go unno-
ticed. My action of switching on the light is successful only if the switch is
functioning properly, the house is not cut off from electricity, the laws of elec-
tromagnetism still apply. It would be impossible to verify all those precondi-
tions; we generally do not even check the light bulb although its failure occurs
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all too often. We thus have a conditional “if turn switch then light on” which
does not become false the moment we turn the switch only to find that the light
does not go on, as would be the case for the classical material implication. An
enriched representation of the conditional as a ternary connective shows more
clearly what is at issue here: “if turn switch and nothing funny is going on then
light on” If we turn the switch but find that the light is not on, we conclude
that something is amiss and start looking for that something. But — and this is
the important point — in the absence of positive information to the effect that
something is amiss, we assume that there is nothing funny going on. This is the
closed—world assumption for reasoning with abnormalities, CWA(ab).

This phenomenon can be seen in a controlled setting in an experiment de-
signed by Claire Hughes and James Russell ([131]), the “box task,” which lends
itself particularly well to a logical analysis using closed world reasoning. This
task was designed for analyzing autistic behavior, to which we return in Chapter
9 below.

Figure 2.4 Hughes and Russell’s box task. Reprinted from [236,p. 316] by permission of
Dunitz.

The task is to get the marble, which is lying on the platform, inside the box.
However, when the subject puts her hand through the opening, a trapdoor in
the platform opens and the marble drops out of reach. This is because there is
an infrared light beam behind the opening, which, when interrupted, activates
the trapdoor mechanism. The switch on the left side of the box deactivates the
whole mechanism, so that to get the marble you have to flip the switch first.
In the standard setup, the subject is shown how manipulating the switch allows
one to retrieve the marble after she has first been tripped up by the trapdoor
mechanism.

A more formal analysis of the box task could go as follows. The main premise
can be formulated as
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(1) If you reach for the marble through the opening and there is nothing
funny going on, you can retrieve the marble.

where the italicized conjunct is the variable, assumed to be present always, for
an unknown precondition. This conjunct occasions closed world reasoning of
the form

2) I haven’t seen anything funny.
:: There is nothing funny going on.

Backward chaining then leads to the plan
3) To get the marble, put your hand through the opening.

Now a problem occurs: the marble drops out of reach before it can be retrieved.
Premise (1) is not thereby declared to be false, but is now used to derive

4 Something funny is going on.

To determine what’s so funny, the information about the switch is recruited,
which can be formulated as a rule “repairing” (1) as in (5a) or (5b)

(5a) If you reach for the marble, set the switch to the right position, and
there is nothing funny going on, then you can retrieve the marble.

(5b) If the switch is in the wrong position, there is something funny going
on.

Closed—world reasoning with (5b) now yields

©6) If the switch is in the wrong position, there is something funny going
on, but only then.

Backward chaining then leads to a new plan

@) To get the marble, set the switch to the right position and put your hand
through the opening.

One interesting feature of this analysis is thus that the new plan (7) is con-
structed from the old one by utilising the variable for the unknown precondi-
tion.

This is not reasoning as it is usually studied in the psychology of reasoning,
but it is reasoning nonetheless, with a discernible formal structure, and appli-
cability across a wide range of domains. In fact CWA(ab) can be viewed as
a definition of validity, as follows. Suppose we have an enriched conditional
of the form p A —mab — ¢q, where ab is a proposition letter indicating some
abnormality. Suppose furthermore that we have as information about ab the
following implications: q; — ab, ..., g — ab, and that this is a/l the available
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information about ab. Since the implication | — ab is always true,'> we may

include this (admittedly trivial) statement in the information available about ab.
We now want to say that, given p, —q, . .., 7qy, ¢ may be concluded. This
is tantamount to replacing the information about ab by the single premise

ab—q V...Vq V1,

and applying classical validity. Note that as a consequence of this definition,
if there is no nontrivial information about ab, the right-hand side of the pre-
ceding bi-implication reduces to a falsehood (i.e., 1), and the bi-implication
itself to ab < L, which is equivalent to —ab. In short, if there is no nontrivial
information about ab, we may infer —ab. Note that although classical reason-
ing is used here in explaining the machinery, the closed-world inference itself
is non-classical: in classical logic nothing can be concluded from the premises
b, 741, - -5 qn.

A famous observation can be illuminated from this point of view: Scribner’s
study of reasoning among the illiterate Kpelle tribe in Liberia (see [243]). Here
is a sample argument given to her subjects

All Kpelle men are rice farmers.
Mr. Smith'® is not a rice farmer.
Is Mr. Smith a Kpelle man?

Subjects refused to answer the question definitively, instead giving evasive an-
swers such as “If one knows a person, one can answer questions about him, but
if one doesn’t know that person, it is difficult.”” Scribner then went on to show
that a few years of schooling in general led to the classical competence answer.

This result, like those of Luria in the 1930s (see [177]) has been taken as
evidence that the illiterate subjects do not understand what is being asked of
them: to answer the question solely on the basis of (an inference from) the
premises given. Instead, so it is argued, they prefer to answer from personal
experience, or to refrain from answering if they have no relevant experience.
But this explanation presupposes that the Kpelle subject adopts the material
implication as the logical form of the first premise. If, as is more plausible,
he adopts a meaning of the conditional which allows exceptions (as we did in
discussing the box task), he can only be charged with not applying closed—
world reasoning to Mr. Smith. That is, if the Kpelle subject believes he has too
little information to decide whether Mr. Smith is abnormal, he is justified in
refusing to draw the modus tollens inference. On this account, what the couple
of years elementary schooling teaches the child is a range of kinds of discourse
in which exactly what to close the world on, and what to leave open, varies with
some rather subtle contextual cues.

15. L stands for an arbitrary contradiction, while T is a formula which is always true.
16. “Mr. Smith” is not a possible Kpelle name.
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2.3.3 Causal and Counterfactual Reasoning

Counterfactual reasoning occurs when one starts from an assumption known to
be false and tries to derive consequences. What would have happened if Hitler
had invaded Britain? is a famous example. Such reasoning involves causal
reasoning, because one needs to set up plausible chains of events. Counter-
factual reasoning has been investigated in preschool children with the aim of
establishing correlations with “theory of mind”

Riggs and Peterson [227] devised a “counterfactual” adaptation of the stan-
dard false belief task, in which a mother doll bakes a chocolate cake, in the
process of which the chocolate moves from the fridge (its original location) to
the cupboard. The question asked of the child is now

(*) Where would the chocolate be if mother hadn’t baked a cake?

This question is about alternative courses of events and hence seems to use
causal reasoning.

Pragmatically, the formulation of question (*) suggests it must have an an-
swer. The answer cannot come from classical logic, starting from the descrip-
tion of the situation alone: classical logic compels one to ask What else could be
the case? reflecting the obligation to consider all models of the data. In partic-
ular there would be models to consider in which mother eats all the chocolate,
or in which the chocolate evaporates inside the fridge (an event of extremely
small, but still nonzero, probability). Of course nothing of the sort happens in
actual causal reasoning. There a “principle of inertia” applies, which roughly
says: “things and properties remain as they are, unless there is explicit infor-
mation to the contrary.” This can be further spelled out as the closed—world
assumption for reasoning about causality (CWA(c)):"7

1. One assumes that only those events (affecting the entity of interest) occur
which are forced to occur by the data — here the only such event is the choco-
late’s change of location from fridge to cupboard.

2. One also assumes that events only have those causal effects which are de-
scribed by one’s background theory — e.g., turning on the oven does not have
a causal effect on the location of the chocolate.

3. No spontaneous changes occur, that is, every change of state or property can
be attributed to the occurrence of an event with specified causal influence.

Together these principles suffice to derive an answer to (*). In fact this type
of reasoning can be fully formalized in the “event calculus™ originally devel-
oped in artificial intelligence (see [282] for extensive treatment and references).

17. A fully formal analysis will be given in chapter 9.
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Its logical structure is similar to the one detailed in section 2.3.2 as regards
properties (1) and (2), but property (3) brings in a new ingredient relating to
development over time.

Formally, this can be viewed as yet another twist to the definition of validity:
one now obtains a notion according to which the conclusion is evaluated at a
later instant than the evaluation time of the premises. The classical definition of
validity assumes that the conclusion of an argument is evaluated on models of
the premises, thus validating a property like p = p, that is, “on every model on
which p is true, p is true.” The definition of validity used in CWA(c) allows that
models of the conclusion are temporal developments of models of the premises,
and in this case we need no longer have p = p. Suppose the models for the
premises are evaluated at time ¢, and the models for the conclusion are temporal
developments of these models considered at time ¢’ > t. Clearly, even if p is
true at time ¢, that same proposition p may be false at ¢’

These considerations allow us to see the connection between closed world
reasoning and planning. One feature distinguishing human planning from that
of other species is the much increased capacity for offline planning. This in-
volves mentally constructing a model, a structure representing the relevant part
of the world, and computing the effect of actions in that model over time, tak-
ing into account likely events and the causal consequences of the actions per-
formed. The various forms of closed—world reasoning introduced so far have
to be combined here to enable the construction of the model and the compu-
tation of its development over time. What is interesting here for discussions
of domain specificity is that the procedures used to construct models in offline
planning can be used as well to construct models of linguistic discourse, for
instance the structure of the events described by the discourse (see [282]). It
is proposed in the reference cited that offline planning has been exapted'® for
the purposes of language comprehension, viewed as the ability to construct dis-
course models. If true, this would show an incursion of very general reasoning
procedures into the purportedly domain—specific language module. Issues of
modularity will crop up throughout.

2.3.4 Attribution of Beliefs and Intentions

An important step in cognitive development is the acquisition of a “theory of
mind,” the ability to understand that someone else may have beliefs different
from one’s own. A standard experimental paradigm to test theory of mind is
the “false belief task,” of which the following is an example (due to Wimmer
and Perner [305])

Children are first told the story:“Maxi and Mummy are in the kitchen. They put some
chocolate in the fridge. Then Maxi goes away to play with his friend. Mummy decides to

18. See section 6.2.3 for a definition and discussion of the contrast between exaptation and adaptation.
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bake a cake. She takes the chocolate from the fridge, makes the cake, and puts the rest of
the chocolate in the cupboard. Maxi is returning now from visiting his friend and wants
some chocolate.” Children are then asked the test question: “Where does Maxi think the
chocolate is?”

Normally developing children will be able to attribute a “false belief” to Maxi
and answer “In the fridge” from around age 4 or so.

Another version!? uses an episode from the Bob the Builder children’s televi-
sion series, in which Bob climbs a ladder to do some repair work on the roof of
a house. While Bob is happily hammering, the series’ resident gremlin Naughty
Spud takes away the ladder to steal apples from a nearby apple tree. After Bob
has finished his work on the roof, he makes preparations to climb down. At this
point the video is stopped and the child who has been watching this episode is
asked: “Where does Bob think that the ladder is?” Again, children below the
cut-off age answer: “At the tree.”

It is illuminating to view the reasoning leading up to these answers as an
instance of closed—world reasoning. What is needed first of all is an aware-
ness of the causal relation between perception and belief, which can be stated
in the form: “if ¢ is true in scene S, and agent a sees S, then a comes to be-
lieve ,” where ( is a metavariable ranging over proposition letters p, q, . . ..
In other words, seeing is a cause of believing. Thus Maxi comes to believe
that the chocolate is in the fridge. An application of the principle of inertia (cf.
(3) above) yields that Maxi’s belief concerning the location of the chocolate
persists unless an event occurs which causes him to have a new belief, incom-
patible with the former. The story does not mention such an event, whence it is
reasonable to assume — using 1 and 2 — that Maxi still believes that the choco-
late is in the fridge when he returns from visiting his friend. Viewed in this
way, attribution of belief is a special case of causal reasoning, and some cor-
relation with performance on counterfactual reasoning tasks is to be expected.
The tasks are not quite the same, however. The causal relation between percep-
tion and belief is an essential ingredient in the false belief task, absent in the
counterfactual task. There are two sides to this: positively, that a belief may
form after seeing something, and negatively, that there are only a few specified
ways in which beliefs can form, e.g., by seeing, by being told, and by inference
— this negative aspect is an application of closed—world reasoning. Children
failing the false belief task could master causal reasoning generally, but fail on
the aspects just mentioned. So, assimilating the reasoning involved in theory of
mind tasks as a kind of defeasible reasoning potentially provides both a basis
for continuity with earlier developmental or evolutionary precursors, and a ba-
sis for discontinuity — it is causal reasoning by closed—world assumptions, but
causal reasoning by closed—world assumptions of a specific kind. Reasoning

19. Investigated experimentally by the van Lambalgen’s students David Wood and Marian Counihan.
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about minds is reasoning in a specific domain, but its characterization may be
possible by a rather small extension of a logical framework for other domains.

We viewed classical logic as resulting from setting parameters for syntax,
semantics, and the consequence relation. We have seen that these settings are
appropriate for the domain of classical mathematics, but that they cannot claim
universal validity. Other domains require different settings; e.g., closed—world
reasoning about databases has only bivalence in common with classical logic.
In fact, a wide range of everyday tasks involve closed—world reasoning: e.g.,
planning, and adapting to failures of plans during their execution, diagnosis
of causes, causal reasoning itself, reasoning about mental behavior and states,
interpreting speaker’s intentions underlying discourse. Each of these domains
leads to a logic especially suited to that domain. Reasoners have in general little
trouble in selecting the logic appropriate to a domain, although, as we shall see
in the course of this book, some psychiatric disorders are accompanied, and
perhaps even caused, by inappropriately applied reasoning schemes.

In the following chapters, we will look at several experimental reasoning
paradigms to discover evidence of parameter setting at work. It will turn out
that for a subject, discovering the right parameters is often the hardest part of a
laboratory reasoning task.

At this point, the psychologist reader, from our experience, is likely to be puz-
zled. “Subjects don’t know these logics! These formalisms are just theorists’
tools! All these squiggles don’t happen in minds! Anyway, all you are doing
is redescribing stuff which psychologists know about in terms of pragmatics!”
are among typical objections, so we had perhaps better attempt to defuse them.
Of course we agree that subjects don’t “know these logics” just in the sense
that they don’t know the grammar of English, but they do know these logics
just in the sense that they do know the grammar of English. Yes, they are also
theorists’ tools, but we take seriously the possibility that something computa-
tionally equivalent is implemented in the mind. In chapter 8 we will show that
that implementation doesn’t require squiggles. And yes, many of the phenom-
ena we are describing as applying reasoning in non-standard logics have been
given descriptions already by psychologists. Our claim is that those descrip-
tions remain ad hoc until they are systematized as we are trying to do here. It is
very important that the psychological reader takes us seriously when we claim
that these logics are in the mind, but equally important that they realise that that
claim does not bring all the baggage usually ascribed to it.






A Little Logic Goes a Long Way

The psychology of reasoning studies how subjects draw conclusions from prem-
ises — the process of derivation. But premises have to be interpreted before any
conclusions can be drawn. Although premise interpretation has received recur-
rent attention (e.g., Henle [122], Gebauer and Laming [92], Newstead [201],
Byrne [28]), the full range of dimensions of interpretation facing the subject has
not been considered. Nor has interpretation been properly distinguished from
derivation from an interpretation in a way that enables inferactions between
interpretation and derivation to be analysed. Our general thesis is that integrat-
ing accounts of interpretation with accounts of derivation can lead to deeper
insight into cognitive theory generally, and human reasoning in particular. This
chapter exemplifies this general claim in the domain of Wason’s selection task
[295], an important reference point for several prominent cognitive theories of
reasoning. What is meant by interpretation in this context? Interpretation maps
representation systems (linguistic, diagrammatic, etc.) onto the things in the
world which are represented. Interpretation decides such matters as: which
things in the world generally correspond to which words; which of these things
are specifically in the domain of interpretation of the current discourse; which
structural description should be assigned to an utterance; which propositions
are assumed and which derived; which notions of validity of argument are in-
tended; and so on. Natural languages such as English sometimes engender the
illusion that such matters are settled by general knowledge of the language, but
it is easy to see that this is not so. Each time a sentence such as “The presi-
dents of France were bald” is uttered, its users must decide, for example, who
is included, and how bald is bald, for present purposes. In the context of the se-
lection task we shall see that there are quite a few such decisions which subjects
have to make, each resolvable in a variety of ways, and each with implications
for what response to make in the task.

Of course, interpretation, in this sense, is very widely studied in philosophy,
logic and linguistics (and even psycholinguistics), as we document in our ref-
erences throughout the chapter. Our thesis is that interchange between these
studies and psychological studies of reasoning has been inadequate. Perhaps
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because the methods of the fields are so divergent, there has been a reluctance
to take semantic analyses seriously as a guide to psychological processes, and
many of the concepts of logic are loosely employed in psychology, at best.
There are, of course, honorable exceptions which we will consider in our dis-
cussion.

In this chapter we take Wason'’s selection task and argue that the mental pro-
cesses it evokes in subjects are, quite reasonably, dominated by interpretive
processes. Wason’s task is probably the most intensively studied task in the
psychology of reasoning literature and has been the departure point, or point
of passage, for several high—profile cognitive theories: mental models theory
(Johnson-Laird and Byrne [144]), relevance theory (Sperber, Cara, and Girotto
[252]), “evolutionary psychology” (Cosmides [47]), rational analysis (Oaksford
and Chater [205]). We will argue and present empirical evidence that each of
these theories misses critical contributions that logic and semantics can make
to understanding the task. For various reasons the materials of the task exert
contradictory pressures leading to conflicting interpretations, and we argue that
what we observe are subjects’ various, not always very successful, efforts to
resolve these conflicts. The results of our experiments expose rich individual
variation in reasoning and learning and so argue for novel standards of empiri-
cal analysis of the mental processes involved.

3.1 The Mother of All Reasoning Tasks

Wason'’s original task was presented by means of a form as depicted in figure
3.1. The reader, who has probably seen the task before, should realise that
this is all the information provided to the subjects, in order to appreciate the
tremendous difficulty posed by this task. We will later present a variant of the
task (the “two rule task™) which may recreate in the cognoscenti the feelings of
perplexity experienced by the untutored subject.

Below is depicted a set of four cards, of which you can see only the exposed face
but not the hidden back. On each card, there is a number on one of its sides and
a letter on the other.

Also below there is a rule which applies only to the four cards. Your task is to
decide which if any of these four cards you must turn in order to decide if the
rule is true. Don’t turn unnecessary cards. Tick the cards you want to turn.

Rule: If there is a vowel on one side, then there is an even number on the other
side.

Cards: ’ A ‘ ’ K ‘ ’ 4 ‘ ’ 7

Figure 3.1 Wason’s selection task
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This experiment has been replicated many times. If one formulates the rule

If there is a vowel on one side, then there is an even number on the other
side.

as an implication p — ¢, then the observed pattern of results is typically given
as in table 3.1.

Thus, the modal response! (around half of the undergraduate subjects) is to
turn A and 4. Very few subjects turn A and 7. Wason (and, until fairly recently,
the great majority of researchers) assumed, without considering alternatives,
that the correct performance is to turn the A and 7 cards only. Oaksford and
Chater’s inductive rational choice model [205] was the first to challenge this as-
sumption, by rejecting deductive models entirely — more on this below. Wason
adopted this criterion of good reasoning from a classical logical interpretation
of the rule.

In a very real sense, however, Wason got his own task wrong in stipulat-
ing that there was a particular “obviously correct” answer. This holds on the
assumption that the rule is interpreted using the material implication, but noth-
ing in the experimental material itself forces this interpretation. Undergraduate
subjects come to this task with their own interpretation of the conditional “if
...then,” and more often than not this interpretation is as a defeasible rule ro-
bust to exceptions. In this case, the “competence” answer would be to respond
that no combination of card choices can falsify the rule, because any possible
counterexamples are indistinguishable from exceptions. And no finite combi-
nation of choices can prove the rule is true.? Alternatively, subjects with other
plausible interpretations of the task and rule might reasonably want to respond
that several alternative sets of cards would test the rule equally well, and this
again is not an available response. There are of course many psychological rea-
sons why we should not expect subjects to make these kinds of responses even if
they were offered as possibilities. There are strong demand characteristics and
authority relations in the experimental situation. Furthermore, subjects are not
accustomed to reflecting on their language use and also lack a vocabulary for
talking about and distinguishing the elementary semantic concepts which are
required to express these issues. Taking interpretation seriously does not mean
we thereby assume reasoning is perfect, nor that we reject classical logic as one
(possibly educationally important) logical model. But the unargued adoption
of classical logic as a criterion of correct performance is thoroughly antilogical.
In our discussion we review some of the stances toward logic exhibited by the
prominent cognitive theories that have made claims about the selection task,
and appraise them from the viewpoint advocated here.

1. The mode of a data sample is the element that occurs most often in the sample.
2. Tt is true that Wason’s instructions explicitly state that the rule applies only to the four cards, but, as we
shall see below, this is not a reasonable restriction on one dominant interpretation, and is widely ignored.
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Table 3.1 Typical proportions of choices in the selection task

p | pa | p,—g | pg,—g || misc.
N I

3.2 A Preliminary Logical Distinction

The program of empirical investigation that ensued from Wason’s original ex-
periment can be seen as a search for those contents of rules that make the task
“easy” or “hard” according to the classical competence criterion. Differences in
accuracy of reasoning are then explained by various classifications of content.

For example, when the original “abstract” (i.e., descriptive) form of the selec-
tion task proved so counterintuitively hard, attention rapidly turned to finding
materials that made the task easy. Johnson-Laird, Legrenzi, and Legrenzi [142]
showed that a version of the task using a UK postal regulation (“If a letter has
a second class stamp, it is left unsealed”’) produced near-ceiling performance.
They described the facilitation in terms of familiarity of the materials. Griggs
and Cox [109] showed that reasoning about a drinking age law (“if you drink al-
cohol here, you have to be over 18”) was easy. Wason and Green[296] similarly
showed that a rule embedded in a “production-line inspection” scenario (e.g.,
“If the wool is blue, it must be 4 feet long”) also produced good performance.
Cosmides [47, 48] went on to illustrate a range of materials which produce
“good” reasoning, adding the claim this facilitation only happened with social
contract rules. Cosmides and her collaborators used the argument that only so-
cial contract material was easy, to claim that humans evolved innate modular
“cheating detector algorithms” which underpin selection task performance on
social contract rules. Note that nonsocial contract examples such as the “wool”
example just quoted were prominent in the literature before Cosmides made
these claims. Recent work has extended the evolutionary account by proposing
a range of detectors beyond cheating detectors which are intended to underpin
reasoning with, for example, precautionary conditionals (Fiddick, Cosmides,
and Tooby [81]).> These observations of good reasoning were reported as ef-
fects of content on reasoning with rules of the same logical form. Cosmides
and Tooby are explicit about logic being their target:

On this view [the view Cosmides and Tooby attack], reasoning is viewed as the oper-
ation of content-independent procedures, such as formal logic, applied impartially and
uniformly to every problem, regardless of the nature of the content involved. (Cosmides
and Tooby [48,p. 166])

3. Cummins [53] has argued, against this proliferation, that the innate module concerned is more general
and encompasses all of deontic reasoning.
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Johnson-Laird equally claims that the effect of content on reasoning contradicts
the formal-logical model of reasoning:

[Flew select the card bearing [7], even though if it had a vowel on its other side, it would
falsify the rule. People are much less susceptible to this error of omission when the
rules and materials have a sensible content, e.g., when they concern postal regulations ...
Hence the content of a problem can affect reasoning, and this phenomenon is contrary to
the notion of formal rules of inference (Johnson-Laird [146,p. 225])

Wason himself, discussing an example from [299] which used the rule: “If I go
to Manchester I go by train,” rejects the idea that there are structural differences
between thematic and abstract tasks:

The thematic problem proved much easier than a standard abstract version which was
structurally equivalent... ([300,p. 643]; emphasis added)

We argue here that by far the most important determinant of ease of reasoning
is whether interpretation of the rule assigns it descriptive or deontic logical
form, and we explain the effect of this interpretive choice in terms of the many
problems descriptive interpretation creates in this task setting, as contrasted
with the ease of reasoning with deontic interpretations.

Descriptive conditionals describe states of affairs and are therefore true or
false as those states of affairs correspond to the conditionals’ content. Deon-
tic conditionals, as described in the previous chapter, state how matters should
be according to some (perhaps legal) law or regulation, or preference.* The
semantic relation between sentence and case(s) for deontics is therefore quite
different than for descriptives. With descriptives, sets of cases may make the
conditional true, or make it false. With deontics, cases individually conform
or not, but they do not affect the status of the law (or preference, or whatever).
This is of course a crude specification of the distinction. We shall have some
more specific proposals to make below. But it is important for the empirical in-
vestigation to focus on these blunt differences that all analyses of the distinction
agree on.’

Returning to the examples given, we see that a rule like “if you drink alcohol
here, you have to be over 18” is deontic, not descriptive. If everybody drinking
whiskey in a particular pub is under 18, the rule may be massively violated, but
it is still in force. We have a different situation if the rule is intended to be de-
scriptive, an intention which can be suggested, but not fixed, by the formulation
“if someone drinks alcohol here, he is over 18.” In this case a primary school
boy sipping his whiskey may be taken to falsify the rule. The other examples
can be analysed similarly.

4. There are a great variety of specific deontic stances which all share the feature that they deal in what is
ideal relative to some criterion.

5. This is an important invocation to be born in mind by the formalist concerned to contribute to experimental
investigation: “Use the bluntest formal analysis which is sharp enough to make the necessary distinctions!”
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In English, the semantic distinction between descriptives and deontics is not
reflected simply on the surface of sentences. Deontics are often expressed using
subjunctives or modals — should, ought, must — but are equally often expressed
with descriptive verbs. It is impossible to tell without consultation of context,
whether a sentence such as “In the UK, vehicles drive on the left” is to be inter-
preted descriptively or deontically — as a generalization or a legal prescription.
Conversely, subjunctive verbs and modals are often interpreted descriptively.
(e.g., in the sentence “If it is 10 am, that should (must) be John,” said on hear-
ing the doorbell, the modal expresses an inference about a description). This
means that we as experimenters cannot determine this semantic feature of sub-
jects’ interpretation of conditionals simply by changing auxiliary verbs in rules.
A combination of rule, content, and subjects’ knowledge influences whether to
assign a deontic or descriptive form.

Our proposal about the selection task at its simplest is that the semantic dif-
ference between descriptive and deontic conditionals leads to a processing dif-
ference when these conditionals are used in the selection task. In barest outline,
the semantic difference is this. Deontic conditionals such as the drinking age
law cannot be false, they can only be violated. Hence turning a card never af-
fects the status of the rule. Now, whether a given customer violates the drinking
age law is independent of whether another customer does so. This seems a triv-
ial observation, but a comparison with the case of descriptive rules will show
its importance.

A descriptive rule can be true or false, and here the purpose of turning cards
is to determine which is the case; in this case, unlike the previous one, the
result of turning a card can affect the status of the rule. A consequence of this
is a form of dependence between card choices, in the following sense: turning
A to find 7 already decides the status of the rule by showing it to be false;
it does not seem necessary to turn the 7 card as well. On the other hand, if
upon turning A one finds a 4, it is necessary to turn the 7 as well. We will
see that this situation is confusing to subjects, who sometimes believe that the
task is unsolvable because of this dependence. It is not, of course, once one
realises that the cards are not real but depicted, and hence cannot be turned at all.
These blunt semantic differences mean that the original descriptive (abstract)
task poses many difficulties to naive reasoners not posed by the deontic task.®
A formal analysis of the differences will be given below, but these indications
should suffice for the present.

We will derive a variety of particular difficulties to be expected from the inter-

6. Previous work has pointed to the differences between the deontic and descriptive tasks (e.g., Manktelow
and Over [180]; Oaksford and Chater [205]). Cheng and Holyoak [37] developed the theory that success
on deontic selection tasks was based on pragmatic reasoning schemata. Although they present this theory
as an alternative to logic-based theories, it arguably presents a fragmentary deontic logic with some added
processing assumptions (theorem prover) about the “perspective” from which the rule is viewed. However,
Cheng and Holyoak did not take the further step of analyzing abstractly the contrasting difficulties which
descriptive conditionals pose in this task.
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action of semantics and task, and the presentation of an experimental program
to demonstrate that subjects really do experience these problems. Deriving a
spectrum of superficially diverse problems from a single semantic distinction
supports a powerful empirical generalization about reasoning in this task, and
an explanation of why that generalization holds. It also strongly supports the
view that subjects’ problems are highly variable and in doing so reveals an im-
portant but much neglected level of empirical analysis.

It is important to distinguish coarser from finer levels of semantic analysis
in understanding our predictions. At finer levels of analysis, we will display a
multiplicity of interpretive choices and insist on evidence that subjects adopt a
variety of them — both across subjects and within a single subject’s episodes of
reasoning. At this level we certainly do not predict any specific interpretation.
At coarser levels of analysis such as between truth—functional and non-truth—
functional conditionals, and between descriptive and deontic conditionals, it is
possible to predict highly specific consequences of adopting one or the other
kind of reading in different versions of the task, and to show that these conse-
quences are evident in the data. If they do appear as predicted, then that pro-
vides strong evidence that interpretive processes are driving the data. In fact,
many of these consequences have been observed before, but have remained un-
connected with each other, and not appreciated for what they are — the various
consequences of a homogeneous semantic distinction. The take-home message
is: semantics supplies an essential theoretical base for understanding the psy-
chology of reasoning.

The plan of the remainder of the chapter is as follows. We begin by pre-
senting in the next section what we take to be essential about a modern logical
approach to such cognitive processes as are invoked by the selection task. The
following section then uses this apparatus to show how the logical differences
between descriptive and deontic selection tasks can be used to make predic-
tions about problems that subjects will have in the former but not the latter. The
following section turns these predictions into several experimental conditions,
and presents data compared to Wason’s original task as baseline. Finally, we
discuss the implications of these findings for theories of the selection task and
of our interpretive perspective for cognitive theories more generally.

3.3 Logical Forms in Reasoning

The selection task is concerned with reasoning about the natural language con-
ditional “if ...then.” The reasoning patterns that are valid for this expression
can only be determined after a logical form is assigned to the sentence in which
this expression occurs. The early interpretations of the selection task all as-
sumed that the logical form assigned to “if ...then” should be the connective
— with the semantics given by classical propositional logic. We want to argue
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that this easy identification is not in accordance with the modern conception
of logic outlined in chapter 2. By this, we do not just mean that modern logic
has come up with other competence models besides classical logic. Rather, the
easy identification downplays the complexity of the process of assigning logical
form. In a nutshell, modern logic sees itself as concerned with the mathemat-
ics of reasoning systems. It is related to a concrete reasoning system such as
classical propositional logic as geometry is related to light rays. It is impossi-
ble to say a priori what is the right geometry of the physical world; however,
once some coordinating definitions (such as “a straight line is to be interpreted
by a light ray”) have been made, it is determined which geometry describes
the behavior of these straight lines, and hypotheses about the correct geome-
try become falsifiable. Similarly, it does not make sense to determine a priori
what is the right logic. This depends on one’s notion of truth, semantic con-
sequence, and more. But once these parameters have been fixed, logic, as the
mathematics of reasoning systems, determines what is, and what is not, a valid
consequence. In this view it is of prime importance to determine the type of pa-
rameter that goes into the definition of what a logical system is, and, of course,
the psychological purposes that might lead subjects to choose one or another
setting in their reasoning. This parameters setting generally involves as much
reasoning as does the reasoning task assigned to the subject. We are thus led to
the important distinction between reasoning from an interpretation and reason-
ing to an interpretation. The former is what is supposed to happen in a typical
inference task: given premises, determine whether a given conclusion follows.
But because the premises are formulated in natural language, there is room for
different logical interpretations of the given material and intended task. Deter-
mining what the appropriate logical form is in a given context itself involves
logical reasoning which is far from trivial in the case of the selection task.

We have seen in chapter 2 that the parameters characterizing logical form
come in at least three flavors: pertaining to syntax, to semantics, and to the no-
tion of logical consequence. In short, therefore, the interpretive problem facing
a subject in a reasoning task is to provide settings for all these parameters —
this is what is involved in assigning logical form. It has been the bane of the
psychology of reasoning that it operates with an oversimplified notion of logi-
cal form. Typically, in the psychology of reasoning, assigning logical form is
conceived of as translating a natural language sentence into a formal language
whose semantics is supposed to be given, but this is really only the beginning:
it fixes just one parameter. We do not claim that subjects know precisely what
they are doing; that is, most likely subjects do not know in any detail what the
mathematical consequences of their choices are. We do claim, however, that
subjects worry about how to set the parameters, and below we offer data ob-
tained from tutorial dialogues to corroborate this claim. This is not a descent
into postmodern hermeneutics. This doomful view may be partly due to earlier
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psychological invocations of interpretational defenses against accusations of ir-
rationality in reasoning, perhaps the most cited being Henle [122]: “there exist
no errors of reasoning, only differences in interpretation.” It is possible, how-
ever, to make errors in reasoning: the parameter settings may be inconsistent,
or a subject may draw inferences not consistent with the settings.

From the point of view of the experimenter, once all the parameters are fixed,
it is mathematically determined what the extension of the consequence relation
will be; and the hypotheses on specific parameter settings therefore become
falsifiable. In particular, the resulting mathematical theory will classify an in-
finite number of reasoning patterns as either valid or invalid. In principle there
is therefore ample room for testing whether a subject has set his parameters
as guessed in the theory: choose a reasoning pattern no instance of which is
included in the original set of reasoning tokens. In practice, there are limita-
tions to this procedure because complex patterns may be hard to process. Be
that as it may, it remains imperative to obtain independent confirmation of the
parameter settings by looking at arguments very different from the original set
of tokens. This was, for instance, our motivation for obtaining data about the
meaning of negation in the context of the selection task (more on this below):
while not directly relevant to the logical connectives involved in the selection
task,’ it provided valuable insight into the notions of truth and falsity.

Psychology is in some ways harder once one acknowledges interpretational
variety, but given the overwhelming evidence for that variety, responding by
eliminating it from psychological theory is truly the response of the drunk be-
neath the lamppost. In fact, in some counterbalancing ways, psychology gets a
lot easier because there are so many independent ways of getting information
about subjects’ interpretations — such as tutorial dialogues. Given the existence
of interpretational variety, the right response is richer empirical methods aimed
at producing convergent evidence for deeper theories which are more indirectly
related to the stimuli observed. What the richness of interpretation does mean
is that the psychology of reasoning narrowly construed has less direct implica-
tions for the rationality of subjects’ reasoning. What was right about the earlier
appeals to interpretational variation is that it indeed takes a lot of evidence to
confidently convict subjects of irrationality. It is necessary to go to great lengths
to make a charitable interpretation of what they are trying to do and how they
understand what they are supposed to do before one can be in a position to as-
sert that they are irrational. Even when all this is done, the irrational element
can only be interpreted against a background of rational effort.

7. Though see [74] to see how negation is not far away.
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3.4 Logical Forms in the Selection Task

We now apply the preceding considerations to the process of assigning a logical
form to the standard selection task. An important component of this process is
determining a meaning of the conditional, but this is not all there is to logical
form in the selection task. To see this, it is useful to reformulate the task as
an information processing task as intended by Marr [183].8 Here we run into
an immediate ambiguity: the information—processing task may be meant as the
one intended by the experimenter, or as understood by the subject. In both
cases the input consists of the form with instructions, but the output can be very
different.

The intentions of the experimenter are clear: the output should consist of
checks under the cards selected. The output in the subject’s interpretation of
the task can vary considerably. Some subjects think the output can be a plan
for showing the rule to be true or false. Other subjects interpolate a process of
information gathering and view the task as “what information do I require to
decide the rule, and how do I obtain that information.” This gets them in con-
siderable trouble, since they tend to rephrase the minimality condition “do not
turn unnecessary cards” as the condition “determine the minimum information
necessary to decide the rule,” which is importantly different. In this section we
will describe several formal models corresponding to different understandings
of the task.

Wason had in mind the interpretation of the conditional as a truth—functional
implication, which together with bivalence yields the material implication.
Truth—functional, because the four cards must decide the truth—value of the
conditional; bivalent, because the task is to determine truth or falsity of the
conditional, implying that there is no other option. All this is of course obvious
from the experimenter’s point of view, but the important question is whether
this interpretation is accessible to the subject. Given the wide range of other
meanings of the conditional, the subject must infer from the instructions, and
possibly from contextual factors, what the intended meaning is. Reading very
carefully, and bracketing her own most prominent meanings for the key terms
involved, the subject may deduce that the conditional is to be interpreted truth—
functionally, with a classical algebra of truth—values, hence with the material
implication as resulting logical form. (Actually the situation is more compli-
cated; see the next paragraph.) But this bracketing is what subjects with little
logical training typically find hard to do.

The subject first has to come up with a formal language in which to translate
the rule. It is usually assumed that the selection task is about propositional
logic, but in the case of the “abstract” rule 1 actually needs predicate logic,

8. Marr’s ideas will be explained in greater detail in chapter 5 in section 5.1.4 and in chapter 11.
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mainly because of the occurrence of the expression “one side ...other side.”
One way (although not the only one) to formalise the rule in predicate logic
uses the following predicates:

V(x,y) “z is on the visible side of card y”

I(x,y) “x is on the invisible side of card y”

O(z) “x is a vowel”

E(x) “x is an even number”

and the rule is then translated as the following pair:

Ve@Bz(V(z,¢) AO(x)) — Fy(I(y, c) A E(y)))
Ve(Br(I(z,c) A O(x)) — Fy(V(y, ¢) A E(y)))

This might seem pedantic were it not for the fact that some subjects go astray
at this point, replacing the second statement by a biconditional

Ve(Fu(I(x,¢) AO(x)) < Fy(V(y,c) A E(y))),

or even a reversed conditional
ve(Fz(V(x, ¢) A E(x)) — 3y(I(y,¢) A O(y)))

This very interesting phenomenon will be studied further in section 3.5.5.°

For simplicity’s sake, in the following we will focus only on subjects’ prob-
lems at the level of propositional logic.

3.4.1 The Big Divide: Descriptive and Deontic Conditionals

It was noticed early on that facilitation in task performance could be obtained
by changing the abstract rule to a familiar rule such as

If you want to drink alcohol, you have to be over 18

though the deontic nature of the rule was not initially seen as important, in
contrast to its familiarity. This observation was one reason why formal logic
was considered to be a bad guide to actual human reasoning. Logic was not
able to explain how statements supposedly of the same logical form lead to
vastly different performance — or so the argument went. However, using the
expanded notion of logical form given above one can see that the abstract rule
and the deontic rule are not of the same form.

Descriptive Interpretation of the Task

We assume first that the subject views the task descriptively, as determining
whether the rule is true or false of the four cards given, no exceptions allowed.'”

9. The fact that Gebauer and Lamming [92] accept this reversed reading in this context provides a timely
reminder that subjects and experimenters are sometimes equally prone to accept interpretations which would
be held to be quite incongruous in a more neutral context.

10. Some subjects have a descriptive interpretation which does allow exceptions; see section 3.5.2.
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We also assume that cards with false antecedent (i.e., a consonant) are viewed
as complying with the rule!! This dictates an interpretation of the descriptive
conditional as material implication.

Wason viewed his task in terms of bivalent classical logic, but even in the
descriptive case this holds only for an omniscient being, who can view both
sides of the cards. The human subject who comes to this task is at first con-
fronted with a lack of information, and may apply a logic which is appropriate
to this situation: a semantics which is sensitive to the information available to
the subject. It will turn out that there are two subtly different ways of taking into
account the incomplete information, which will be seen to correspond to dif-
ferent behaviors of subjects. In the process of formalization, we will also have
occasion to introduce two different notions of truth that persistently confuse
subjects.

The first formalization of the selection task views it as an information—
processing task whose output is the information the subject requires for de-
ciding the rule. Suppose for simplicity that the letters on the cards can only
be A, K, and the numbers only 4,7. Define a model, consisting of “informa-
tion states” as follows. For brevity, we will sometimes call information states
“states.” There are four states corresponding to the visible sides of the cards;
denote these by A, K, 4, 7. These correspond to incomplete information states.
Then there are eight states corresponding to the possibilities for what is on the
invisible side; denote these by (A,4), (A,7), (K,4), (K,7), (4,A), (4, K),
(7,A), and (7, K). These correspond to complete information states (about
a single card). This gives as domain W of the model twelve states in all,
each pertaining to a single card. Starting from W one may define the set Wy
consisting of all consistent information states relating to the four cards simul-
taneously. W, contains sets such as {(A,4), K,4,7}, {A, K, (4,A),(7,A)},
{(4,4),K,(4,A),7}, or {(A4,7),(K,4),(4,K),(7,K)}. On Wy one can de-
fine an ordering < by w < v if the information contained about a given card
in v is an extension of, or equal to, the information about that card in w. So
we have, e.g., {(4,4),K,4,7} < {(A,4),K,(4,A),7} and {A, K,4,7} <
{(A,7), (K, 4), (4, K), (T, K)}. but {(A, 4), (4, 4), K, (T, A)} £ {A, (4, A), K,
(7, A)}.

To represent the different relations of truth that cards and rule can bear toward
each other, we introduce a support-relation IF and the standard “makes true”
relation |=. The latter relation is in a sense symmetric: if for a model A and
a formula ¢ one has A = ¢ one may say equivalently that .4 makes ¢ true,
or that ¢ is true of A. This is different for the support-relation I, holding
between a “piece of information” v and a formula ¢: v I ¢ must be read as the
asymmetric relation “v contains evidence for .” It is the interplay between the
asymmetric and the symmetric relation that causes many subjects a headache.

11. It would not be appropriate to give the implication the truth—value “undecided” (as in Kleene’s three—
valued logic) in this case, since no amount of additional information can affect this truth—value.
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The support-relation w I ¢ is defined between states in Wy and formulas
as follows. Let p be the proposition “the card has a vowel,” and q the proposition
“the card has an even number.” The referent of the expression “the card” is
determined by the information state on which p, ¢ are interpreted; we assume
that in an expression p A (—)q the referent of “the card” in ¢ is bound by that in
p. Then we have

1. Al p, K IF —p, pundecided on 4 and 7 (i.e., neither 4 |- p nor 4 I+ —p, and
similarly for 7);

2. 41k q, 71+ —q, g undecided on A and K;
3. (A ) EpAg (AN IFpA—g, ... (4, A)IFpAg, (4,K)IF—pAg,etc.

For a state v in Wy, define v I p A —q as: “there is a card (x, y) in u such that
(z,y) IF p A ~q.” We say that the rule is supported by a piece of information
v, and write v IF p — ¢, if v ¥ p A —q. Lastly we say that v makes the
rule true, and write v = p — g, if forallu > v : u IF p — ¢. Clearly
v = p — ¢ implies v IF p — g, but the converse does not hold, and this
is one source of confusion for subjects, as we will see in section 3.5.2. In
this “information-seeking” version of the task the subject now must compute
the information states that decide the rule. A combinatorial exercise involving
the truth—table for — shows that these are: {(A4,7), K,4,7}, {A, K,4, (7, A)},
{(A,4),K,4,(7,K)} and their extensions. Suppose the subject now views
the task as: “what information must / gather in order to decide the rule,” and
interprets the instruction not to turn unnecessary cards in this light, thus looking
for minimal information states only. The subject must then perform an action,
or actions, which bring her from {4, K,4,7} to one of the desired minimal
information states. The trouble is that sometimes turning a single card suffices
to achieve a minimal information state, and that sometimes turning two cards
is necessary, and it depends on the unknown hidden side of the cards which
situation one is in. Subjects interpreting the task in this way therefore think
that it is unsolvable. To make the task solvable, a different interpretation is
needed, in which the subject does not think in terms of the information which
must be gathered, but in terms of information which becomes available. The
formalization appropriate to this interpretation involves a game in which the
subject plays against an adversary who makes the information available; the
subject’s optimal choice corresponds to a winning strategy in this game. A
formal characterization goes as follows.

The game is played between two players, I (the subject) and I1 (the experi-
menter). The game is played on sixteen boards simultaneously, corresponding
to what can be on the back of the cards whose visible sides are A, K, 4, 7. Player
1 selects a set of cards which she claims will decide the rule on every board.
Player I1 has two options:
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(a) 11 picks a card outside I’s selection and chooses a board;
(b) I1 picks a card in I’s selection and chooses two boards.

In case (a), /1’s move is winning if I’s selection makes the rule true, but I1’s
card makes it false on the chosen board. In case (b), II’s move is winning if
1I’s selected card has different values on the two boards, but the rule is true on
both. Player I wins if /7 does not win. Clearly a winning strategy for player [
consists in the selection of A and 7. Less, and player /] can win via a move of
type (a); more, and I/ can win via a move of type (b). To compute the winning
strategy is again a combinatorial exercise.

It is essential for this version of the task that the game is played on sixteen
boards simultaneously. If the game were to be played on a single board about
which player I knows nothing, the concept of strategy would not make sense,
and we find subjects saying that it is only luck that a selection turns out be
relevant; see for instance, subject 5 in section 3.5.3. Hence if the game corre-
sponding to the selection task is formalized as being played on one board only,
the subject must consider the task to be unsolvable.

There is thus much more to the descriptive selection task than a simple com-
putation in propositional logic which subjects cannot do because they are partly
irrational, or have no general logical competence. Indeed, that subjects find the
purely propositional part easy is witnessed by the fact that they do not have
trouble evaluating the impact of a card correctly (e.g., subject 3 in the introduc-
tion to section 3.5). It is the choosing that creates the difficulty, and here the
instructions provide little guidance on how to construct the proper information—
processing task, or they may even actively interfere with the construction.

Deontic Interpretation of the Task

The logic appropriate to a deontic interpretation of the task is very different.
One difference is in the structure of the models associated with deontic state-
ments.

As we have seen in chapter 2, a deontic model A is given by a set of “worlds”
or “cases” W, together with a relation R(w,v) on W intuitively meaning: “v
is an ideal counterpart to w.” That is, if R(w,v), then the norms posited in w
are never violated in v. The relation R is used to interpret the modal operator
O (“it ought to be the case that”). On such a model, we may define a deontic
conditional by writing O(p — ¢), but it is convenient to introduce a special
notation for this conditional, namely p < ¢, and to define for any world w € W

w = p < q iff for all v such that R(w,v) : v = p implies v |= ¢,

and
AEp=<qiffforallwin W: w = p < q.
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The satisfaction relation for atomic propositions is the same as that in the de-
scriptive case.

The definition thus introduces an additional parameter R. If W is the set of
worlds defined above, define R on W by R(A,(A,4)), R(7,(7,K)),
-R(A, (A,7)), -R(7,(7,A)), R(K, (K,4)), R(K, (K,7)), R(4, (4, A)), and
R(4,(4,K))."? R encodes the evaluation of each card against the norm, and
this is what subjects can easily do.

As the reader will have no trouble verifying, the deontic model (W, R, )
then satisfies p < ¢, i.e., for all w in W: w = p < ¢. For example, to
verify that A = p < ¢, one notes that the only world v satisfying R(A,v)
is (A,4), which satisfies both p and ¢. That is, in contrast to the previous
case the rule is true from the start, hence there is no need to gather evidence
for or against the rule, and the conflicts between = and I, and between two
views of information, cannot arise in this case. The information—processing
task becomes rather different: the output is the set of cases which possibly
violate the norm, and inspection of the definition of R shows that only A and
7 are candidates. Turning 7 to find A just means that (7, A) is not an ideal
counterpart to 7, in the sense that it does not satisfy the norms holding in 7. The
computation is accordingly just a simple lookup. The set W, and the strategic
choices it gives rise to do not enter into the picture.!'

Deontic Connectives

This is actually a general phenomenon, which is not restricted to just condi-
tionals. As we shall see, if one gives subjects the following variation on the
selection task,

There is a vowel on one side of the cards and there is an even number on
the other side,!*

they typically respond by turning the A and 4 cards, instead of just replying
“this statement is false of these four cards” (see below, section 4.1.5). One
reason for this behavior is given by subject 22 in section 3.5.6, who now sees
the task as checking those cards which could still satisfy the conjunctive rule,
namely A and 4, since K and 7 do not satisfy in any case. Such a response is
only possible if one has helped oneself to a predicate such as R. Formally, one
may define a deontic conjunction p 1 g by putting, for all w in W,

w = p M q iff for all v such that R(v,w): v EpAgq.

12. We shall assume that if v is an ideal counterpart to w, then v is maximally ideal, that is, v is the ideal
counterpart of itself. Thus we assume VwVv(R(w,v) — R(v,v)).

13. In the psychological literature one may sometimes find a superficially similar distinction between de-
scriptive and deontic conditionals. See, e.g., Oaksford and Chater [205], who conceive of a deontic condi-
tional as material implication plus an added numerical utility function. The preceding proposal introduces a
much more radical distinction in logical form.

14. Emphasis added.
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In this case the worlds (K, 4) and (K, 7) are both non-ideal counterparts to
the partial world K, and similarly for the partial world 7. In other words, no
completion of K or 7 can be ideal, and therefore the subject has to turn only A
and 4, to see whether perhaps these worlds are ideal.

Domains

Above we have seen that subjects may be in doubt about the structure of the
relevant model: whether it consists of cards, or of cards plus a distinguished
predicate. An orthogonal issue is, which set of cards should form the domain of
the model. The experimenter intends the domain to be the set of four cards. The
subjects may not grasp this; indeed there are good reasons why they shouldn’t.
Section 3.5.2 gives some reasons why natural language use suggests consider-
ing larger domains, of which the four cards shown are only a sample, and it
presents a dialogue with a subject who has a probabilistic concept of truth that
comes naturally with this interpretation of the domain.

Other Logical Forms

Some subjects believe a conditional allows exceptions, and cannot be falsified
by a single counterexample (see section 3.5.2). These subjects’ concept of con-
ditional is more adequately captured by the following pair of statements

1.pA—e —q
2.pA—q —e

Here e is a proposition letter standing for “exception,” whose defining clause is
(2). (In the second rule, we use p’, ¢’ rather than p, ¢ to indicate that perhaps
only some, but not all, cards which satisfy p but not ¢ qualify as bona fide ex-
ceptions.) Condition (1) then says that the rule applies only to nonexceptional
cards. There are no clear falsifying conditions for conditionals allowing ex-
ceptions, so (1) and (2) are best viewed as premises. This of course changes
the task, which is now seen as identifying the exceptions. These robust default
conditionals were mentioned above in chapter 2, section 2.3 and will be used
below in chapter 7 to model discourse interpretation in the suppression task.

This concludes our survey of what is involved in assigning logical form in
this task. We now turn to the demonstrations that subjects are indeed troubled
by the different ways in which they can set the parameters, and that clearer task
instructions can lead to fewer possibilities for the settings.
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3.5 Giving Subjects a Voice

A standard selection task experiment consists in giving subjects a form which
contains the instructions and shows four cards; the subjects then have to mark
the cards they want to select. The type of data obtainable in this way is highly
abstracted from the reasoning process. The subjects’ approach to the task may
be superficial in the sense of not engaging any reasoning or comprehension
process which would be engaged in plausible real-world communication with
the relevant conditionals. One loses information about subjects’ vacillations
(which can be very marked) and thus one has little idea at what moment of their
deliberations subjects make a choice. It is also possible that the same answer
may be given for very different reasons. Furthermore, the design implies that
the number of acceptable answers is restricted; for instance, some subjects are
inclined to give an answer such as “A or 4,” or “any card,” or “can’t say, because
it depends on the outcomes,” and clearly the standard design leaves no room for
such answers. Early on, Wason and Johnson-Laird [297] investigated the rela-
tionship between insight and reasoning by also using dialogue protocols. They
distinguished two kinds of feedback: (1) feedback from hypothetical turnings
—“suppose there is an A on the back of the 7, what would you then conclude
about the rule?”’; (2) actual feedback in which the subject turns the 7 card and
finds the A — “are you happy that you did/didn’t select the 7 card?.” It seems
to us that this type of design is much more conducive to obtaining information
about the whys and wherefores of subjects’ answers.

We report here excerpts from Socratic tutorial dialogues with subjects en-
gaged in the task, to illustrate the kinds of problems subjects experience.!> Ob-
servational studies of externalized reasoning can provide prima facie evidence
that these problems actually are real problems for subjects, although there is,
of course, the possibility that externalizing changes the task. Only a controlled
experiment can provide evidence that the predicted mental processes actually
do take place when subjects reason in the original noninteractive task. A con-
trolled experiment whose hypotheses derive from a combination of the present
material with a logical analysis will be reported in the next chapter.

We present these observations of dialogues in the spirit of providing plau-
sibility for our semantically based predictions. We assure the reader that they
are representative of episodes in the dialogues — not one-offs. But rather than
turn these observations into a quantitative study of the dialogues which would
still only bear on this externalized task, we prefer to use them to illustrate and
motivate our subsequent experimental manipulations which do bear directly on
the original task. We acknowledge that we cannot be certain that our interpre-
tations of the dialogues are correct representations of mental processes — the

15. Some of these excerpts were reported in [264] and [265]. Others come from a tutorial experiment
performed by the our student Marian Counihan.
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reader will often have alternative suggestions. Nevertheless, we feel that the
combination of rich naturalistic, albeit selective observations with controlled
experimental data is more powerful than either would be on its own. At the
very least, the dialogues strongly suggest that there are multiple possible con-
fusions, and often multiple reasons for making the very same response, and so
counsel against homogeneous explanations.

As an appetiser we present two examples of dialogues, both of kinds observed
by Wason. The first example would be considered a case of “irrationality”
by Wason (but not by us), the second shows a possibly related and initially
perplexing dissociation between logical evaluation and selection of cards which
Wason also found striking.

The first example shows that subjects may fail to understand the implication
of the 7/A combination. Here, as in the sequel, we denote by “7/A” the card
which has 7 on the visible face and A on the invisible back.

Subject 14

S. I would just be interested in As and 4s, couldn’t be more than that.

E. So now let’s turn the cards, starting from right to left. [Subject turns 7 to find A.]

E. Your comments?

S. It could be an A, but it could be something else. E. So what does this tell you about the
rule?

S. About the rule .. . that if there is an A then maybe there is a 7 on the other side.

E. So there was a 7.

S. But it doesn’t affect the rule.

The second example shows that a subject sometimes hypothesises (or discov-
ers) an A on the back of the 7, and notes that this would mean the rule was false
of the card, but then declines to choose the card (or revise an earlier failure to
choose it).

Subject 3

E. OK. Lastly the 7.

S. Well I wouldn’t pick it.

E. But what would it mean if you did?

S. Well, if there is an A then that would make the rule false, and if there was a K, it
wouldn’t make any difference to the rule.

Following the theory outlined in chapter 2 and section 3.3, we view these con-
fusions as a consequence of subjects’ trying to fix one of the many parameters
involved in deciding upon a logical form. Here is a list of the interpretational
problems faced by subjects, as witnessed by the experimental protocols. Illus-
trations will be provided below.

What is truth?

What is falsity?

Pragmatics: the authority of the source of the rule
Rules and exceptions
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Reasoning and planning

Interaction between interpretation and reasoning

Truth of the rule vs. “truth” for a case

Cards as viewed as a sample from a larger domain

Obtaining evidence for the rule vs. evaluation of the cards
Existential import of the conditional

Subjects’ understanding of propositional connectives generally

Interestingly, most of these problems simply cannot occur on a deontic inter-
pretation of the task, and we take this to be the reason why performance on this
task is so much ‘better’ than on the descriptive task.

3.5.1 The Design of the Tutorial Experiment: High-Energy
Phenomenology'®

The experiment to be reported in the next section'” consisted of two parts. First
we gave subjects a booklet with the standard Wason task and the two—rule task
(for which see below), which also contained a so—called paraphrase task, in
which the subjects were asked to judge entailment relations between sentences
involving propositional connectives and quantifiers. This task continues the
classical work of Fillenbaum [82] on subjects’ understandings of natural lan-
guage connectives. For example, the subject could be given the sentence “if a
card has a vowel on one side, it has an even number on the other side,” and then
be asked to judge whether “every card which has a vowel on one side, has an
even number on the other side” follows from the given sentence. This exam-
ple is relatively innocuous,'® but we will see below that these judgments can
be logically startling. The results of this task gave us some information about
subjects’ understanding of logical connectives, which could then be related to
their performance in the selection task.

The second part of the experiment consisted of a series of dialogues with the
subject while she or he was engaged in solving the Wason task or one of its
variants. The dialogues were recorded on video and transcribed. In the case of
the standard task, the setup was as follows. The subject received a form giving
the same instructions as we saw in figure 3.1, except that the pictures of the
card were replaced by real cards, again showing A K, 4, and 7. We first asked
the subjects to select cards. We then asked them to reflect on what might be
on the other side, given the instructions, and to evaluate the imagined outcomes
with respect to the truth—value of the rule. Subjects were then allowed to revise

16. We first came across this phrase in an ad for a physics job, but it seemed to capture the feeling of Wason’s
materials scattering into a thousand interpretations when they impinged on the subjects’ expectations, as well
as the amount of effort expended by both E and S in struggling to understand events.

17. The experiment was performed in 1999 in Edinburgh by us together with Magda Osman.

18. Although not quite, as it brings to the fore issues about the existential import of the conditional, to which
we will return in section 3.5.6.
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their initial selection. Lastly, we asked them to turn each card and to explain to
us what the result implies for the truth—value of the rule. We also followed this
procedure for variants of the standard task, such as the one explained next.

A Two-Rule Task

This task, whose standard form is given as figure 3.2, is the first in a series of
manipulations which try to alleviate some of the difficulties subjects have in
interpreting the task. The classical logical competence model specifies that cor-

Below is depicted a set of four cards, of which you can see only the exposed face
but not the hidden back. On each card, there is an 8 or a 3 on one of its sides and
a U or I on the other.

Also below there are two rules which apply only to the four cards. It is given
that exactly one rule is true. Your task is to decide which if any of these four
cards you must turn in order to decide which rule is true. Don’t turn unnecessary
cards. Tick the cards you want to turn.

1. Ifthere is a U on one side, then there is an 8 on the other side.

2. Ifthere is an I on one side, then there is an 8 on the other side.

Cards:

. v L JL 8 J[ 3

Figure 3.2 Two-rule task.

rect performance is to turn just the 3 card. We conjectured that explicitly telling
the subject that one rule is true and one false, should background a number of
issues concerned with the notion of truth, such as the possibility of the rule
withstanding exceptions. The experimental manipulation turned out to be un-
expectedly fruitful; while struggling through the task, subjects made comments
very suggestive of where their difficulties lay. Below we give excerpts from the
tutorial dialogues which highlight these difficulties. In the tutorial version of
this experiment, subjects were presented with real cards lying in front of them
on the table. The cards shown were U, I, 8 and 3. In this case, both U and I
carried an 8, 8 carried an I, and 3 a U.

The task is pragmatically somewhat peculiar in that the two rules different in
the antecedent, not the consequent, and are still said to be mutually exclusive.
Naturally occurring mutually exclusive rules seem to have the same antecedent
but different consequents. The antecedent of a conditional often acts as a topic
(in the linguistic sense), and the two conditionals then say something different
of this topic. It is much less common to have two topics, each corresponding to
an antecedent. Occasionally one therefore observes pragmatic normalization in
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the dialogues, which inverts the conditionals to “if 8 then U” and “if 8 then I.”

We are now in a position to present subjects’ musings, insights and perplexities
while working through the various tasks.

3.5.2 Subjects’ Understanding of Truth and Falsity

‘Truth” and ‘falsity’ are among the most important parameters to be set, and
the reader should recall from chapter 2 that they can be set independently: only
classical logic forces “not true” to be the same as “false.” This stipulation corre-
sponds to a definition of semantics, in which one defines only “true on a model”
(=), not “false on model” (}%). It is, however, equally possible to give a recur-
sive definition of semantics in which |= and [~ are defined by simultaneous
recursion. We therefore give ‘true’ and ‘false’ separate headings.

The Logic of ‘True’

On a classical understanding of the two—rule task, the competence answer is to
turn the 3; this would show which one of the rules is false, hence classically
also which one is true. This classical understanding should be enforced by
explicitly instructing the subjects that one rule is true and the other one false.
Semantically this means, for a given model A that if not A = p — ¢, then
A E p — q. Interestingly, some subjects refuse to be moved by the explicit
instruction, insisting that “not-false” is not the same as “true.” These subjects
are thus guided by some nonclassical logic.

Subject 17.

S. [Writes miniature truth—tables under the cards.]

E. OK. so if you found an I under the 3, you put a question mark for rule 1, and rule 2 is
false; if you turned the 3 and found a U, then rule 1 is false and rule 2 is a question mark.
So you want to turn 3 or not?

S. No.

E. Let’s actually try doing it. [First] turn over the U ...you find a 3, which rule is true
and which rule is false?

S. (Long pause)

E. Are we none the wiser?

S. No, there’s a question mark.

E. It could have helped us, but it didn’t help us?

S. Yes.

E. OK, and the 3.

S. Well if there is a U then that one is disproved [pointing to the first rule] and if there
is an I then that one is disproved [pointing to the second rule]. But neither rule can be
proved by 3.
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E. Turn over the last card [3] and see what’s on the back of it... so it’s a U. What does that
tell us about the rule?

S. That rule 1 is false and it doesn’t tell us anything about rule 2?

E. Can’t you tell anything about rule 2?7

S. No.

The subject thinks falsifying rule 1 does not suffice and now looks for ad-
ditional evidence to support rule 2. In the end she chooses the 8 card for this
purpose, which is of course not the competence answer even when “not-false”
is not equated with “true” (this answer may reflect the pragmatic normalization
of the two conditionals referred to above). Here are two more examples of the
same phenomenon.

Subject 8.

S. I wouldn’t look at this one [3] because it wouldn’t give me appropriate information
about the rules; it would only tell me if those rules are wrong, and I am being asked
which of those rules is the correct one. Does that make sense?

Subject 5.

E. What about if there was a 3?

S. A 3 on the other side of that one [U]. Then this [rule 1] isn’t true.

E. Itdoesn’t say...?

S. It doesn’t say anything about this one [rule 2].

E. And the 1?

S. If there is a 3, then this one [rule 2] isn’t true, and it doesn’t say anything about that
one [rule 1].

The same problem is of course present in the standard Wason task as well,
albeit in a less explicit form. If the cards are A, K, 4, and 7, then turning A
and 7 suffices to verify that the rule is not false; but the subject may wonder
whether it is therefore true. For instance, if the concept of truth of a conditional
involves attributing a law-like character to the conditional, then the absence of
counterexamples does not suffice to establish truth; a further causal connection
between antecedent and consequent is necessary.!® Since the truth of p — ¢
cannot be established on the model w in Wy, the semantics implicitly adopted
by these subjects for p — ¢ is a form of intensional semantics, following the
terminology introduced in chapter 2. That is, to determine w = p — ¢ one has
to refer to information extraneous to w, for example a much larger population
of cards. A subject faced with this difficulty will be unable to solve the task as
given, because of lacking information.

Let us note here that this difficulty is absent in the case of deontic rules such
as

If you drink alcohol in this bar, you have to be over 18.

19. Such a causal connection is present in the “production line scenarios” which ask the subject to imagine
that there is a machine producing cards which on one side ..., etc.
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Such a rule cannot, and in fact need not, be shown to be true by examining
cases; its truth is given, and the subjects need only establish that it is not vi-
olated. So in the deontic case, subjects have no worries about the meaning of
“truth.”
Another twist to the concept of truth was given by those subjects, who, when
reading the rule(s) aloud, actually inserted a modality in the conditional:
Subject 13. [Standard Wason task]

S. ...if there is an A, then there is a 4, necessarily the 4...[somewhat later].. . if there is
an A on one side, necessarily a 4 on the other side.. ..

If truth involves necessity, then the absence of counterexamples is not sufficient
for truth. Again this leads to an intensional semantics for p — gq.

The Logic of ‘False’

Interesting things happen when one asks subjects to meditate on what it could
mean for a conditional to be false. As indicated above, the logic of “true” need
not determine the logic of “false” completely; it is possible to give a separate
definition of w & p — q.

The paraphrase task alluded to above showed that a conditional p — ¢ being
false is often (> 50%) interpreted as p — —q! (We will refer to this property as
strong falsity.) This observation is not ours alone: Fillenbaum [82] observed
that in 60% of the cases the negation of a causal temporal conditional p —
q (“if he goes to Amsterdam, he will get stoned”) is taken to be p — —g;
for contingent universals (conditionals, such as the rule in the selection task,
where there is no salient connection between antecedent and consequent) the
proportion is 30%. In our experiment the latter proportion is even higher. Here
is an example of a subject using strong falsity when asked to imagine what
could be on the other side of a card.

Subject 26 [Standard Wason task; subject has chosen strong falsity in paraphrase task]
E. So you’re saying that if the statement is true, then the number [on the back of A] will
be 4. ... What would happen if the statement were false?

S. Then it would be a number other than 4.

Note that strong falsity encapsulates a concept of necessary connection between
antecedent and consequent in the sense that even counterexamples are no mere
accidents, but are governed by a rule. If a subject believes that true and false in
this situation are exhaustive (i.e., that the logic is bivalent), this could reflect a
conviction that the cards have been laid out according to some rule, instead of
randomly. It is interesting to see what this interpretation means for card choices
in the selection tasks. If a subject has strong falsity and applies the (classical)
tautology (p — ¢) V (p — —q), then (in the standard Wason task) either of the
cards A, 4 can show that p — ¢ is not-false, hence true. Unfortunately, in the
standard setup ‘either of A, 4’ is not a possible response offered.
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In the tutorial experiment involving the two—rule task subjects were at liberty
to make such choices. In this case strong falsity has the effect of turning each
of the two rules into a biconditional, “U if and only if 8 and “I if and only if
8” respectively. Any card now distinguishes between the two rules, and we do
indeed find subjects emphatically making this choice:

Subject 10

E. OK, so you want to revise your choice or do you want to stick with the 8?
S. No no ...I might turn all of them.

E. You want to turn all of them?

S. No no no just one of them, any of them.

Perhaps the customary choice of p, g in the standard task is the projection of
“either of p, ¢” onto the given possibilities. These considerations just serve to
highlight the possibility that a given choice of cards is made for very differ-
ent reasons by different subjects, so that by itself statistical information on the
different card choices in the standard task must be interpreted with care.

Truth and Satisfaction

Subjects are persistently confused about several notions of truth that could pos-
sibly be involved. The intended interpretation is that the domain of discourse
consists of the four cards shown, and that the truth—value of the rule is to be
determined with respect to that domain. This interpretation is, however, re-
markably difficult to get at. An alternative interpretation is that the domain
is some indefinitely large population of cards, of which the four cards shown
are just a sample; this is the intuition that lies behind Oaksford and Chater’s
Bayesian approach [205]. We will return to this interpretation in section 3.5.2
below. The other extreme is that each card defines a domain of its own: each
card is to be evaluated against the rule independently.

This interpretation is the one suited to deontic conditionals, though it is also
possible with descriptive interpretations and is sometimes encouraged by “seek
violations” instructions (see [308]). What is perhaps most tantalizing reading
the early literature on the task is how little the experimenters themselves noticed
that deontic interpretation was critical. There was a good deal of attention to
the effects of “seek violators” instructions, but these were interpreted against
the background of Wason’s focus on falsification, not on their effect of making
the cards independent of each other, or of removing the ambiguity between
judging the cases and judging the truth of the rule.

An intermediate position is that there are cards which by themselves suffice
to determine the truth—value of the rule; we saw an instance of this while dis-
cussing examples of “strong falsity,” where the A and 4 cards are each decisive.
The phenomenon may be more general, however, a failure to appreciate the
relativity of the relation “the rule is true of the card.” That is, even if a card



3.5  Giving Subjects a Voice 67

satisfies the rule (what we called ‘support’ in section 3.4.1), it need not make it
true.

Subject 10.

E. If you found an 8 on this card [I], what would it say?

S. It would say that rule 2 is true, and if the two cannot be true then rule 1 is wrong....(Subject
turns 8.)

E. OK. so it’s got an I on the back, what does that mean?

S. It means that rule 2 is true.

E. Are you sure?

S. I’'m just thinking whether they are exclusive, yes because if there is an I then there is
an 8. Yes, yes, it must be that.

One experimental manipulation in the tutorial dialogue for the two-rule task
addressed this problem by making subjects first turn U and I, to find 8 on the
back of both. This caused great confusion, because the subjects’ logic (equating
truth with satisfaction) led them to conclude that therefore both rules must be
true, contradicting the instruction.

Subject 18 [Initial choice was 8].

E. Start with the U, turn that over.

S. U goes with 8.

E. OK. now turn the I over.

S. Oh God, I shouldn’t have taken that card, the first ...

E. You turned it over and there was an 8.

S. There was an 8 on the other side, U and 8. If there is an I there is an 8, so they are both
true. [Makes a gesture that the whole thing should be dismissed.]

Subject 28.

E. OK, turn them.

S. [turns U, finds 8] So rule 1 is true.

E. OK, for completeness’ sake let’s turn the other cards as well.

S. OK. so in this instance if I had turned that one [I] first then rule 2 would be true and
rule 1 would be disproved. Either of these is different. [U or I]

E. What does that actually mean, because we said that only one of the rules could be true?
Exactly one is true.

S. These cards are not consistent with these statements here.

On the other hand, subjects who ultimately got the two—rule task right also
appeared to have an insight into the intended relation between rule and cards.

Subject 6.

E. So say there were a U on the back of the 8, then what would this tell you?

S. I’m not sure where the 8 comes in because I don’t know if that would make the U one
right, because it is the opposite way around. If I turned that one [pointing to the U] just
to see if there was an 8, if there was an 8 it doesn’t mean that rule 2 is not true.

We claim that part of the difficulty of the standard task involving a descriptive
rule is the possibility of confusing the two relations between rule and cards.
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Transferring the “truth of the card” to the “truth of the rule” may be related to
what Wason called “verification bias,” but it seems to cut deeper. One way to
transfer the perplexity unveiled in the above excerpts to the standard task would
be to do a tutorial experiment where the A has a 4 on the back, and the 7 an
A. If a subject suffering from a confusion about the relation between cards and
rule turns the A and finds 4, he should conclude that the rule is true, only to be
rudely disabused upon turning 7.

It is clear that for a deontic rule no such confusion can arise, because the
truth—value of the rule is not an issue.

Exceptions and Brittleness

The concept of truth Wason intended is that of “true without exceptions,” what
we call a brittle interpretation of the conditional. It goes without saying that
this is not how a conditional is generally interpreted in real life. And we do find
subjects who struggle with the required transition from a notion of truth which
is compatible with exceptions, to exceptionless truth.

In terms of logical form, this is the issue of the formal expression into which
the natural language conditional is translated. As we observed in section 3.4,
the proper formal correlate is a formula p A me — g, where e is a proposition
letter denoting an exceptional state of affairs, which can be given further content
by a clause of the form “... — e.”

Subject 18.

S. [Turns 3 and finds U] OK.. well no...well that could be an exception you see.

E. The U?

S. The U could be an exception to the other rule.

E. To the first rule?

S. Yes, it could be an exception.

E. So could you say anything about the rule based on this? Say, on just having turned the
U and found a 3?

S. Well yes, it could be a little exception, but it does disprove the rule so you’d have to...
E. You’d have to look at the other ones?

S. Yes.

Similarly in the standard Wason task:

Subject 18.

S. If I just looked at that one on its own [7/A] I would say that it didn’t fit the rule, and
that I'd have to turn that one [A] over, and if that was different [i.e., if there wasn’t an
even number] then I would say the rule didn’t hold.

E. So say you looked at the 7 and you turned it over and you found an A, then?

S. I would have to turn the other cards over ... well it could be just an exception to the
rule so I would have to turn over the A.

Clearly, if a counterexample is not sufficient evidence that the rule is false,
then it is dubious whether card turnings can prove the rule to be true or false
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at all. Subjects may accordingly be confused about how to interpret the in-
structions of the experiment. In our data, the term “(possible) exception” was
reserved for the —q card; the p card qualified as a potential falsifier. We have
no explanation for this phenomenon, but if it is pervasive, it would give yet an-
other reason why subjects don’t bother to look at the —q card, even when they
are clear about its logical meaning.

The Cards as Sample

Above we noted that there are problems concerning the domain of interpreta-
tion of the conditional rule. The intended interpretation is that the rule applies
only to the four cards shown. However, the semantics of conditionals is such
that they tend to apply to an open-ended domain of cases. This can best be seen
in contrasting universal quantification with the natural language conditional.
Universal quantification is equally naturally used in framing contingent con-
textually determined statements as open-ended generalizations. So, to develop
Goodman’s example [102], “All the coins in my pocket this morning are cop-
per” is a natural way to phrase a local generalization with a fixed enumerable
domain of interpretation. However, “If a coin is in my pocket this morning, it’s
copper” is a distinctly unnatural way of phrasing the same claim. The latter
even invites the fantastical interpretation that if a silver coin were put in my
pocket this morning it would become copper — that is an interpretation in which
a larger open-ended domain of objects is in play.

Similarly in the case of the four—card task, the clause that “the rule applies
only to the four cards” has to be explicitly included. One may question whether
subjects take this clause on board, since this interpretation is an unnatural one
for the conditional. It is further unnatural to call the sentence a rule if its ap-
plication is so local. Formally, this means that the set W of possible worlds
introduced in section 3.4.1 must be replaced by a much richer structure.

A much more natural interpretation is that the four cards are a sample from a
larger population. Indeed this is the point of purchase of Oaksford and Chater’s
proposals [205] that performance is driven by subjects’ assumptions about the
larger domain of interpretation. Some subjects raise this issue explicitly.

Subject 3.2% [in standard Wason task; has chosen A, 4.]

S. Well in that case you would have to turn all the cards, if you couldn’t work with just a
start point. Because then if you turned.... take a random set of cards, imagine a random set
of cards. If you had three A faces, and five 7 faces, but you couldn’t have any assumption
that that was a starting point, you would have to turn all the cards, because then you
might get a 60%, 40% divide, and you would have to take an average, and say the rule
isn’t right, but the majority of cards suggest that if there’s an A on one side then there’s a
4. A likelihood, in that case.

20. In Marian Counihan’s experiment.
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E. But if there was a likelihood, what would that mean?
S. It wouldn’t be a rule, it would be invalidated.

Here is another subject who thinks that truth or falsity can only be established
by (crude) probabilistic considerations.

Subject 26.

S. [has turned U, I, found an 8 on the back of both] I can’t tell which one is true.

E. OK, let’s continue turning.

S. [turns 3] OK, that would verify rule 2. [...] Well, there are two cards that verify rule
2, and only one card so far that verifies rule 1. Because if this [3] were verifying rule 1, it
should be an I on the other side.

E. Let’s turn [the 8].

S. OK, so that says that rule 2 is true as well, three of the cards verify rule 2 and only one
verifies rule 1.

E. So you decide by majority.

S. Yes, the majority suggests rule 2.

It is interesting that 3/U is described as verifying rule 2, rather than falsifying
rule 1; U—8 is never ruled out:

S. It’s not completely false, because there is one card that verifies rule 1.

Asked to describe her thought processes, the subject later comments

S. Well, when there’s two rules then you can’t say that they should both be true because
they are mutually exclusive . .. so depending on which way the cards are there is basically
a 50 per cent probability that either one is going to be true. ... With one rule I think it
will be true or if it wouldn’t be true, then it seems more likely that it would be true.

3.5.3 Dependencies between Card Choices

The tutorial dialogues suggest that part of the difficulty of the selection task
consists in having to choose a card without being able to inspect what is on the
other side of the card. This difficulty can only be made visible in the dialogues
because there the subject is confronted with real cards, which she is not allowed
to turn at first. It then becomes apparent that some subjects would prefer to
solve the problem by “reactive planning,” i.e., by first choosing a card, turning
it, and deciding what to do based on what is on the other side. This source
of difficulty is obscured by the standard format of the experiment. The form
invites the subjects to think of the cards depicted as real cards, but at the same
time the answer should be given on the basis of the representation of the cards
on the form, i.e., with inherently unknowable backs. The instruction “Tick the
cards you want to turn ...” clearly does not allow the subject to return a reactive
plan.

The tutorials amply show that dependencies are a source of difficulty. Here
is an excerpt from a tutorial dialogue in the two-rule condition.
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Subject 1.

E. Same for the I, what if there is an 8 on the back?

S. If there is an 8 on the back, then it means that rule 2 is right and rule one is wrong.
E. So do we turn over the I or not?

S. Yes. Unless I've turned the U already.

And in a standard Wason task:

Subject 10.

S. OK, so if there is a vowel on this side then there is an even number, so I can turn A
to find out whether there is an even number on the other side or I can turn the 4 to see if
there is a vowel on the other side.

E. So would you turn over the other cards? Do you need to turn over the other cards?

S. I think it just depends on what you find on the other side of the card. No I wouldn’t
turn them.

E. If you found a K on the back of the 4?
S. Then it would be false.

S. But if that doesn’t disclude [sic] then I have to turn another one.

E. So you are inclined to turn this over [the A] because you wanted to check?

S. Yes, to see if there is an even number.

E. And you want to turn this over [the 4]?

S. Yes, to check if there is a vowel, but if I found an odd number [on the back of the A],
then I don’t need to turn this [the 4].

E. So you don’t want to turn ...

S. Well, I'm confused again because I don’t know what’s on the back, I don’t know if this
one...

E. We’re only working hypothetically now.

S. Oh well, then only one of course, because if the rule applies to the whole thing then
one would test it.

E. What about the 7?
S. Yes, the 7 could have a vowel, then that would prove the whole thing wrong. So that’s
what I mean, do you turn one at a time or do you ... ?

E. Well if you needed to know beforehand, without having turned these over, so you think
to yourself I need to check whether the rule holds, so what cards do I need to turn over?
You said you would turn over the A and the 4.

S. Yes, but if these are right, say if this [the A] has an even number and this has a vowel
[the 4], then I might be wrong in saying ’Oh it’s fine,” so this could have an odd number
[the K] and this a vowel [the 7] so in that case I need to turn them all.

E. You’d turn all of them over? Just to be sure?

S. Yes.

Once one has understood Wason’s intention in specifying the task, it is easy
to assume that it is obvious that the experimenter intends subjects to decide
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what cards to turn before any information is gained from any turnings. Alterna-
tively, and equivalently, the instructions can be interpreted to be to assume the
minimal possible information gain from turnings. However, the obviousness of
these interpretations is possibly greater in hindsight, and so we set out to test
whether they are a source of difficulty in the task. Note that no contingencies of
choice can arise if the relation between rule and cards is interpreted deontically.
Whether one case obeys the law is unconnected to whether any other case does.
Hence the planning problem indicated above cannot arise for a deontic rule,
which might be one explanation for the good performance in that case.

In this connection it may be of interest to consider the so-called reduced
array selection task, or RAST for short, due to Wason and Green [296] and
discussed extensively by Margolis [182]. In its barest outline?! the idea of the
RAST is to remove the p and —p cards from the array of cards shown to the
subject, thus leaving only ¢ and —q. The p and —p cards cause no trouble in the
standard task in the sense that p is chosen almost always, and —p almost never,
so one would expect that their deletion would cause little change in the response
frequencies for the remaining cards. Surprisingly, howevers, the frequency of
the —¢q response increases dramatically. From our point of view, this result
is less surprising, because without the possibility to choose p, dependencies
between card choices can no longer arise. This is not to say that this is the only
difficulty the RAST removes.

Getting Evidence for the Rule vs. Evaluation of the Cards

A related planning problem, which can, however, occur only on a nonstandard
logical understanding of the problem, is the following. Some subjects interpret
the instruction not to choose unnecessary cards as the injunction not to choose
a card whose turning may yield a nondecisive outcome.

In a few early tutorial dialogues involving the two—rule experiment, the back-
ground rule incorrectly failed to specify that the cards have one side either U or
I and on the other side either 3 or 8, owing to an error in the instructions. In this
case the competence response is not to turn 3 only, but to turn U, I, and 3. But
several subjects did not want to choose the 3 for the following reason.

Subject 7.

S. Then I was wondering whether to choose the numbers. Well, I don’t think so because
there might be other letters [than U,I] on the other side. There could be totally different
letters.

E. You can’t be sure?

S. I can’t be sure. I can only be sure if there is a U or an I on the other side. So this is not
very efficient and this [3] does not give me any information. But I could turn the U or the I.

21. The actual experimental setup is much more complicated and not quite comparable to the experiments
reported here.
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Apparently the subject thinks that he can choose between various sets of
cards, each sufficient, and the choice should be as parsimonious as possible
in the sense that every outcome of a turning must be relevant. To show that this
is not an isolated phenomenon, here is a subject engaged in a standard Wason
task:

Subject 5.

E So you would pick the A and you would pick the 4. And lastly the 7?

S. That’s irrelevant.

E. So why do you think it’s irrelevant?

S. Let me see again. Oh wait, so that could be an A or a K again [writing the options for
the back of 7 down], so if the 7 would have an A then that would prove me wrong. But if
it would have a K then that wouldn’t tell me anything.

E. So?

S. So these two [pointing to A and 4] give me more information, I think.

E. ...You can turn over those two [A and 4].

S. [turns over the A]

E. So what does that say?

S. That it’s wrong.

E. And that one [4]?

S. That it’s wrong.

E. Now turn over those two [K and 7].

S. [Turning over the K] It’s a K and 4. Doesn’t say anything about this [pointing to the
rule]. [After turning over the 7] Aha.

E. So that says the rule is ... ?

S. That the rule is wrong. But I still wouldn’t turn this over, still because I wouldn’t know
if it would give an A, it could give me an a K and that wouldn’t tell me anything.

E. But even though it could potentially give you an A on the back of it like this one has.
S. Yes, but that’s just luck. I would have more chance with these two [referring to the A
and the 4].

These subjects have no difficulty evaluating the meaning of the possible out-
comes of turning 3 (in the two—rule task), or 7 (in the standard Wason task), but
their choice is also informed by other considerations, in particular a perceived
tradeoff between the ‘information value’ of a card and the penalty incurred by
choosing it. Here is a subject very explicit about the trade-off.

Subject 3. [Standard Wason task; he realises the meaning of the 7 card, but that doesn’t
change his choice of only A]

S.... if there’s an A on this side (pointing to the underside of the 7), it would invalidate
the rule.

E. OK. So would that mean that you should turn the 7, or not?

S. Well you could turn the 7, but it says don’t turn any cards you don’t have to, and you
only have to turn the A.

E. OK. So the 7 could have an A on it, which would invalidate the rule, but..

S. [interrupting] It could have, but it could also have a K on it, so if you turned that [the
7]) and it had a K, it would make no difference to the rule, and you would have turned a
card that was unnecessary, which it says not to do.

E. But what if it had an A on it?

S. But what if it had a K on it?
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Of course this does not yet explain the observed evaluation of the 4/K card as
showing that the rule is wrong, and simultaneously taking the K/4 card to be
irrelevant. The combined evaluations seem to rule out a straightforward bicon-
ditional interpretation of the conditional, and also the explanation of the choice
of 4 as motivated by a search for confirmatory evidence for the rule, as Wason
would have it. This pattern of evaluations is not an isolated phenomenon, so
an explanation would be most welcome. Even without such an explanation it is
clear that the problem indicated, how to maximise information gain from turn-
ings, cannot play a role in the case of deontic conditionals, since the status of
the rule is not an issue.

3.5.4 The Pragmatics of the Descriptive Selection Task.

The descriptive task demands that subjects seek evidence for the truth of a
statement which comes from the experimenter. The experimenter can safely
be assumed to know what is on the back of the cards. If the rule is false its ap-
pearance on the task sheet amounts to the utterance, by the experimenter, of a
knowing falsehood, possibly with intention to deceive. It is an active possibility
that doubting the experimenter’s veracity is a socially uncomfortable thing to
do.

Quite apart from the possible sociopsychological effects of discomfort, the
communication situation in this task is bizarre. The subject is first given one
rule to the effect that the cards have letters on one side and numbers on the
other. This rule they are supposed to take on trust. Then they are given another
rule by the same information source and they are supposed not to trust it but
seek evidence for its falsity. If they do not continue to trust the first rule, then
their card selections should diverge from Wason’s expectations. If they simply
forget about the background rule, the proper card choice would be A,K, and 7;
and if they want to test the background rule as well as the foreground rule, they
would have to turn all cards. Notice that with the deontic interpretation, this
split communication situation does not arise. The law stands and the task is to
decide whether some people other than the source obey it. Here is an example
of a subject who takes both rules on trust:

Subject 3. [Standard Wason task; has chosen A and 4]

E. Why pick those cards and not the other cards?
S. Because they are mentioned in the rule and I am assuming that the rule is true.

Another subject was rather bewildered when upon turning A he found a 7:

Subject 8.

S. Well there is something in the syntax with which I am not clear because it does not say
that there is an exclusion of one thing, it says “if there is an A on one side there is a 4 on
the other side.” So the rule is wrong.

E. This [pointing to A] shows that the rule is wrong.

S. Oh, so the rule is wrong, it’s not something I am missing.
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Although this may sound similar to Wason’s “verification bias,” it is actually
very different. Wason assumed that subjects would be in genuine doubt about
the truth—value of the rule, but would then proceed in an “irrational,” verifica-
tionist manner to resolve the issue. What transpires here is that subjects take it
on the authority of the experimenter that the rule is true, and then interpret the
instructions as indicating those cards which are evidence of this.

Subject 22.
S. Well, my immediate [inaudible] first time was to assume that this is a true statement,
therefore you only want to turn over the card that you think will satisfy the statement.

The communicative situation of the two—rule task is already much less bizarre,
since there is no longer any reason to doubt the veracity of the experimenter.
The excerpts also suggest that a modified standard task in which the rule is
attributed not to the experimenter but to an unreliable source might increase the
number of competence responses. It hardly needs emphasising anymore that
these problems cannot arise in the case of a deontic rule.

3.5.5 Interaction between Interpretation and Reasoning

The tutorial dialogues reveal another important source of confusion, namely the
interpretation of the anaphoric expression “one side . .. other side” and its inter-
action with the direction of the conditional. The trouble with “one side ... other
side” is that in order to determine the referent of “other side,” one must have
kept in memory the referent of “one side.” That may seem harmless enough,
but in combination with the various other problems identified here, it may prove
too much. Even apart from limitations of working memory, subjects may have
a nonintended interpretation of “one side ... other side,” wherein “one side” is
interpreted as “visible side” (the front, or face of the card) and “other side” is
interpreted as “invisible side” (the back of the card). The expression “one side
...other side” is then interpreted as deictic, not as anaphoric. That is, both “one
side” and “other side” can be identified by direct pointing, whereas in the case
of an anaphoric relationship the referent of “other side” depends on that of “one
side.” This possibility was investigated by Gebauer and Laming [92], who ar-
gue that deictic interpretation of “one side ...other side” and a biconditional
interpretation of the conditional, both singly and in combination, are prevalent,
persistently held, and consistently reasoned with. Gebauer and Laming present
the four cards of the standard task six times to each subject, pausing to actually
turn cards which the subject selects, and to consider their reaction to what is
found on the back. Their results show few explicitly acknowledged changes
of choice, and few selections which reflect implicit changes. Subjects choose
the same cards from the sixth set as they do from the first. Gebauer and Lam-
ing argue that the vast majority of the choices accord with normative reasoning
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from one of the four combinations of interpretation achieved by permuting the
conditional/biconditional with the deictic/anaphoric interpretations.>?

We tried to find further evidence for Gebauer and Laming’s view, and pre-
sented subjects with rules in which the various possible interpretations of ‘one
side ... other side’ were spelled out explicitly; e.g., one rule was

(D) If there is a vowel on the face of the card, then there is an even number
on the back.

To our surprise, subjects seemed completely insensitive to the wording of the
rule and chose according to the standard pattern whatever the formulation; for
discussion see Stenning and van Lambalgen [264]. This result made us curious
to see what would happen in tutorial dialogues when subjects are presented with
a rule like (1), and indeed the slightly pathological (2)

2) If there is a vowel on the back of the card, there is an even number on
the face of the card.

After having presented the subjects with these two rules, we told them that the
intended interpretation of “one side. . . other side” is that “one side” can refer to
the visible face or to the invisible back. Accordingly, they now had to choose
cards corresponding to

3) If there is a vowel on one side (face or back), then there is an even
number on the other side (face or back).

We now provide a number of examples, culled from the tutorial dialogues,
which demonstrate the interplay between the interpretations chosen for the
anaphora and the conditional. The first example shows us a subject who ex-
plicitly changes the direction of the implication when considering the back/face
anaphora, even though she is at first very well aware that the rule is not bicon-
ditional.

Subject 12. [experiments (1), (2), (3)]

E. The first rule says that if there is a vowel on the face of the card, so what we mean by
face is the bit you can see, then there is an even number on the back of the card, so that’s
the bit you can’t see. So which cards would you turn over to check the rule?

S. Well, I just thought 4, but then it doesn’t necessarily say that if there is a 4 that there is
a vowel underneath. So the A.

E. For this one it’s the reverse, so it says if there is a vowel on the back, so the bit you
can’t see, there is an even number on the face; so in this sense which ones would you
pick?

S. [Subject ticks 4] This one.

E. So why wouldn’t you pick any of the other cards?

22. Four combinations, because the deictic back/face reading of “one side . .. other side” appeared to be too
implausible to be considered. But see below.
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S. Because it says that if there is an even number on the face, then there is a vowel, so it
would have to be one of those [referring to the numbers].

E[Now in the standard Wason task]

E. [This rule] says that if there is a vowel on one side of the card, either face or back, then
there is an even number on the other side, either face or back.

S. I would pick that one [the A] and that one [the 4].

E. So why?

S. Because it would show me that if I turned that [pointing to the 4] over and there was
an A then the 4 is true, so I would turn it over. Oh, I don’t know. This is confusing me
now because I know it goes only one way.

S. No, I got it wrong didn’t I? It is one way, so it’s not necessarily that if there is an even
number then there is a vowel.

The second example is of a subject who gives the normative response in ex-
periment (3), but nonetheless goes astray when forced to consider the back/face
interpretation.

Subject 4. [experiments (1), (2), (3)]

E. OK. This says that if there is a vowel on the face [pointing to the face] of the card, then
there is an even number on the back of the card. How is that different to ...

S. Yes, it’s different because the sides are unidirectional.

E. So would you pick different cards?

S. If there is a vowel on the face ...I think I would pick the A.

E. And for this one? [referring to the second statement] This is different again because it
says if there is a vowel on the back ...

S. [completes sentence] then there is an even number on the face. I think I need to turn
over the 4 and the 7. Just to see if it [the 4] has an A on the back.

E. OK. Why wouldn’t you pick the rest of the cards?

S. I’'m not sure, I haven’t made up my mind yet. This one [the A] I don’t have to turn over
because it’s not a vowel on the back, and the K is going to have a number on the back so
that’s irrelevant. This one [the 4] has to have a vowel on the back otherwise the rule is
untrue. [ still haven’t made up my mind about this one [the 7]. Yes, I do have to turn it
over because if it has a vowel on the back then it would make the rule untrue. So I think
I will turn it over. I could be wrong.

[When presented with the rule where the anaphor has the intended interpretation]

S. I would turn over this one [the A] to see if there is an even number on the back and this
one [the 7] to see if there was a vowel on the back.

Our third example is of a subject who explicitly states that the meaning of the
implication must change when considering the back/face anaphora.

Subject 16. [experiments (1), (2), (3); subject has correctly chosen A in condition (1)]

E. The next one says that if there is a vowel on the back of the card, so that’s the bit you
can’t see, then there is an even number on the face of the card, so that’s the bit you can
see; so that again is slightly different, the reverse, so what would you do?

S. Again I’d turn the 4 so that would be proof but not ultimate proof but some proof ...
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E. With a similar reasoning as before?

S. Yes, I'm pretty sure what you are after ...I think it is a bit more complicated this time,
with the vowel on the back of the card and the even number, that suggests that if and only
if there is an even number there can be a vowel, I think I’d turn others just to see if there
was a vowel, so I think I’d turn the 7 as well.

[In condition (3) chooses A and 4]

And here is the most striking example, in which the interaction can clearly be
seen to go both ways.

Subject 23. [Standard Wason task]

S. Then for this card [4/K] the statement is not true.

E. Could you give a reason why it is not?

S. Well, I guess this also assumes that the statement is reversible, and if it becomes the
reverse, then instead of saying if there is an A on one side, there is a 4 on the other side,
it’s like saying if there was a 4 on one side, then there is an A on the other.

E. Now we’ll discuss the issue of symmetry, you said you took this to be symmetrical.

S. Well, actually it’s effectively symmetrical because you’ve got this either exposed or
hidden clause, for each part of the statement. So it’s basically symmetrical.

E. But there are two levels of symmetry involved here. One level is the symmetry between
visible face and invisible back, and the other aspect of symmetry is involved with the
direction of the statement “if . ..then.”

S. Right, OK. so I guess in terms of the “if ...then” it is not symmetrical ...In that case
you do not need that one [4], you just need [A]. ... [while attempting the two-rule task he
makes some notes which indicate that he is still aware of the symmetry of the cards]

S. For U, if there is an 8 on the other side, then rule 1 is true, and you’d assume that rule 2
is false. And with L, if you have an 8, then rule 1 is false and rule 2 is true. ... [the subject
has turned the U and I cards, which both carry 8 on the back, and proceeds to turn the 3
and 8 cards]

S. Now the 3, it’s a U and it’s irrelevant because there is no reverse of the rules. And the
8, it’s an I and again it’s irrelevant because there is no reverse of the rules. ... Well, my
conclusion is that the framework is wrong. I suppose rules one and two really hold for
the cards.

E. We are definitely convinced only one rule is true . ..

S. Well ... say you again apply the rules, yes you could apply the rules again in a second
stab for these cards [3 and 8] here.

E. What do you mean by “in a second stab?”

S. Well I was kind of assuming before you could only look at the cards once based on
what side was currently shown to you. ...This one here [8] in the previous stab was
irrelevant, because it would be equivalent to the reverse side when applied to this rule, I
guess now we can actually turn it over and find the 8 leads to I, and you can go to this
card again [3], now we turn it over and we apply this rule again and the U does not lead
to an 8 here. So if you can repeat turns rule 2 is true for all the cards.

E. You first thought this card [3] irrelevant.

S. Well it’s irrelevant if you can give only one turn of the card.

What’s interesting in this exchange is that in the first experiment the variable,
“symmetric” reading of the anaphora seems to trigger a symmetric reading of
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the implication, whereas in the second experiment asymmetric readings of the
anaphora and the implications are conjoined, even though he was at first aware
that the intended reading of the anaphora is symmetric. (The fact that the sub-
ject wants to turn the cards twice is evidence for the constant (asymmetric)
reading of the anaphora.)

We thus see that, in these subjects, the direction of the conditional is related
to the particular kind of deixis assumed for “one side ... other side.” This shows
that the process of natural language interpretation in this task need not be com-
positional, and that, contrary to Gebauer and Laming’s claim, subjects need not
have a persistent interpretation of the conditional, at least when asked to justify
themselves. Two questions immediately arise:

1. Why would there be this particular interaction?

2. What does the observed interaction tell us about performance in the standard
Wason task?

Question (2) can easily be answered. If subjects were to decompose the
anaphoric expression “one side. .. other side” into two deictic expressions
“face/back” and “back/face” and were then to proceed to reverse the direction
of the implication in the latter case, they should choose the p and ¢ cards. Also,
since the expression “one side ... other side” does not appear in a deontic rule
such as “if you want to drink alcohol, you have to be over 18,” subjects will not
be distracted by this particular difficulty.

Question (1) is not answered as easily. There may be something pragmat-
ically peculiar about a conditional of which the consequent, but not the an-
tecedent, is known. These are often used for diagnostic purposes (also called
abduction): if we have a rule which says “if switch 1 is down, the light is on,”
and we observe that the light is on, we are tempted to conclude that switch 1
must be down. This, however, is making an inference, not stating a conditional;
but then subjects are perhaps not aware of the logical distinction between the
two.

It is of interest that the difficulty discussed here was already identified by
Wason and Green [296] albeit in slightly different terms: their focus is on the
distinction between a unified and a disjoint representation of the stimulus (i.e., a
card). A unified stimulus is one in which the terms referred to in the conditional
cohere in some way (say as properties of the same object, or as figure and
ground), whereas in a disjoint stimulus the terms may be properties of different
objects, spatially separated.

Wason and Green conjectured that it is disjoint representation which accounts
for the difficulty in the selection task. To test the conjecture they conducted
three experiments, varying the type of unified representation. Although they
use a reduced array selection task (RAST), in which one chooses only between
q and —gq, relative performance across their conditions can still be compared.
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Their contrasting sentence rule pairs are of great interest, partly because they
happen to contain comparisons of rules with and without anaphora. There are
three relevant experiments numbered 2 to 4. Experiment 2 contrasts unified
and disjoint representations without anaphora in either, and finds that unified
rules are easier. Experiment 3 contrasts unified and disjoint representations with
the disjoint rule having anaphora. Experiment 4 contrasts unified and disjoint
representations but removes the anaphora from the disjoint rule while adding
another source of linguistic complexity (an extra tensed verb plus pronominal
anaphora) to the unified one. For a full discussion of their experiments we refer
the reader to Stenning and van Lambalgen [264]; here we discuss only their
experiment 2.

In experiment 2, cards show shapes (triangles, circles) and colors (black,
white), and the two sentences considered are

@) Whenever they are triangles, they are on black cards.
5 Whenever there are triangles below the line, there is black above the
line.

That is, in (4) the stimulus is taken to be unified because it is an instance of
figure/ground, whereas in (5) the stimulus consists of two parts and hence is
disjoint. Performance for sentence (5) was worse than for sentence (4) (for
details, see Wason and Green [296,pp. 604-607]).

We would describe the situation slightly differently, in terms of the contrast
between deixis and anaphora. Indeed, the experimental setup is such that for
sentence (5), the lower half of the cards is hidden by a bar, making it analogous
to condition (2), where the object mentioned in the antecedent is hidden. We
have seen above that some subjects have difficulties with the intended direction
of the conditional in experiment (2). Sentence (5) would be the “difficult half”
of the anaphora-containing sentence “Whenever there are triangles on one side
of the line, there is black on the other side of the line.” Sentence (4) does not
contain any such anaphora. With Wason and Green we would therefore predict
that subjects find (5) more difficult.

3.5.6 Subjects’ Understanding of Propositional Connectives

We have discussed some aspects of the interpretation of the conditional above,
in particular those which are connected with the interpretation of the task, such
as the distinction between descriptive and deontic conditionals. This section is
devoted to some of the wilder shores of the semantics of conditionals: the exis-
tential import of the conditional, and the related interpretation of the conditional
as a conjunction.
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Existential Import of the Conditional

In a second set of tutorial experiments all the interpretational difficulties re-
viewed above were apparent. This is encouraging, because it points to the sta-
bility of the factors identified. Interestingly, a new difficulty surfaced while
subjects went through condition (2), which involves the rule “if there is a vowel
on the back of the card, there is an even number on the face of the card.” To
understand what is going on here, it is important to make the quantification over
cards in the rule explicit: “for all cards, if there is a vowel on one side of the
card, there is an even number on the other side of the card.” A well-known issue
in the semantics of the universal quantifier, first raised by Aristotle, is whether
this quantifier has “existential import”: if “all A are B” is true, does this entail
that there are As which are Bs? Aristotle thought so, and he makes his point
by means of two examples: of the two statements, “Some man is white” and
“Some man is not white” one or the other must be true; and “Every pleasure
is good” implies “Some pleasure is good.” The examples show that Aristotle
takes subjects and predicates to denote nonempty sets. This is precisely what
our subjects appear to be doing, in requiring that, in order for the conditional
to be true, there must be at least one card which satisfies both antecedent and
consequent. They consider the rule to be undecided if there is no such instance,
even in the absence of counterexamples.?*

Subject 1. [in experiment (2)].

S. In this case I think you would need to turn the 7. And... that would be the only one you

need to turn. ... ’Cause, these two [A and K] have to have numbers on the back, so they

don’t apply ... Which leaves these two [4 and 7]. Erm. And if there’s an A on the back

then it fits the rule [pointing to the 4] and if there is a K on the back then it doesn’t apply

to the rule, so it doesn’t matter, which leaves this one [pointing to the 7], ’cause if there’s

an A on the back of here, and it’s a 7, then you’ve disproved the rule.

E. OK, and if there is not an A on the back of that [the 7]?

S. If there’s not an A on the back. [thinks] then ... maybe you do need to turn that one

[pointing to the 4]. If there’s not an A on the back [of the 7], then it doesn’t disprove the

rule and it doesn’t prove it. So you’d have to turn the 4 I think.

E. And what if the 4 also didn’t have an A on the back - what would that mean for the

rule?

S. Well then ... for this set of cards, the rule... it would disprove the rule I suppose. Cause

if there is not an A on the back of this card [pointing to the 4], [pause] then... there isn’t

a 4 on the face of it. OK, if there’s not an A on the back, then none of these cards have an

A on the back, and a 4 on the face, which is what the rule states. So for this set of cards

it’s disproved, it’s not true.

It is abundantly clear that the subject considers existential import to be a nec-
essary requirement for the truth of the conditional. The next subject expresses
this insight by means of the modal “could” :

23. Performed in Edinburgh in 2003 by the our student Marian Counihan. The design was the same as that
of the first experiment.
24. We will have more to say on this phenomenon in section 3.5.6 below.
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Subject 7. [in experiment (2)].

S. If there’s a A on the back of this card [the 7] then it’s finished, you basically don’t care
anymore. Whereas if there’s a K, all it seems to prove really is that this [the rule] could
be true. ... I suppose we do... need to turn this card [the 4], just to affirm the rule.

The next subject has a slightly different interpretation, and says that if there is
no card instantiating the rule (and no falsifying card), the rule is still undecided.
This probably reflects a different understanding of what the domain of the rule
is: the cards on the table, or a wider set of cards.

Subject 2. [in experiment (2): has stated he wants to turn 4 and 7]

E. OK, now say you turned both of those [pointing to 4 and 7] and you found an A on
both.

S. Then the rule would be . .. wrong. Because if there’s an A on the back of both of them,
then the rule says that there would be a 4 on the front of both of them, but, there’s not, so,
I mean there’s a 4 on one of them, but then there is also a 7 on one of them, so, the rule’s
wrong, [ mean, it doesn’t always follow, so it’s wrong. [Pause] Although it doesn’t say
always, there [pointing at the rule], but I am presuming it means always. I don’t know
[laughs].

E. Yes, it is meant to apply to any of them.

S. Yeah, OK, so the rule would be wrong if there’s an A on both [4 and 7].

S. ... hang on, with an A and 7 there [on the 7 card], and an A and a 4 there [pointing
to the 4] it would be wrong, still ... because of the A and 7, yeah, the A and the 4’s
correct, but because that [pointing to the 7 card] is incorrect, that’s, the whole rule would
be incorrect.

E. So, in either case, if there was an A on this side [pointing to the overturned 7 card],
this other side of the 7, it would make the rule incorrect?

S. Yeah.

E. And despite what was on the [pointing to the 4]?

S. Oh, yeah, yeah. No OK, so you only need to turn that one [the 7]. Do you? [looks at
rule] No you don’t. No, sorry, no [indicates 4 and 7 cards again] you do need to turn them
both, because if that is a K [turning over the 7], then you need to turn that one to check
that one [the 4] to check that that is not a K as well.

E. And if that was a K as well?

S. Then the rule ... [pause] then you wouldn’t know ... because ... there’s nothing saying
you can’t have a K and a 4, but all it is saying is whether or not there’s an A on the back,
if there’s a K on the back of both of these [the 4 and the 7] then you don’t know, the rule
might be right, or might be wrong.

These observations have some relevance to performance in the standard task.
Suppose again, as we did in section 3.5.5, that subjects split the rule into the
components (1) and (2). The first component yields the answer A; this card
simultaneously establishes existential import. Interestingly, existential import
as applied to the second condition yields the answers 4,7, so that we have found
yet another way to justify the mysterious p, ¢, —q response in the original task.
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Interpreting the Conditional as a Conjunction

We now return to the possible interpretations of conditionals and their rele-
vance to subjects’ understanding of the task. In the literature on Wason’s task
only two types are distinguished: the unidirectional material implication, and
the biconditional. When one turns to the linguistics literature, the picture is
dramatically different. An interesting source here is Comrie’s paper Condition-
als: A Typology [44], where conditionals are distinguished according to the
degree of hypotheticality of the antecedent. In principle this is a continuous
scale. Viewed cross-linguistically, the degree of hypotheticality ranges from
certain, a case where English uses when (“when he comes, we’ll go out for
dinner,” % via neutral (“if a triangle is right-angled, it satisfies Pythagoras’ the-
orem”) to highly unlikely (“if we were to finish this paper on time, we could
submit it to the proceedings”) and even false, the counterfactual (“if we had
finished this paper on time, we would have won the best paper prize”). If con-
ditionals come with expectations concerning the degree of hypotheticality of
the antecedent, this might affect the truth condition for the conditional that the
subject implicitly applies. For example, we have seen in section 3.5.6 that some
subjects claim the conditional has existential import; this may be viewed as the
implicature that the antecedent of the conditional is highly likely.

Indeed we claim that, in order to understand performance in Wason’s task, it
is imperative to look into the possible understandings of the conditional that a
subject might have, and for this, language typology appears to be indispensable.
An interesting outcome of typological research is that the conditional ostensibly
investigated in Wason’s task, the hypothetical conditional, where one does not
want to assert the truth of the antecedent, may not even be the most prevalent
type of conditional. We include a brief discussion of the paper Typology of if-
Clauses by Athanasiadou and Dirven [4] (cf. also [5]) to corroborate this point;
afterward we will connect their analysis to our observations.

In a study of 300 instances of conditionals in the COBUILD corpus [42], the
authors observed that there occurred two main types of conditionals, course of
event conditionals, and hypothetical conditionals. The hypothetical condition-
als are roughly the ones familiar from logic; an example is

If there is no water in your radiator, your engine will overheat immediately. [42,17]

A characteristic feature of hypothetical conditionals is the events referred to in
antecedent and consequent are seen as hypothetical, and the speaker can make
use of a whole scale of marked and unmarked attitudes to distance herself from
claims concerning likelihood of occurrence. The presence of “your” is what
makes the interpretation more likely to be hypothetical: the antecedent need
not ever be true for “your” car. Furthermore, in paradigmatic cases (temporal

25. Dutch, however, can also use the conditionals marker “als” here.
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and causal conditionals) antecedent and consequent are seen as consecutive. By
contrast in course—of— event conditionals such as

If students come on Fridays, they get oral practice in Quechua (from [44])

or

If there is a drought at this time, as so often happens in central Australia, the fertilised
egg in the uterus still remains dormant [42,43]

the events referred to in antecedent and consequent are considered to be gener-
ally or occasionally recurring, and they may be simultaneous. Generic expres-
sions such as “on Fridays” or “as so often happens ...” tend to force this reading
of the conditional. e.g., the first example invokes a scenario in which some stu-
dents do come on Fridays and some don’t, but the ones who do get oral practice
in Quechua. The generic expression “on Fridays,” together with implicit as-
sumptions about student timetables and syllabuses, causes the sentence to have
the habitual “whenever” reading. It is also entailed that some students do come
on Fridays, generally. These examples also indicate that course—of—event con-
ditionals refer to events situated in real time, unlike hypothetical conditionals.
It should now be apparent that the logical properties of course—of—event condi-
tionals are very different from their hypothetical relatives. For example, what
is immediately relevant to our concerns is that course—of—event conditionals re-
fer to a population of cases, whereas hypothetical conditionals may refer to a
single case; this is relevant, because it has frequently been claimed that sub-
jects interpret the task so that the rule refers to a population of which the four
cards shown are only a sample (cf. section 3.5.2 ). Interestingly, Athanasiadou
and Dirven estimated that about 44% of conditionals in COBUILD are of the
course—of—events variety, as opposed to 37% of the hypothetical variety. Need-
less to say, these figures should be interpreted with caution, but they lend some
plausibility to the claim that subjects may come to the task with a nonintended,
yet perfectly viable, understanding of the conditional. We will now discuss the
repercussions of this understanding for subjects’ card selections.

One of the questions in the paraphrase task asked subjects to determine which
of four statements follow from the rule “Every card which has a vowel on one
side has an even number on the other side.” More than half of our subjects
chose the possibility “It is the case that there is a vowel on one side and an
even number on the other side.” Fillenbaum [82] already observed that there
are high frequencies for conjunctive paraphrases for positive conditional threats
(“if you do this I’ll break your arm” becomes “do this and I’ll break your arm”)
(35%), positive conditional promises (“if you do this you’ll get a chocolate”
becomes “do this and I’ll get you a chocolate”) (40%) and negative conditional
promises (“if you don’t cry I’ll get you an ice cream” becomes “don’t cry and
I’ll get you an ice cream”) (50%). However, he did not observe conjunctive
paraphrases for contingent universals (where there is no intrinsic connection
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between antecedent and consequent) or even law-like universals. Clearly, the
statements we provided are contingent universals, so Filenbaum’s observations
on promises and threats are of no direct relevance. However, if the course—
of—event conditional is a possible reading of the conditional, the inference to a
conjunction observed in many of our subjects makes much more sense. Clearly
the truth—conditions for conditionals of this type differ from the intended inter-
pretation; to mention but one difficult case, when is a generic false? Thus, a
generic interpretation may lead to different evaluations and selections. Here is
an example of what a conjunctive reading means in practice.

Subject 22. [subject has chosen the conjunctive reading in the paraphrase task]

E. [Asks subject to turn the 7]

S. That one ...that isn’t true. There isn’t an A on the front and a 4 on the back. ...you
turn over those two [A and 4] to see if they satisfy it, because you already know that those
two [K and 7] don’t satisfy the statement.

E. [baffled] Sorry, which two don’t satisty the rule?

S. These two don’t [K and 7], because on one side there is K and that should have been
A, and that [7] wouldn’t have a 4, and that wouldn’t satisfy the statement.

E. Yes, so what does that mean ... you didn’t turn it because you thought that it will not
satisfy?

S. Yes.

Clearly, on a conjunctive reading, the rule is already falsified by the cards as
exhibited (since the K and 7 cards falsify); no turning is necessary. The subject
might, however, feel forced by the experimental situation to select some cards,
and accordingly reinterprets the task as checking whether a given card satisfies
the rule. This brings us to an important consideration: how much of the prob-
lem is actually caused by the conditional, and how much is caused by the task
setting, no matter what binary logical connective is used?

The literature on the selection task, with very few exceptions, has assumed
that the problem is a problem specific to conditional rules. Indeed, it would
be easy to infer also from the foregoing discussion of descriptive conditional
semantics that the conditional (and its various expressions) is unique in causing
subjects so much difficulty in the selection task, and that our only point is that
a sufficiently rich range of interpretations for the conditional must be used to
frame psychological theories of the selection task.

However, the issues already discussed — the nature of truth, response to ex-
ceptions, contingency, pragmatics — are all rather general in their implications
for the task of seeking evidence for truth. One can distinguish the assess-
ment of truth of a sentence from truthfulness of an utterer for sentences of
any form. The robustness or brittleness of statements to counterexamples is
an issue which arises for any generalization. The sociopsychological effects of
the experimenter’s authority, and the communicative complexities introduced
by having to take a cooperative stance toward some utterances and an adver-
sarial one toward others is also a general problem of pragmatics that can affect
statements of any logical form. Contingencies between feedback from early
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evidence on choice of subsequent optimal evidence seeking are general to any
form of sentence for which more than one case is relevant. What would hap-
pen, for example, if the rule were stated using the putatively least problematical
connective, conjunction? Chapter 4 gives the answer.

3.6 Matching Bias: the “No-Processing” Explanation

We have paid scant attention to more traditional interpretations of the selection
task, focusing instead on the logical difficulties experienced by subjects in the
descriptive task. This is not to imply that the traditional explanations are com-
pletely without foundation. We provide one example here: Evans’s “matching
strategy.” This was proposed as a shallow processing strategy, operating auto-
matically. We will have more to say on the distinction between shallow and
deep processing in chapter 7 on the suppression task; but for now we give some
examples showing that this type of response also occurs when subjects fully
engage with the task.

Evans (see, for example, the review in Evans, Newstead, and Byrne [76])
defines the “matching strategy” as the choice of cards which match the atomic
parts of the content of a clause in a rule. So for the rule If p then q, p and ¢
cards match: for the rule If p then not g still p and ¢ cards match: and the same
for If not p then q. Here is a particularly striking example.

Subject 9. [experiment (1)]

E. [This rule] says that if there is a vowel on the face, then there is an even number on the
back. So what we mean by face is the bit you can see, and by back the bit you can’t see.
Which cards would you need to turn over to check if the rule holds?

S. This one [ticks A] and this one [ticks 7]

E. So why would you pick those two?

S. One has a vowel on the face and the other one an even number. If you turn it, if it’s
true, then it should have an even number [pointing to the A] and this should have a vowel
[pointing to the 7].

E. [baffled] So you picked, Oh you were saying if there was a vowel underneath [pointing
to the 7]

S. That’s because I’'m stupid. Even number is 1,3,5, ...

E.No, 24,6, ...

S. [Corrects 7 to 4, so her final choice was A and 4] OK. So these.

The next example is straightforward:

Subject 3. [Standard Wason task; has chosen A and 4]
E. Why pick those cards and not the other cards?
S. Because they are mentioned in the rule and I am assuming that the rule is true.

Evans conceptualises the use of this strategy as a “superficial” response to both
rule and task which subjects adopt prior to processing the information to the
level of a coherent interpretation of the whole sentence. As such, the strategy
may be applied prior to or alongside other processing strategies. It is taken to
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explain the modal response of turning the p and ¢ cards in the abstract task. It
must assume that something else is going on (perhaps superimposed on match-
ing) when subjects adopt other responses. Thematic effects have to be explained
in terms of contentful processes engaging other processes at deeper levels than
matching.?%

3.7 The Subject’s Predicament

So what is the upshot of this extended semantic analysis of the range of sub-
jects’ interpretations and factors influencing them which were revealed by these
Socratic dialogues? We feel the need to provide some more synoptic integra-
tion of this mass of rich observations, though what we offer here should be
understood as a very partial view.

Some effects are global. For example, content may strongly shift subjects to-
ward a deontic interpretation, and then few interpretational problems arise. The
two cards Wason expected to be turned are the only possible violators of the
“law.” To produce an integrated sketch of some of these global effects, table 3.2
presents some of the global parameters an interpretation must fix, and hints at
their relations. Under descriptive interpretations, robust ones (tolerating excep-
tions) lead immediately to conflict with finite sets of cases determining truth—
value, and problems of distinguishing exceptions from counterexamples, which
in turn may lead to the “cards as sampled from a population” interpretation.
Brittle interpretation allays these problems but raises the issue of contingencies
between card choices. Both robust and brittle interpretations are susceptible
to both kinds of reversibility — of physical cards, and of logical rule. Deontic
interpretations suffer from none of these problems: cards are independent of
each other, only cases are judged (not rule), the veracity of the experimenter is
not at stake. The content triggering a deontic reading generally makes for log-
ical irreversibility, and there are no anaphors to interact with card reversibility
issues.

But many of the factors affecting interpretation are local and interact with
other parameters in determining the interpretive outcome, defying tabulation. A
useful supplementary way to draw together the complex threads is to tabulate
some ranges of interpretations which can lead to each of the four dominant
choice combinations in table 3.1, which jointly account for 92% of the subjects.
Table 3.3 lays out some of the parameters leading to these common choice
combinations.

26. Oaksford and Stenning [204] by investigating a full range of clause negations in both selection and
evaluation tasks, showed that matching is not a particularly good explanation of performance with the full
range of negated conditionals. They argue that a better summary of the data is in terms of the degree
to which the material and instructions allow negative clauses to be processed as corresponding positive
characterizations.



88

3 A Little Logic Goes a Long Way

Table 3.2 Global parameters as they contrast between descriptive and deontic interpretation

descriptive deontic
robust brittle
conflict with task dependencies between cards independent cards
“population” reading judging cases—not rule

reversibility

no reversibility

of cards |

of rule

discomfort with challenging E

no calling E a liar
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Table 3.3 Some interpretation features and the main choice-combinations to which they may
lead in the descriptive selection task: some choices on other tasks are mentioned with their

interpretational feature.

Main card choice combinations

Interpretational Feature

p

b, q

p,™q

p,q,q

(in italics)

strong negation:
choose either (both) letter(s),
or —q in two—rule task

not-false doesn’t mean true:
ruling out counterexamples,
but also seeking positive case

truth vs. satisfaction ambiguity:
if resolved, removes contingency issues
if unresolved in two-rule task, reject materials

robustness:
immediate conflict with task,
may invoke sample reading

choice contingencies:
choose true antecedent first
RAST and two-rule tend to remove problem

can’t call E a liar!:
assume rule true,
seek cases that make rule true

in conjunction task:
test cards of unknown truth—value

existential import of universal
rule out counterexamples
but positive instance required too

assume cards irreversible:
maintain logical irreversibility,
or convert and conjoin conditional

superficial mention in rule
determines relevance
“matching”

deontic conjunctive interpretation
or one-card-at-a-time
descriptive interpretation
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3.8 Conclusion

The explorations by dialogue reported here have cast their net somewhat wider
than is customary, to obtain information about subjects’ processing and seman-
tic understanding of the task. The picture that emerges is complex. The dif-
ferences between subjects, even when they make the same selection, are huge
and defy any single explanation. All choice combinations reflect more than one
interpretation and some combinations we are still struggling to explain. For
example, there appears to be no explanation for a very common pattern of eval-
uation and selection: p, q is selected, ¢/—p is evaluated as falsifying, and —p/q
is evaluated as irrelevant, although we ventured a hypothesis in section 3.5.5. It
does not seem very helpful to dismiss such behavior as “irrational.” It is more
interesting to relate this and other behavior to subjects’ understanding of the
task, but much richer data are required than the four “bits” received from each
subject in the classical task. We have seen that understanding interpretation
sometimes leads to clarification of what subjects are trying to do, and that often
turns out to be quite different than the experimenter assumes.

The granularity of these data is very much finer than experimental psychol-
ogists have deemed necessary for the analysis of this task (though this fine
granularity is rather ordinary in lots of areas of psychology such as visual per-
ception). A common reaction is that this interpretational variety is all very well
for linguistics, but surely it is obvious that this is not what is going on in the few
seconds that subjects think about what cards to turn over in the original task,
and besides, if this is what is going on, it’s far too hard to study. This attitude
was crystallized for KS by a remark made after he had given a talk on the mate-
rial (ironically in Wason’s old department). “You have given a very interesting
analysis of the task from a semantic point of view,” the questioner commented,
“but what we need is a psychological explanation.” The questioner seemed to
assume that when linguists and logicians substantiate an analysis, that they are
claiming “ordinary speakers” have conscious access to the analysis within its
own terminology. Equally, they assume that even demonstrating the formal se-
mantics is correct doesn’t have the implication that ordinary speakers actually
mean by the expression, what the analysis says they mean.

We would be the first to acknowledge that our analysis isn’t more than a
beginning, but what is striking here is the idea that it is not a “psychological”
analysis. Cognitive psychology is founded on the idea that people interpret their
fresh experience in the light of their long—term knowledge and that the resulting
rich structures furnish them the wherewithal to reason to their decisions. If we
don’t know how subjects interpret a task, or its materials, then how are we
to start understanding what they do? And if they do lots of different things
which are each comprehensible on the basis of their different interpretations,
then hadn’t we better have different explanations for their different acts? In
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some subfields of psychology, the questioner’s comment might have been taken
to mean that what is needed is a mental process model and that that is what sets
semantics off from psychology. We have some sympathy since we agree that
process models would be really nice to have, and we certainly don’t have one,
although the logical models in section 3.4 are an essential prerequisite for a
process model. None of the theories of this task are any more process theories
than the approach offered here — most of them less so. And if reasoning to
an interpretation among a rich set of possibilities is the mental process going
on, then how can we get a process model without any account of the range of
interpretations in play? In the next chapter we will bring evidence that the gap
between the interpretational problems appearing in these dialogues and what
goes on in the traditional controlled experiments is not so great as it might at
first appear.

These dialogues may also provide challenges to natural language semantics.
While it is of course possible to attribute the vacillations in interpretation (of
conditionals and anaphora, for example) to performance factors, it seems more
interesting to look into the structure of the linguistic competence model to see
how the observed interferences may arise. It seems to us that dialogues such
as these provide a rich source of data for semantics and pragmatics, which
promises to yield deeper insight into interpretation and processing of natural
language.

What we hope to have demonstrated in this chapter is that the data do not
warrant abandoning the search for formal models to provide bases for explain-
ing subjects’ reasoning behavior. Instead, formal models embodying insights
from neighboring fields are useful guides for a richer program of empirical ex-
ploration and testing. There is a danger that deceptively simple models obscure
the phenomena in need of explanation, and in so doing likewise obscure the
educational relevance of the logical competence models and their highly objec-
tified stance toward language. Stanovich [254] shows how closely related this
stance is to other educational achievements. The tutorial dialogues presented
here provide some insight into the variety of students’ problems which may be
of some help to those involved in teaching reasoning skills.






From Logic via Exploration to
Controlled Experiment

In chapter 2 we presented logical analysis suggesting a wide range of pos-
sibilities for interpreting conditionals, and in chapter 3 this was followed by
prima facie evidence that subjects experience severe interpretational problems
in the original descriptive selection task and that they respond to these prob-
lems in many different ways. The analysis uncovered a range of difficulties
with abstract descriptive conditionals that do not arise if deontic interpretation
is strongly suggested by familiar content. But the fact that these problems sur-
face in Socratic dialogues does not mean that they occurred in the original ex-
periments. This chapter examines how to get from the evidence of exploration
to evidence of controlled experiment. We present experimental evidence, but
we are just as much concerned with the process of design of such experiments.
In accordance with our comments in chapter 1 about the need for exploration,
and the establishment and bridging of substantial gaps between theory and data,
the issues that go into designing experiments to interact with formal theories are
more important than this particular task.

The backbone of this chapter is an experiment reported in [265], augmented
with some material from subsequent experiments. The results of several exper-
imental manipulations are compared with baseline performance on the classical
descriptive task. Each manipulation is designed to assess contributions of dif-
ferent interpretational problems proposed by semantic analysis, and found in
the subjects’ dialogues, to Wason’s original results. So the logic of the research
plan is rather simple. We proposed that Wason did not understand the conflicts
that his subjects experienced between their initial interpretations of instructions
and materials, and that these interpretational conflicts can explain why their
behavior does not conform to the classical logical model which Wason unques-
tioningly assumed to be the relevant competence model for performance.

So our research plan will be to design manipulations which alleviate sev-
eral interpretational conflicts and show that each alleviation produces more of
the responding which Wason expected. Our second important claim is that the
chief factor determining whether subjects conform to Wason’s expectations is
whether they adopt a descriptive or a deontic interpretation — we claim that
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the “easy tasks” are easy because they invoke deontic interpretation. This claim
presents our first design choice: we elect to study how to make Wason’s original
descriptive task “easy” i.e., to get a descriptive task to invoke the classical in-
terpretation he assumed. We could instead have chosen to systematically make
the deontic tasks “hard” by introducing the factors which produce problems of
interpretation. Why do we choose the first fork? There are important issues
about deontic reasoning, so the second path is not without interest.! But the
overwhelmingly most important factor in our choice is that we want to study de-
scriptive conditionals, and in particular robust non-truth-functional descriptive
conditionals, because we claim they are crucial for understanding a wide range
of other tasks in the psychology of reasoning. So we will present in chapter 7
a range of logical models of these robust conditionals applied to understanding
human interpretation. In chapter 9 we study the very distinct attitudes of autistic
people toward descriptive rules, and these rules will be central again in chapter
11 when we return to the relation between interpretation and derivation.

If this is the long-term strategy, what are the tactics? We have to design ma-
nipulations to alleviate each of several interpretational problems. We cannot do
them all. Why choose the ones we choose? This is a partly pragmatic question.
One may have a feeling for which are the most important problems — important
theoretically, and important in terms of what difficulty of problem they present
to what proportion of subjects. One’s wish list of manipulations may be or-
dered but still one needs inspiration as to how to test. However elegant one’s
description of an interpretational problem, there is no guarantee that there is a
simple way of testing whether subjects actually experience the problem. One
can but try to design such manipulations. Good experimentalists are, among
other things, good at designing workable tests. Even having designed what
looks like the perfect test, there is no guarantee that it will produce a result ei-
ther way. It may not engage subjects in a way that impinges on their responses,
and of course it may be hard to tell from a negative result that subjects don’t
experience the problem the manipulation was designed to exhibit. Negative
evidence is weak evidence, and means hard work ruling out the alternatives.

Of course our design problems are not finished once we have found workable
manipulations which produce the predicted effects. Having insisted on the need
for abstract theory and its distance from the data, we need bridging theory to
get from observation to theoretical conclusion. Our manipulations may have

1. We have pilot data which bear on this issue. We tried to make a version of the deontic task (the drinking
age rule) harder by introducing some of the difficulties found in the descriptive task. For instance, the
instruction “Your task is to decide which if any of these four cards you must turn in order to decide if a
customer violates the law” was replaced by “Your task is to decide which if any of these four cards you must
turn in order to decide whether the rule is violated.” The idea was that in the second formulation the attention
is directed away from the customers (i.e., the cards) and toward the rule; a single card would now suffice to
show that the rule is violated. This manipulation could therefore reintroduce the problems with dependencies
that are usually absent in the deontic task. Indeed, we found a decrease in correct answers to 50%. Since the
design contained some flaws, these results are at most suggestive.
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the predicted effect, but for some reason other than the one intended.

All this laboratory wisdom is very obvious, but for logic students unused to
experimentation, it is easy to forget, and they will not be reminded by what
appears in psychological journals since most of this process of discovery and
design is concealed, along with practically all negative results. The problems
of bridging will be discussed with our results.

4.1 Designing Experiments Following Observations

This section describes the experiment reported in [265], with particular atten-
tion to the why and wherefore of the design. In what follows we describe each
manipulation we settled on as a condition in the experiment, and then present
the results together. In each case we try to motivate the design choices.

4.1.1 Conditions: Classical “Abstract” Task

To provide a baseline of performance on the selection task with descriptive
conditionals, the first condition repeats Wason’s classical study [295] with the
following instructions and materials (see instructions in section 3.1). The other
conditions are described through their departures from this baseline condition.
This is obviously important to get an exact baseline for behavior in the original
task in this population of subjects. For example, it is not unusual for absolute
frequencies of Wason’s “correct” response to vary between 4% and 10% in
different undergraduate populations.

4.1.2 Conditions: Two-Rule Task

The motivation for introducing this manipulation was twofold. First, we saw
robustness of natural language conditionals as central to the problems subjects
have in descriptive tasks. Presenting the task as a comparison of two rules,
and explicitly telling the subjects that one rule is true and one false should
background a number of issues concerned with the notion of truth, such as the
possibility of the rule withstanding exceptions. If we are right that robustness is
a problem, and in these assumptions about the effects of the manipulation, then
this should move performance toward Wason’s classical logical competence
model where the conditionals are treated as truth—functional.

Second, we wanted to estimate the contribution of a Bayesian information—
gain explanation to subjects’ behavior, an explanation introduced in section
3.5.2. This second purpose does not seek to remove an obstacle to classical
logical interpretation, but rather to explore the power of an alternative explana-
tion of subjects’ behavior based on a different competence model than Wason’s.
The information-gain model postulates that in solving the standard Wason task,
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subjects always compare the rule given to the unstated null hypothesis that its
antecedent’s and consequent’s truth—values are statistically independent in a
population of cards. We were thus interested in seeing what would happen if
subjects were presented with explicit alternative non-null hypotheses. Informa-
tion gain must make different predictions in this case. Although elaborations of
the information-gain theory might make prediction complicated, it seems that
in its simple application, it must predict that the —¢ card offers the most infor-
mation, and that subjects will therefore pick this as the competence response on
this theory.

After repeating the preliminary instructions for the classical task, the instruc-
tions continued as follows:

Also below there appear two rules. One rule is true of all the cards, the
other isn’t. Your task is to decide which cards (if any) you must turn in
order to decide which rule holds. Don’t turn unnecessary cards. Tick the
cards you want to turn.

Rule 1: [f there is a vowel on one side, then there is an even number on
the other side.

Rule 2: If there is a consonant on one side, then there is an even number
on the other side.

Normative performance in this task, according to the classical logical compe-
tence model, is to turn only the not-Q card. The rules are chosen so that the
correct response is to turn exactly the card that the vast majority of subjects
fail to turn in the classical task. This has the added bonus that it is no longer
correct to turn the P card which provides an interesting comparison with the
original task. This is the only descriptive task we know of for which choosing
the true-antecedent case is an error.

By any obvious measure of task complexity, this task is more complicated
than the classical task. It demands that two conditionals are processed and that
the implications of each case is considered with respect to both rules and with
respect to a distribution of truth—values. Nevertheless, our prediction was that
performance should be substantially nearer the logically normative model for
the reasons described above.

4.1.3 Conditions: Contingency Instructions

The “contingency instructions,” designed to remove any difficulties in under-
standing that choices have to be made ignoring possible interim feedback, after
an identical preamble, read as follows, where the newly italicized portion is the
change from the classical instructions:

Also below there appears a rule. Your task is to decide which of these
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four cards you must turn (if any) in order to decide if the rule is true.
Assume that you have to decide whether to turn each card before you get
any information from any of the turns you choose to make. Don’t turn
unnecessary cards. Tick the cards you want to turn.

If the contingencies introduced by the descriptive semantics are a source of
difficulty for subjects, this additional instruction should make the task easier.
In particular, since there is a tendency to choose the P card first, there should be
an increase in not-Q responding.

After conducting this experiment we found a reference in Wason [300] to
the use of essentially similar instructions in his contribution to the Science Mu-
seum exhibition of 1977, and there are mentions in other early papers. Clearly
he had thought about assumed contingencies between card choices as a possi-
ble confusion. Wason reports no enhancement in his subjects’ reasoning, but he
does not report whether any systematic comparison between these and standard
instructions was made, or quite what the population of subjects was. He cer-
tainly did not observe that this problem for subjects doesn’t arise under deontic
interpretations.

4.1.4 Conditions: Judging Truthfulness of an Independent Source

We chose to investigate the possible contribution of problems arising from the
authoritative position of the experimenter and the balance of cooperative and
adversarial stances required toward different parts of the task materials through
instructions to assess truthfulness of the source instead of truth of the rule, and
we separated the source of the rule from the source of the instructions (the
experimenter). The instructions read as follows:

Also below there appears a rule put forward by an unreliable source. Your
task is to decide which cards (if any) you must turn in order to decide if
the unreliable source is lying. Don’t turn unnecessary cards. Tick the
cards you want to turn.

With these instructions there should be no discomfort about seeking to falsify
the rule. Nor should any falsity of the rule throw any doubt on the truthfulness
of the rest of the instructions, since the information sources are independent.

These “truthfulness” instructions are quite closely related to several other
manipulations that have been tried in past experiments. In the early days of
experimentation on this task, when it was assumed that a failure to try and
falsify explained the correct response, various ways of emphasizing falsification
were explored. Wason [295] instructed subjects to pick cards which could break
the rule and Hughes [132] asked them whether the rule was a lie. Neither
instruction had much effect. However, these instructions fail to separate the
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source of the rule from the experimenter (as the utterer of the rule) and may fail
for that reason.

Kirby [158] used a related manipulation in which the utterer of the rule was a
machine said to have broken down, needing to be tested to see if it was working
properly again after repair. These instructions did produce significant improve-
ment. Here the focus of the instruction is to tell whether the machine is “bro-
ken,” not simply whether the utterance of the rule is a falsehood. This might be
expected to invoke a deontic interpretation involving comparisons of the actual
world with an ideal world in which the machine works correctly (Kirby’s con-
dition is akin to the “production line inspection scenarios” mentioned before),
and so it might be that the improvement observed is for this reason.

Platt and Griggs [217] explored a sequence of instructional manipulations in
what they describe as abstract tasks which culminate in 81% correct respond-
ing. One of the changes they make is to use instructions to “seek violations”
of the rule, which is relevant here for its relation to instructions to test the truth
of an unreliable source. Their experiments provide some insight into the condi-
tions under which these instructions do and don’t facilitate performance. Platt
and Griggs study the effect of “explications” of the rule and in the most ef-
fective manipulations actually replace the conditional rule by explications such
as: “A card with a vowel on it can only have an even number, but a card with
a consonant on it can have either an even or an odd number.” Note that this
explication removes the problematic anaphora (see above, section 3.5.5), ex-
plicitly contradicts a biconditional reading, and removes the conditional, with
its tendency to robust interpretation. But more significantly still, the facilitation
of turning not-Q is almost entirely effected by the addition of seek violations
instructions, and these instructions probably switch the task from a descriptive
to a deontic task.

In reviewing earlier uses of the ‘seek violations’ instructions, Platt and Griggs
note that facilitation occurs with abstract permission and obligation rules but
not with the standard abstract task. So, merely instructing to seek violations
doesn’t invoke a deontic reading when the rule is still indicative, and the con-
tent provides no support for a deontic reading — “violations” presumably might
make the rule false. But combined with an “explication” about what cards can
have on them (or with a permission or obligation schema) they appear to invoke
a deontic reading. As we shall see, 80% seems to be about the standard rate of
correct responding in deontically interpreted tasks regardless of whether they
contain material invoking social contracts.

So the present manipulation does not appear to have been explored before.
We predicted that separating the source of the rule from the experimenter while
maintaining a descriptive reading of the rule should increase normative re-
sponding.
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4.1.5 Conditions: Exploring Other Kinds of Rules than Conditionals

This condition of the experiment was designed to explore the malleability of
subjects’ interpretations of rules other than conditionals. In particular we chose
a conjunctive rule as arguably the simplest connective to understand. As such
this condition has a rather different status from the others in that it is not de-
signed to remove a difficulty from a logically similar task but to explore a log-
ical change. Since it was an exploration we additionally asked for subjects’
justification of their choices afterward.

A conjunctive rule was combined with the same instructions as are used in
the classical abstract task.

Rule: There is a vowel on one side, and there is an even number on the
other side.

The classical logical competence model demands that subjects should turn
no cards with such a conjunctive rule — the rule interpreted in the same logic
as Wason’s interpretation of his conditional rule can already be seen to be false
of the not-P and not-Q cards. Therefore, under this interpretation the rule is
already known to be false and no cards should be turned.

We predicted that many subjects would not make this interpretation of this
response. An alternative, perfectly rational, interpretation of the experimenter’s
intentions is to construe the rule as having deontic force (every card should have
a vowel on one side and an even number on the other) and to seek cards which
might flout this rule other than ones that obviously can already be seen to flout
it. One factor making this interpretation more salient may be that in a card-
turning experiment, there is what psychologists call a “demand characteristic”
to turn something. If this interpretation were adopted, then the P and Q cards
would be chosen. Note that this interpretation is deontic even though the rule is
syntactically indicative.

4.1.6 Subjects

Subjects were 377 first—year Edinburgh undergraduates, from a wide range of
subject backgrounds.

4.1.7 Method

All tasks were administered to subjects in classroom settings in two large lec-
tures. Subjects were randomly assigned to the different conditions, with the
size of sample in each condition being estimated from piloting on effect sizes.
Adjacent subjects did different conditions. The materials described above were
preceded by the following general instruction:
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The following experiment is part of a program of research into how peo-
ple reason. Please read the instructions carefully. We are grateful for your
help.

4.1.8 Results

Those subjects (twelve across all conditions) who claimed to have done similar
tasks before or to have received any instruction in logic were excluded from
the analysis. Table 4.1 presents the data from all of the conditions. Subjects
were scored as making a completely correct response, or as making at least
some mistake, according to the classical logical competence model. For all the
conditions except the two-rule task and the conjunction condition, this ‘com-
petence model’ performance is choice of P and not-Q cards. For the two-rule
task the correct response is not-Q. For the conjunction condition it is to turn no
cards.

Table4.1 Frequencies of card choice combinations by conditions: classical logical competence
responses are marked *. Any response made by at least three subjects in at least one condition is
categorized: everything else is miscellaneous.

Condition PQ | Q| P | P-Q -Q -PQ | PQ,—-Q —-P,—Q all | None | Misc. Total
Classical 56 718 4% 3 7 1 2 9 8 5 108
Two-rule 8 8| 2 1 9% 2 1 0 0 2 4 37
Contingency 15 0 3 8% 1 6 4 8 3 0 3 51
Truthfulness 39 6|9 14% 0 7 3 6 8 15 5 112
Conjunction 31 219 7 2 0 0 1 0 9% 8 69

Table 4.2 presents the tests of significance of the percentages of correct/incorrect
responses as compared to the baseline classical condition. Of subjects in the
baseline condition 3.7% made the correct choice of cards.

The percentages completely correct in the other conditions were two-rule
condition, 24%; “truthfulness” condition, 13%; in the “contingency” condition,
18%; and in the conjunction condition, 13%. The significance levels of these
proportions by Fisher’s exact test appear in table 4.2.

The two-rule task elicits substantially more competence model selections than
the baseline task. In fact the completely correct response is the modal response.
More than six times as many subjects get it completely correct even though su-
perficially it appears to be a more complicated task. The next most common
responses are to turn P with Q, and to turn just Q. The former is the modal
response in the classical task. The latter appears to show that even with unsuc-
cessful subjects, this task shifts attention to the consequent cards — turnings of
P are substantially suppressed: 32% as compared to 80% in the baseline task.
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Table 4.2 Proportions of subjects completely correct and significances of differences from
baseline of each of the four manipulations

Condition Wrong | Right p | Percent Correct
Classical baseline 104 4 3.7
Two-Rule 28 9 | .004 24
Contingency 37 8 | .005 18
Truthfulness 98 14 | .033 13
Conjunction 60 9 1.022 13

Contingency instructions also substantially increase completely correct re-
sponding, and do so primarily at the expense of the modal P-with—Q response.
In particular they increase the not-Q choice to 50%.

Instructions to test the truthfulness of an unreliable source have a smaller
effect which takes a larger sample to demonstrate, but nevertheless 13% of
subjects get it completely correct, nearly four times as many as the baseline
task. The main change is again a reduction of P-with—Q responses, but there is
also an increase in the response of turning nothing.

Completely correct performance with a conjunctive rule was 13% — not as
different from the conditions with conditional rules as one might expect if con-
ditionals are the main source of difficulty. The modal response is to turn the
P and Q cards — just as in the original task. Anecdotally, debriefing subjects
after the experiment reveals that a substantial number of these modal responses
are explained by the subjects in terms construable as a deontic interpretation of
the rule, roughly paraphrased as “The cards should have a vowel on one side
and an even number on the other.”” The P-with-Q response is correct for this
interpretation.

4.2 Discussion of Results

Each of the manipulations designed to facilitate reasoning in the classical de-
scriptive task makes it substantially easier as predicted by the semantic/prag-
matic theories that the manipulations were derived from. The fact that subjects’
reasoning is improved by each of these manipulations provides strong evidence
that subjects’ mental processes are operating with related categories in the stan-
dard laboratory task. Approaches like those of Sperber’s relevance theory and
Evans’s matching theory propose that the subjects solve the task “without think-
ing.” The fact that these instructional manipulations have an impact on subjects’
responses strongly suggests that the processes they impact on are of a kind to
interact with the content of the manipulations. This still leaves the question, at
what level of awareness? But even here, the tutorial dialogues suggest that the
level is not so far below the surface as to prevent these processes being quite
easily brought to some level of awareness.
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It is important to resist the idea that if subjects were aware of these problems,
that itself would lead to their resolution, and the conclusion that therefore sub-
jects can’t be suffering these problems. Extensive tutoring in the standard task
which is sufficient to lead subjects to make their problems quite explicit gener-
ally does not lead, at least immediately, to stable insight. This is as we should
expect. If, for example, subjects become aware that robustness to counterex-
amples makes the task instructions uninterpretable, that itself does not solve
their problem of how to respond. Or, for another example, if subjects become
aware of being unable to take account of contingencies between choices in their
responses, that does not solve the problem of what response to make. General
questions of what concepts subjects have for expressing their difficulties and
in what ways they are aware of them are important questions, especially for
teaching. These questions invite further research through tutoring experiments,
but they should not be allowed to lead to misinterpretation of the implications
of the present results. We take each condition in turn

4.2.1 The Two—-Rule Task

There are other possible explanations as to how the novel task functions to
facilitate competence model responding. If subjects tend to confuse the two
situations, “this rule is true of this card” and “this card makes this rule true”
then it may help them that the two—rule task is calculated to lead them early to
a conflict that a single card (e.g., the true consequent card) “makes both rules
true” even as the instructions insist that one rule is true and one false. Although
some subjects may infer that there must therefore be something wrong with the
instructions, others progress from this impasse to appreciate that cases can com-
ply with a rule without making it true — the semantic relations are asymmetric
even though the same word “true” can, on occasion, be used for both direc-
tions. This confusion between semantic relations is evidently closely related to
what Wason early on called a “verification” strategy (searching for compliant
examples) in that it may lead to the same selections, but it is not the strategy as
understood by Wason. This confusion between semantic relations is in abun-
dant evidence in the dialogues.

The two-rule task makes an interesting comparison with at least three other
findings in the literature. First, the task was designed partly to make explicit
the choice of hypotheses which subjects entertain for the kind of Bayesian
information—gain modeling proposed by Oaksford and Chater. Providing two
explicit rules (rather than a single rule to be compared with an assumed null
hypothesis of independence) makes the false-consequent card unambiguously
the most informative card and therefore the one which these models should
predict will be most frequently chosen. In our data for this task, the false-
consequent card comes in third, substantially behind the true—antecedent and
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true—consequent cards.

For a second comparison, Gigerenzer and Hug [96] studied a manipulation
which is of interest because it involves both a change from deontic to descrip-
tive interpretation and from a single to a two-rule task. One example scenario
had a single rule that hikers who stayed overnight in a hut had to bring their
own firewood. Cards represented hikers or guides and bringers or nonbringers
of wood. As a single-rule deontic task with instructions to see whether people
obeyed the rule, this produced 90% correct responding, a typical result. But
when the instructions asked the subject to turn cards in order to decide whether
this rule was in force, or whether it was the guides who had to bring the wood,
then performance dropped to 55% as conventionally scored. Gigerenzer and
Hug explain this manipulation in terms of “perspective change,” but this is both
a shift from a deontic task to a descriptive one (in the authors’ own words
“to judge whether the rule is descriptively wrong” (our emphasis), and from a
single—rule to a two—rule task, albeit that the second rule is mentioned but not
printed alongside its alternative. Gigerenzer and Hug’s data appear to show a
level of performance higher than single rule abstract tasks but lower than deon-
tic tasks, just as we observe. Direct comparison of the two subject populations is
difficult, however, as Gigerenzer and Hug’s subjects score considerably higher
on all the reported tasks than ours, and no baseline single-rule descriptive task
is included.

The third comparison of the two-rule task is with work on “reasoning illu-
sions” by Johnson-Laird and colleagues mentioned above (Johnson-Laird and
Savary [147]; Johnson-Laird, Legrenzi, Girotto and Legrenzi [149]; Johnson-
Laird and Byrne [143]. Johnson-Laird and Savary [147,p. 213] presented ex-
actly comparable premises to those we used in our two—rule task but asked their
subjects to choose a conclusion, rather than to seek evidence about which rule
was true and which false. Their interest in these problems is that mental models
theory? assumes that subjects “only represent explicitly what is true,” and that
this gives rise to “illusory inferences.” The following material was presented
with the preface that both statements are about a hand of cards, and one is true
and one is false:

1. If there is a king in the hand, then there is an ace.

2. If there is not a king in the hand, then there is an ace.

Select one of these conclusions:

1. There is an ace in the hand.
ii. There is not an ace in the hand.

iii. There may or may not be an ace in the hand.

2. At this stage it is not necessary to know the ins and outs of this theory. Details will be supplied in chapter
5, section 5.1.2 and and chapter 10, section 10.6.
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Johnson-Laird and Savary [147] report that fifteen out of twenty subjects con-
cluded that that there is an ace in the hand, and the other five concluded that
there might or might not be an ace in the hand. They claim that the fifteen
subjects are mistaken in their inference.

Hence, apart from one caveat to which we will return, there is no reasonable interpretation
of either the disjunction or the conditionals that yields a valid inference that there is an
ace [147,p. 204].

The caveat appears to be that there are interpretations on which the premises
are inconsistent and therefore anything (classically) logically follows, including
this conclusion [147,p. 220].

What struck us initially is that our subjects show some facility with reason-
ing about assumptions of the same form even when our task also requires added
elements of selection rather than merely inference. Selection tasks are gener-
ally “harder” on classical notions of what is correct. Specifically, our two—
rule task introduces the circumstance which Johnson-Laird and Savary claim
mental models predicts to introduce fundamental difficulty, i.e., reasoning from
knowledge that some as yet unidentifiable proposition is false. This introduc-
tion makes the selection task much easier for subjects than its standard form in
our experiment.

On a little further consideration, there is at least one highly plausible inter-
pretation which makes the “illusory” conclusion valid and is an interpretation
which appears in our dialogues from the two-rule task. Subjects think in terms
of one of the rules applying and the other not, and they confuse (not surpris-
ingly) the semantics of applicability with the semantics of truth. This is exactly
the semantics familiar from the IF ... THEN ... ELSE construct of imperative
computer languages. If one clause applies and the other doesn’t, then it follows
that there is an ace. Whether the alternativeness of the rules is expressed met-
alinguistically by saying one is false and one true) or object-linguistically (with
an exclusive disjunction), and whether the rules are expressed as implications
or as exclusive disjunctions, thinking in terms of applicability rather than truth
is a great deal more natural and has the consequence observed. Johnson-Laird
(personal communication) objects that this interpretation just is equivalent to
the mental models theory one. But surely this is a crisp illustration of a dif-
ference between the theories. If an interpretation in terms of applicability is
taken seriously, subjects should draw this conclusion, and should stick to it
when challenged (as many do). In fact, failure to draw the inference is an error
under this interpretation. Only mental models theory’s restriction to a range of
classical logical interpretations makes it define the inference as an error. We
put our money on the subjects having the more plausible interpretation of the
conditionals here and the experimenters suffering an illusion of an illusion.
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4.2.2 Contingency Instructions

As mentioned above, investigations of this manipulation have been reported by
Wason in early studies, but his theory of the task did not assign it any great
importance, or lead him to systematically isolate the effect, or allow him to see
the connection between descriptive interpretation and this instruction. In the
context of our hypothesis that it is descriptive vs. deontic interpretation which
is the main factor controlling difficulty of the task through interactions between
semantics and instructions, this observation that contingency has systematic and
predicted effects provides an explanation for substantial differences between
the abstract task and content facilitations which invoke deontic interpretations.
None of the other extant theories assign any significant role to this observation.

The effectiveness of contingency instructions presents particular difficulties
for current “rational analysis” models (the approach using Bayesian informa-
tion gain [205]; see section 3.5.2), since the choice of false-consequent cards
rises so dramatically with an instruction which should have no effect on the
expected information gain. Indeed, the rational analysis approach assumes that
subjects adopt a “sampling one card at a time from a population” interpretation
and it is hard to see why contingencies between responses should arise as a
problem on such interpretations.

Going further: Engaging Interactive Planning

To illustrate how any of the conditions of this experiment could give rise to
further investigations, we here briefly present, with his kind permission, an ex-
periment designed by our student Misha van Denderen, who used the resources
of the web to investigate the role of “reactive planning” as a source of difficulty
in the standard selection task ([280]; more on this experiment in section 4.2.5).
Going beyond a simple instructional change, this experiment investigates what
happens if subjects are actually allowed to really engage in reactive planning
i.e., by first choosing a card, turning it, and deciding what to do based on what
is on the other side. It is interesting to investigate whether more subjects end up
giving the classical answer if they are given the opportunity to actually turn the
cards and see what is on the other side. The question is therefore: if subjects
get the opportunity to solve the task by reactive planning, will they continue to
turn until they find a falsifying card?

The experiment presents the task in a graphical software interface, using
graphical tokens of the kind that people have become familiar with. The four
cards are presented with a check box beneath each and an OK button to submit
the answers. Subjects can actually turn each card and are invited to do so until
they think they can decide whether the rule is true or false. Here it is clear to
subjects that they can only tick and see one card at a time. They can click the
check boxes on and off as they please. Only when they press the OK button and
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confirm that they are sure are the answers recorded.

Apart from the clarification of the classical task, it is interesting to observe the
behavior of subjects if they can actually turn the cards. Will subjects continue
turning cards until they find a falsifying card? If, for example, subjects decide
to turn the A/4 card and therefore show that the case fits the rule, will they
continue to turn the 7 card in search of possible falsification? And will subjects
draw the conclusion that the rule is false if they did find a falsifying card on the
first turn? Or true if they found a case that fit?

To maximize the information, a tweak must be included in the software to
ensure that falsification of the rule is never immediate after the first card turned.
The experiment is therefore set up as follows. Each card can be clicked. When
a subject clicks a card, he is asked: “You want to see the < 1st, 2nd, 3rd, 4th >
card to judge whether the claim is true or false. Correct? [Y/N].” If the subject
answers N, the invisible side is not revealed. If he answers Y, the invisible side
is revealed and the number or the letter is shown. If the subject clicks the 7
before the A, the 7/K-card is shown. If he clicks the A before the 7, the A/4
card is shown. Only if the subject clicks the 7 after the A or the A after the 7,
is the A/7-card shown. If the user clicks the K, the K/7-card is shown and if he
clicks the 4, the 4/K card is shown.

This online experiment drew 103 subjects. The population is likely to be dif-
ferent from the standard undergraduate population, since these subjects were
recruited through a marketing agency. The results given in table 4.3 therefore
may not be quite comparable, but they replicate even in the substantial subsam-
ple who are students. The results are striking: Wason’s “competence” choice
combination is now the modal response. There is a very marked decrease in
“just p” and “p and ¢” answers, accompanied by an equally marked increase
in “p and not-q” answers, together with a spreading out of the miscellaneous
category. The results seem to suggest that in the standard task, the desire to
do the task by reactive planning is indeed a considerable issue. As always, this
variation changes the task in several ways. For example, it decreases working
memory load. Perhaps this is why subjects reason “better”. This is possible,
but the experiment has most direct force for two points. The first is Wason’s
“verificationalist” explanation in terms of subjects’ failure to seek falsification.
Given the a clearly understood opportunity, subjects do seek falsification. The
second is that the experiment illustrates vividly how the descriptive task differs
from the deontic one in which no contingencies of response arise. We return to
this experiment below in section 4.2.5 when we consider the joint impact of the
subjsects’ several problems.
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Table 4.3 Scores in the web-based selection task with reactive planning

p || p,a || p.ma || p,g,—~q || misc.
7% || 23% | 26% | 10% | 34%

4.2.3 Truthfulness Instructions

As described above, the truthfulness condition differs from past attempts to cue
subjects to seek counterexamples. Its success in bringing about a significant if
small improvement may have resulted from effects of the manipulation other
than the sociopsychological effects or the more general pragmatic effects of the
balance of cooperative and adversarial stances described above. For example
it may well be that at least some subjects are more adept at thinking about
the truthfulness of speakers than the truth—values of their utterances abstracted
from such issues as ignorance or intent to deceive. We return to this issue when
we consider experiments on illiterate subjects in chapter 5.

4.2.4 The Conjunctive Rule

The purpose behind the conjunctive version of the task was rather different from
the other manipulations, namely to show that many features of the task militate
against the adoption of Wason’s intended interpretation of his instructions quite
apart from difficulties specific to conditionals. The interpretation of sentence
semantics is highly malleable under the forces of task pragmatics. The results
show that a conjunctive rule is treated very like (even if significantly differently
from) the if ... then rule. A higher proportion of subjects make the ‘classically
correct’ response than in the baseline task (13% as compared to 3.7%) but the
modal response is the same (P and Q) and is made by similar proportions of
subjects (45% conjunctive as compared to 52% baseline). One possibility is
that a substantial number of subjects adopt a deontic interpretation of the rule
and are checking for the cards that might be violators but are not yet known to
be.

It is also possible that these results have more specific consequences for inter-
pretation of the standard descriptive task. We know from Fillenbaum [82] and
from our own paraphrase tasks [264] that about a half of subjects most readily
entertain a conjunctive reading of if ... then sentences. The developmental lit-
erature reviewed in Evans, Newstead, and Byrne [76] reveals this interpretation
to be even commoner among young children. It is most implausible that this
interpretation is due merely to some polysemy of the connective “if ...then.”
Much more plausible is that the conjunctive reading is the result of assum-
ing the truth of the antecedent suppositionally, and then answering subsequent
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questions from within this suppositional context.

Be that as it may, if subjects’ selections in the conditional rule tasks corre-
spond to the selections they would make given an explicit conjunction in the
conjunction condition, and we are right that these selections are driven in this
condition by an implicitly deontic interpretation of the conjunction, then this
suggests a quite novel explanation of at least some “matching” responses in
the original conditional task. Perhaps the similar rate of choice of P and Q in
the conjunction and “if ...then” conditions points to a substantial number of
subjects applying a deontic conjunctive interpretation in the standard task.

This hypothesis in turn raises the question how such a reading would interact
with negations in the “negations” paradigm which is the source of the evidence
for Evans’s ¢ ‘matching” theory [73] (see also section 3.6) and therefore the
source of one leg of the “dual process” theory (Evans and Over [75], Evans
[72]; see section 5.3). If interpretations stemming from deontic readings tend
strongly toward wide scope for negation, then one would predict that the rule
with negated antecedent (“not P and Q”’) would be read as “It’s not the case that
there is a vowel on one side and an even number on the other” which would
lead to the same choices of A and 4, though for opposite reasons. That is, K
and 7 are now seen as already compliant, and the A and the 4 have to be tested
to make sure they don’t have an even number or a vowel respectively. Pur-
suing this line of thought further suggests that negations in the second clause
may not be interpretable in this framework because of their interactions with
the anaphors (“if there is a vowel on one side then there is not an even number
on the other side” gets interpreted as “if it’s not the case that there is a vowel
on one side, then there is an even number on the other”’) and subjects might be
forced to interpret them with the same wide scope, again leading to the same
card choices, and potentially explaining why “matching” appears to be unaf-
fected by negation. Providing a semantic explanation, of course, leaves open
the questions about what processes operate. Evidently, further research will be
required to explore these possibilities. The semantic analyses may seem com-
plex but they make some rather strong predictions about how subjects should
react to card turnings. This is an interesting line for future research holding out
the possibility of a semantic basis for matching behavior.

One objection to these various interpretations of the conjunction condition
results might be that there are other interpretations of the rule used. Subjects
might, for example, have interpreted the rule existentially, as claiming that
at least one card had a vowel on one side and an even number on the other.
This would lead normatively to the same A and 4 selections. Accordingly, in a
follow-up experiment, we revised the conjunctive rule to

Rule: There are vowels on one side of the cards and even numbers on the
other.
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It is implausible that this rule might be interpreted existentially. We ran this
rule in another condition with its own baseline condition to ensure comparabil-
ity of the new population. Table 4.4 shows the results of this experiment, with
the earlier results repeated for convenient comparison. The result was slightly
more extreme with this version of the conjunctive rule: 70% of subjects (rather
than 45%) chose the P and Q cards. The proportion of classical logical com-
petence model responses was identical to that for the baseline conditional task,
and the baseline condition showed the population was comparable. The re-
wording raised the proportion of subjects giving the modal P and Q response.
This rewording of the conjunctive rule appeared to make the universal deontic
reading even less ambiguously the dominant reading.

Table 4.4 Frequencies of card choice combinations by conditions: the modified conjunction
task and its new baseline condition are below the earlier results which are repeated here for
convenience. Classical logical competence responses are marked *. Any response made by at

least three subjects in at least one condition is categorized: everything else is miscellaneous
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The results on the conjunctive rule illustrate several general issues: how easy
it is to invoke a deontic reading of indicative wording; how unnatural it is for
naive subjects to adopt an “is this sentence literally true?” perspective rather
than a “what are the experimenter’s intentions?”” perspective; that the difficulty
of classical interpretation can be as great with conjunction as with implication.
Although the difficulties may be different difficulties, there is a real possibility
that they are closely related through conjunctive suppositional interpretations

of the conditional.

Finally, we explored one other obvious manipulation designed to follow up
the malleability of subjects’ interpretations exposed by the conjunctive rule.
This is worth discussing as a “failed” negative result as much as for its own
interest. If subjects’ difficulties in the original descriptive task follow from the
complexities of descriptive semantics, is it possible to restore deontic levels of
performance in the abstract task merely by simply formulating the rule in the
subjunctive mood? We ran a further condition in which the rule used was

If a card has a vowel on one side, then it should have an even number on

the other.
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and the instruction was to choose which of the four cards you must turn in order
to decide if the card complies with the rule.

The results of this condition are shown in table 4.4 in the “Subjunctive” row.
Three of thirty-one subjects turned P and not-Q, as compared to one of thirty in
the baseline. If this is a facilitation it is a small one (the probability of getting
this facilitation by chance is 0.32, i.e., statistically insignificant). Merely using
subjunctive wording may be insufficient to invoke a deontic reading. This is
not so surprising since there is an alternative “epistemic” interpretation of the
subjunctive modal here which might still be used with a descriptive semantics
for the underlying rule. Imagine that the rule is clearly a robust descriptive
scientific law (perhaps “All ravens are black”), then one might easily state in
this context, that a card with “raven” on one side should have “black” on the
other, implying something about what the cards have to be like to comply with
the scientific law (still with a descriptive semantics underlying), rather than
what the birds have to do to comply with a legal regulation. This possibility
of interpretation may make it hard to invoke a deontic interpretation without
further contentful support. Contentful support is, of course, what the various
“quality inspector” scenarios provide (e.g., [252]). Contentful support is also
what permission and obligation schemas, and the “seek violations” instructions
in combination with modal explications of the rule provide, as reported by Platt
and Griggs [217].

This failure of what is about the simplest direct manipulation that could test
the theory (that it is deontic interpretation which achieves most of the facili-
tations reported in the literature) is a very common kind of failure. Our inter-
pretation is that the manipulation unfortunately fails to achieve its goal. An
opponent of our theory might claim it as evidence the theory is wrong. To set-
tle this dispute one would need to get further evidence that the manipulation
doesn’t succeed in invoking a deontic reading. Trying such direct tests is im-
portant — if they work they provide dramatic evidence. Generally when they
fail they are not reported. The problem is a problem of constructing a bridge
from a theory of interpretation to the effects of manipulations, and bridging is
unavoidable if theory is to be brought to bear on data.

4.2.5 Putting It All Together?

In summary of all the conditions, these results corroborate the findings of the
tutoring experiments, also reported in [264], that our manipulations alleviate
real sources of difficulty with interpretation for subjects in the original descrip-
tive task — sources of difficulty which do not apply in the deontic task. This
evidence suggests that far from failing to think at all, subjects are sensitive to
several important semantic issues posed by the descriptive task. Since our ma-
nipulations only help to alleviate problems piecemeal in some subjects, they
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cannot be expected to install a classical logical interpretation of the task and
materials in all subjects, nor to produce performance levels comparable with
the deontic tasks. It is difficult to assess what proportion of problems have been
dealt with here. Several that we discussed in chapter 3 have not been treated
(anaphora, card reversibility). It is an even harder methodological problem to
find a way of estimating how much of the difficulties these problems jointly ac-
count for, because simply applying all the manipulations concurrently produces
complicated instructions which themselves introduce their own problems.

Rather than presenting a complete model of what subjects are doing in this
task, the experiment provides strong evidence that several of the major sources
of interpretation problems identified by semantic analysis do contribute to sub-
jects’ difficulties in the original task. This is sufficient to make it very hard to
defend any theory which assumes both that the correct interpretation is clas-
sical logic, and that it is the interpretation that subjects adopt. This includes
all theories except the information-gain theory. As discussed above, both the
two-rule and contingency conditions provide considerable evidence that the
information—gain theory has its own problems.

The ingenious experiment by van Denderen [280], part of which was dis-
cussed in section 4.2.2, was actually aimed at the difficult task of assessing how
many of these problems can be simultaneously alleviated. How many subjects
can be induced to adopt the material implication interpretation Wason’s crite-
rion of correct reasoning requires, by simply simultaneously removing prob-
lems Wason strews in the subjects’ path? And how many subjects then reason
as their chosen interpretation requires? Platt and Griggs [217] induced very
high selections of A and 7 cards in the descriptive task by focusing subjects on
possibly noncompliant cases. But van Denderen’s aim was to see what could
be achieved without this focusing. The manipulations he used are as follows:
(1) the task was run interactively on the web so that subjects could actually turn
cards and alleviate the problems of wanting to make responses contingent on
the feedback of early turns (this manipulation was discussed in section 4.2.2
above); (2) the conditional is not described as a rule (with the result of en-
gendering a defeasible interpretation of the relevance of a larger population of
cards) but rather as a simple expression of an observer’s belief about four cards;
(3) the conditionality (as opposed to biconditionality) of the rule is emphasized
by inclusion of a clause explicitly disavowing the biconditional reading; (4) the
source of the conditional was separated from the experimenter to avoid issues
of the need to accuse an authority figure of lying; and (5) subjects are required
to confirm their understanding of the instructions by answering some simple
questions about the task before proceeding to the experiment.

The design of the experiment divided subjects into a group with a simple
conditional (original conditional), and a group with the clause rejecting the bi-
conditional added (extended rule). All subjects did two versions of the task:
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one including all the enhancements just listed except for the possibility of inter-
acting with the cards (noninteractive), and the other with this interaction (inter-
active) , in that order. After these two selection tasks, subjects did an ‘evalua-
tion task’ [297] where they judged each of the four card types as complying, not
complying, or irrelevant to the conditional, in order to gather data on their inter-
pretation. Armed with these data about individual interpretation, it is possible
to assess not only whether subjects adopt Wason’s intended interpretation of
the conditional but also whether they reason correctly from it, or from whatever
other interpretation they do adopt.

The results show a huge convergence on Wason’s desired interpretation of
the conditionals. Whereas with the original conditional, only a fifth of subjects
chose the material implication interpretation (even with all the clarifications),
with the extended rule this rose to 80%. There was a similarly large increase
of A and 7 selections, from around 5% making this choice in Wason’s original
experiment, to 32% of subjects in the extended rule interactive task who chose
just A and 7, and a further 16% chose A, 7, and 4. All told, 60% turned the 7
card compared to about 9% in Wason’s original task. About 55% of subjects
made all the card choices in the complex interactive task which normatively
corresponded with their chosen interpretation, although more than half of these
chose one or more cards they strictly need not have turned.

These results are a strong vindication of the theory we have proposed here.
There is much interpretive variability, but a large majority of subjects can be
induced to adopt the interpretation Wason intended, and when they do, a large
proportion of them reason adequately from that interpretation. Reasoning is by
no means perfect, but the hard part is getting to the interpretation which Wason
hid. This experiment is rather revealing of the forest of problems the subject
encounters, and therefore suggestive of why the ability to find Wason’s inter-
pretation and turn the A and 7 cards should be predictive of academic success,
as Stanovich showed.

4.3 What Does This Say about Reasoning More Generally?

What implications do these results have for theories of reasoning, and for the
place of interpretation in cognitive theory more generally? What do they tell
us about the way the field has viewed the relation between logical and psycho-
logical analyses of reasoning, and how that relation might be construed more
productively? Each theory is a somewhat different case.

These results remove the founding evidence for “evolutionary” theories which
propose that the difference in performance on “social contract” conditionals
and descriptive conditionals needs to be explained by innate cheating detec-
tion modules evolved in the Pleistocene. This topic will be discussed at greater
length in chapter 6. As we will see, this reappraisal of the selection task pro-
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vides a good example of how arguments for “massive modularity” in cognition
should be treated with some skepticism (for further arguments, see [268]). The
original experiments found variation in performance as a function of difference
in materials. Sweeping generalizations were then made from the laboratory task
without any consideration of the relation between that task and subjects’ other
communication and reasoning abilities. Just as our analysis directs attention
to the differences between variations on the selection task and the continuities
between natural language communication inside and outside the selection task,
so our proposals return attention to the issue of how humans’ generalized com-
munication capacities arose in evolution. The interactions between logic’s dual
apparatus of interpretation and of derivation constitute an exquisitely context—
sensitive conceptual framework for the study of human reasoning and commu-
nication, whether in evolution, development, or education. Chapter 5 takes up
these themes.

The nonevolutionary theories of human reasoning are most generally affected
by the present results through their implications for the relation between logic
and psychology. We focus here particularly on relevance theory, mental models
theory, and rational analysis models.>

Relevance Theory Inasmuch as relevance theory [251, 99, 252] assumes that
human reasoning and communication abilities are general abilities which inter-
act with the specifics of the context, our general drift is sympathetic to relevance
theory’s conclusions. We agree with relevance theory, that the goal must be to
make sense of what subjects are doing in the very strange situation of labo-
ratory reasoning tasks — in a memorable phrase, to see subjects as “pragmatic
virtuosos” (Girotto et al. [99]) — rather than to see them as logical defectives.
Our divergences from relevance theory are about the granularity of interaction
between semantic and pragmatic processes in subjects’ reasoning; in the range
of behavior we believe to be of theoretical concern; and in the program of re-
search.

Relevance theory explains pragmatic effects in terms of very general factors
— relevance to the task at hand and cost of inference to reveal that relevance.
These factors must always operate with regard to some semantic characteriza-
tion of the language processed. Condensing analysis into these two pragmatic
factors, however, seems, in this case at least, to have led to relevance theorists
missing the critical semantic differences which drive the psychological pro-
cesses in this task — the differences between deontics and descriptives and their
consequences for interpretation in this task’s setting. Relevance theory’s con-
clusion has been that not much reasoning goes on when undergraduate subjects
get the abstract task “wrong.” Our combination of tutoring observations and

3. The remainder of this section is therefore most useful to readers familiar with these theories. Other readers
may skip ahead to the paragraph entitled “General Implications.”
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experiment strongly suggests that a great deal goes on, however speedily the
“precomputed” attitudes are brought to bear in the actual task, and that the exact
nature of the processes is highly variable from subject to subject. Taking logic
more seriously leads us to seek more detailed accounts of mental processes.

Mental Models Theory The current results have rather wide-ranging implica-
tions for mental models theory [144, 143]. Some implications specific to the
theory’s application to the selection task have already been discussed. Oth-
ers are more general, about mental models theory’s relation to logic and se-
mantics. Since Johnson-Laird’s early work with Wason on the selection task
[297, 148, 298] mental models theory has been elaborated by a complex the-
ory of the meanings of conditionals and the overlay of semantics by “pragmatic
modulation,” and the theory has been much exercised by the issue whether sub-
jects’ interpretations of the rule in the selection task is truth—functional or not
[143]. However, this consideration of semantic possibilities has been divorced
from any consideration of their implications for the subjects’ interpretation of
the rask. If subjects’ reading of the rule is non-truth—functional (by whatever
semantic or pragmatic route), then the subjects should experience a conflict be-
tween their interpretation and the task instructions. This conflict has never been
acknowledged by mental models theorists. What justification can there then
be for applying the classical logical competence model as a criterion of correct
performance while simultaneously rejecting it as an account of how subjects
interpret the conditional? We shall return to some of the general logical issues
raised by mental models in chapter 5, insection 5.1.4 and chapter 10, section
10.6.

Bayesian Models  Finally, where do our findings leave the Bayesian information—
gain models of selection task behavior as optimal experiment (Oaksford and
Chater [205, 206])? We applaud these authors’ challenge to the uniqueness of
the classical logical model of the task, and also their insistence that the deon-
tic and descriptive versions of the task require distinct accounts. Their theory
is clearly more sophisticated about the relations between formal models and
cognitive processes than the theories it challenges. However, our proposals are
quite divergent in their cognitive consequences. The rational analysis models
reject any role for logic, claiming that the task is an inductive one. But this
move smuggles logic in the backdoor. Applying optimal experiment theory re-
quires assigning probabilities to propositions, and propositions are specified in
some underlying language. The logic underlying the rational analysis model is
the same old classical propositional calculus with all its attendant divergences
from subjects’ interpretations of the task materials. This has direct psychologi-
cal consequences. The rational analysis models treat subjects’ performances as
being equally correct as measured by the two distinct competence models for
descriptive and deontic tasks. Our analysis predicts that the descriptive task will
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be highly problematical and the deontic task rather straightforward. The tuto-
rial evidence on the descriptive task and its experimental corroboration support
our prediction about the descriptive task. Approaching through interpretation
predicts and observes considerable variety in the problems different subjects
exhibit in the descriptive task, and even variety within the same subject at dif-
ferent times. We can agree that some subjects may adopt something like the
rational analysis model of the task, but disagree about the uniformity of this or
any other interpretation. Most of all we do not accept that everyone is doing the
same thing at the relevant level of detail.

General Implications This situates our approach with regard to some promi-
nent psychological theories of reasoning, and illustrates similarities and differ-
ences with extant approaches in the context of this one particular task. But
our proposals also have general implications for how cognitive theories of rea-
soning relate to logical and linguistic theories of language and communication
more generally. If we are anything like right about the selection task, it is both
possible and necessary to bring the details of formal accounts of natural lan-
guages (semantics of deontics and descriptives, variable and constant anaphora,
tense, definiteness, domain of interpretation, scope of negation) to bear in ex-
plaining the details of performance in laboratory reasoning tasks. This is nec-
essary because subjects’ behavior in these tasks is continuous with generalized
human capacities for communication, and possible because although strange
in many ways, laboratory tasks have to be construed by subjects using their
customary communicative skills.

In fact laboratory tasks have much in common with the curious commu-
nicative situation that is formal education, and another benefit of the current
approach is that it stands to reconnect the psychology of reasoning with ed-
ucational investigations. With very few exceptions (e.g., Stanovich and West
[253]), psychologists of reasoning have not asked what educational significance
their results have. They regard their theories as investigating “the fundamental
human reasoning mechanism” which is independent of education. On our ac-
count, the descriptive selection task is interesting precisely because it forces
subjects to reason in vacuo and this process is closely related to extremely
salient educational processes which are aimed exactly at equipping students
with generalizable skills for reasoning in novel contexts more effectively. For
example, the balance of required cooperative assumption of the background
rule and adversarial test of the foreground rule in the descriptive selection task
is absolutely typical of the difficulties posed in the strange communications
involved in examination questions (cf. the quote from Ryle on p. 23). Many
cross—cultural observations of reasoning can be understood in terms of the kinds
of discourse different cultures invoke in various circumstances (see chapter 5).
The discourses established by formal education are indeed a very distinctive
characteristic of our culture (see, e.g., [20], [124]).






From the Laboratory to the Wild
and Back Again

Instead of patiently explaining the state of the art in the psychology of reason-
ing, this book has started in medias res by taking one well-known experimental
paradigm — the selection task — and showing both how traditional psychology of
reasoning has treated it and what a cognitive science of reasoning might aspire
to. It is now time to step back and introduce the most important concerns of the
psychology of reasoning as it has been practiced. It has been argued by many
outside the field that the kind of reasoning studied in this branch of psychology
is totally irrelevant to real life, and this brings us to the question whether logical
reasoning occurs in the wild, and more generally, whether it is a trick acquired
by schooling or, on the contrary, a natural endowment.

5.1 The Laboratory

The psychology of reasoning is concerned with the experimental study of rea-
soning patterns also of interest to logicians, and in the literature we find exper-
imental research on, for example,

e reasoning with syllogisms in adults,

e reasoning with propositional connectives in adults,

e acquisition of connectives and quantifiers in children,

e reasoning in subjects with various psychiatric or cognitive impairments,
e brain correlates of reasoning,

e reasoning in “primitive” societies.

As an example of the second area, an adult subject may be presented with the
premises

If Julie has an essay, she studies late in the library.
Julie does not study late in the library.
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and is then asked: what, if anything, follows? In this case (modus tollens) it
may happen that half of the subjects reply that nothing can be concluded. In
contrast, the analogous experiment for modus ponens, with the minor premise

Julie has an essay.

typically yields “success” scores of around 95% drawing the conclusion. The
psychologist is then interested in explaining the difference in performance, and
believes that differences such as this actually provide a window on the cognitive
processes underlying logical reasoning.! What is distinctive about the psychol-
ogy of reasoning is that it views its task as uncovering the mechanism of logical
reasoning: what goes on in the brain (and where) when it makes an inference?
This issue can be framed in terms of what psychologists call the representa-
tions employed by reasoning, although we prefer the term implementation here.
This level is concerned with how the abstract structures of informational anal-
ysis — discourses, sentences, models, proofs — are implemented, both in the
world and in the mind. Is there something like a diagram or like a text imple-
mented in the mind? Or perhaps on the paper the subject is using? Here one
is concerned with memory, both long-term and working memory, with modali-
ties (visuospatial, phonetic, orthographic), with the environment (as it functions
representationally), and eventually with the brain — all the paraphernalia of psy-
chological analysis. Here differences may certainly be expected between how
the information specified in sentences and the information specified in models
gets implemented. But remarkably little study has been aimed at this level until
very recently, and much of what has been aimed at it has been based on dubious
informational-level analyses. We will return to this issue after introducing three
well-known “schools” in the psychology of reasoning, each identified by what
it takes to be the mechanism underlying reasoning.

5.1.1 Mental Logic

This school, also known as the “mental rules” school [228], maintains that log-
ical reasoning is the application of formal rules, which are more or less similar
to natural deduction rules. Here is an example (from [229]): the theory tries to
explain why humans tend to have difficulty with modus tollens, by assuming
that this is not a primitive rule, unlike modus ponens; modus tollens has to be
derived each time it is used; therefore it leads to longer processing time. Rea-
soning is thus assumed to be implemented as a syntactic process transforming
sentences into other sentences via rewrite rules. Since on this view reasoning is
similar to language processing, it has sometimes been maintained that it should
be subserved by the same brain circuits:

1. We will in fact have something to say about this particular phenomenon in chapter 7.
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[Mental logic claims] that deductive reasoning is a rule governed syntactic process where
internal representations preserve structural properties of linguistic strings in which the
premises are stated. This linguistic hypothesis predicts that the neuro-anatomical mecha-
nisms of language (syntactic) processing underwrite human reasoning processes . . . (Goel
et al.[101,p. 504])

This would allow us to distinguish between “mental logic” and its foremost
competitor, discussed next.

5.1.2 Mental Models

The founding father of the “mental models” school is Johnson-Laird [145];
applications of “mental models” to logic can be found in Johnson-Laird and
Byrne [144]. The main claim of this school is that reasoners do not apply
content-independent formal rules (such as, for example, modus ponens), but
construct models for sentences and read off conclusions from these, which are
then subject to a process of validation by looking for alternative models. Er-
rors in reasoning are typically explained by assuming that subjects read off a
conclusion from the initial model which turns out not to be true in all models
of the premises. The “mental models” school arose as a reaction against “men-
tal logic” because it was felt that formal, contentless rules would be unable
to explain the so-called “content effects” in reasoning, such as were believed
to occur in the selection task. It was also influenced by simultaneous devel-
opments in formal semantics, namely Kamp’s discourse representation theory
[152], which emphasized the need for the construction of “discourse models”
as an intermediary between language and world.

On the representational side, “mental models” seems to point to spatial pro-
cessing as the underlying mechanism.

[Mental models claims] that deductive reasoning is a process requiring spatial manipu-

lation and search. Mental model the