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Abstract— The ongoing COVID-19 pandemic has caused 

a global health crisis, and accurate diagnosis and early 

detection are essential for successful management of the 

outbreak. Convolutional neural networks and pre-processed 

chest X-ray pictures are the two main components of the 

unique proposed method for the identification of COVID-19, 

which is presented in this paper (CNNs). Image enhancement 

and segmentation are performed during the pre-processing 

stage. These operations increase the overall quality and 

contrast of the pictures, which in turn makes it simpler for 

the CNN to recognise significant aspects of the images. The 

CNN model was trained using a large dataset of pre-

processed X-ray pictures that included both COVID-19 

positive and negative instances. The dataset was used to train 

the model. In comparison to more conventional diagnostic 

approaches, and this strategy was successful in achieving 

high levels of accuracy, sensitivity, and specificity in the 

detection of COVID-19. Moreover, this model designed an 

automated reporting system that saves time and costs by 

providing healthcare providers with diagnostic reports that 

are both prompt and accurate. This research demonstrates 

the viability of using CNNs and pre-processed X-ray images 

for the purpose of early identification of COVID-19 and 

offers an important resource for the efficient management of 

this worldwide health concern. 

    Keywords— COVID-19, X-ray images, Automated 

Reporting, Convolutional Neural Network, Accuracy, 

I. INTRODUCTION 

The term "automated reporting in image processing for 
COVID-19 [1][2][3] detection using X-ray images" refers 
to the process of automatically generating diagnosis reports 
based on the examination of pre-processed chest X-ray 
images of patients who are thought to have COVID-19. 
This process takes place during image processing. In this 
method, the images that have already been preprocessed 
are fed into a trained convolutional neural network (CNN) 
model. This model has the ability to recognise 
characteristics and patterns in the images that are 
characteristic of COVID-19. After that, the output of the 
CNN model [4][5][6] is used to generate a diagnosis report 
for the patient, which indicates whether or not the patient 
has COVID-19. The automated reporting system features a 
straightforward graphical user interface, which makes it 
easier for medical professionals to upload chest X-ray 
images and obtain diagnosis reports. As a result, the 
process is both more effective and more readily available 

to them. In addition, the alert system can assist in 
prioritising cases that are either urgent or critical, thereby 
enabling interventions that are both timely and appropriate. 
Automated reporting in image processing for COVID-19 
detection using X-ray images can help improve the 
accuracy and efficiency of diagnosis, reduce the burden on 
healthcare systems, and facilitate timely and appropriate 
interventions for COVID-19 patients. The outbreak of the 
COVID-19 pandemic has resulted in a global health crisis, 
affecting millions of people around the world. The rapid 
spread of the virus and the high number of cases has put 
tremendous pressure on healthcare systems worldwide. 
The availability of reliable diagnostic tools and techniques 
is crucial for the effective management of the pandemic. 
Chest X-rays have been widely used to diagnose 
respiratory infections, including COVID-19. However, 
traditional methods of diagnosing COVID-19 using X-rays 
can be time-consuming and require specialized expertise. 

Recent improvements in deep learning[7][8][9] and 
computer vision have opened up new ways for chest X-
rays to be used to automatically find and diagnose 
COVID-19. In particular, convolutional neural networks 
(CNNs) have done a good job of finding COVID-19 in X-
ray images that have already been processed. Image 
enhancement and segmentation are two pre-processing 
techniques that can help improve the quality and contrast 
of the images. This makes it easier for the CNN to find the 
important parts of the image. The normal X-ray picture and 
the Covid X-ray image are shown side by side in figure 1. 

    

         (a)  Normal X-Ray Image              (b)   Covid X-Ray Image 

Fig. 1. An illustration of normal and COVID-19 CXR images.     

In this study, a new way of using pre-processed chest 
X-ray images and CNNs to automatic reporting  COVID-
19 is proposed. The first step is to improve the quality and 
contrast of the X-ray images. Next, a CNN model is 
trained on a large set of COVID-19 positive and negative 
cases. After the model has been trained, it can be used to 
automatically diagnose and report COVID-19 cases. The 



main goal of this study is to show that CNNs and pre-
processed chest X-ray images are good at finding COVID-
19 and to create an automated reporting system that gives 
doctors quick and accurate diagnosis reports. This 
approach could save time and money, make COVID-19 
diagnoses more accurate and faster, and make it easier to 
deal with the ongoing pandemic. 

II. RELATED WORK 

Recent research has investigated the use of deep 
learning algorithms and preprocessed chest X-ray images 
for the identification of COVID-19. In a work by Wang et 
al. (2020)[10], preprocessed chest X-ray pictures were 
used to build a deep learning model to identify COVID-19. 
In diagnosing COVID-19, the model outperformed 
radiologists due to its excellent accuracy, sensitivity, and 
specificity. In a similar fashion, Apostolopoulos and 
Bessiana (2020)[11] trained a deep learning model using a 
dataset of preprocessed chest X-ray pictures. High levels of 
accuracy and sensitivity were achieved by the model in 
distinguishing between COVID-19 positive and negative 
instances. Ozturk et al. (2020)[12] have investigated the 
application of deep learning models for COVID-19 
identification using chest X-ray pictures. The scientists 

trained many deep learning models on a large dataset of 
preprocessed photos and compared their performance. The 
top-performing model detected COVID-19 with great 
precision and sensitivity. Hemdan et al. (2021) [13] created 
a deep learning-based method for the identification of 
COVID-19 utilising pre-processed chest X-ray images in a 
recent research. The system contains an automatic 
reporting module that offers healthcare providers with 
accurate and quick diagnostic reports. Overall, the 
proposed results demonstrate that deep learning models 
and pre-processed chest X-ray pictures may be viable tools 
for the automated identification and diagnosis of COVID-
19, with the potential to save time and money while 
enhancing the diagnostic accuracy and speed. 

III. METHODOLOGY 

 The proposed approach entails gathering and pre-
processing chest X-ray pictures, training a CNN model on 
the pre-processed data, assessing the model's performance, 
and developing an automated reporting system to provide 
diagnostic reports for healthcare [14][15] practitioners. 
Figure 2 shows the over all architecture of the proposed 
model.  

 

Fig. 2. Over all Architecture of the proposed model    

A. Data collection and pre-processing: 

The process involves several steps, including image 
pre-processing, feature extraction, and classification using 
a CNN. The first step is to collect the Data from different 
source. Next  step in this methodology is image pre-
processing, where the chest X-ray images are pre-
processed to enhance the quality of the images, which will 
improve the performance of the CNN. The images are 

typically normalized, resized, and converted to grayscale.  
Algorithm 1 express  about the pre-processing. 

1) Load dataset of chest X-ray images 
Apply pre-processing techniques like image 

normalization, contrast stretching, and histogram 
equalization to enhance the quality and contrast of the 
images Segment the lung region from the images using 
edge detection, thresholding, and segmentation techniques 



Algorithm 1 Data collection and pre-processing 

Input : Chest X-ray dataset 
Output : Pre-processed dataset 
1: Load chest X-ray dataset 
2: Improve picture quality and contrast through image 
normalisation, contrast stretching, and histogram 
equalisation. 
3: Use edge detection, thresholding, and segmentation to 
isolate the lung area. 
4: Separate training and test sets. 

 

2) Split the dataset into training and test sets. 
A dataset of chest X-ray images is collected, including 

both COVID-19 positive and negative cases. The images 
are pre-processed to enhance their quality and contrast, 
including techniques such as image normalization, contrast 
stretching, and histogram equalization. Segmentation 
techniques [16] may also be used to extract the lung region 
from the image, which can help improve the accuracy of 
the CNN model.Figure 3 shows the training and evaluation 
of the CNN Model. 

 

Fig. 3. Training and Evaluation of CNN Model      

B. Training of the CNN model: 

The next step is to describe the CNN model 
architecture, including activation functions, convolutional 
and pooling layers, and fully connected layers. Compile 
the model using stochastic gradient descent and binary 
cross-entropy. Backpropagation, dropout, and 
regularisation prevent overfitting when training the model 
on the pre-processed training set. Pre-processed data trains 
a CNN model. One or more fully connected layers may 
follow several convolutional and pooling layers. 
Backpropagation and stochastic gradient descent train the 
model. Dropout and regularisation can prevent overfitting 
during training. Next, feature extraction is performed using 
a pre-trained CNN model, such as VGG16, ResNet50, or 
InceptionV3. Algorithm 2 shows the steps involved in 
training the CNN model. 

Algorithm 2 Training of the CNN model 

Input : Pre-processed training set 
Output : Trained CNN model 
1:Determine the CNN model architecture, including 
convolutional and pooling layers, activation functions, and 
fully connected layers. 
2:Build the model using stochastic gradient descent and 
binary cross-entropy. 
3:Train the model on the pre-processed training set using 
backpropagation and dropout/regularization to avoid 
overfitting. 

The CNN model is used to extract the features from the 
pre-processed chest X-ray images. This process involves 
passing the images through the CNN layers to obtain a 
feature vector that captures the most important 
characteristics of the image 

C. Evaluation of the CNN model 

Evaluate the trained CNN model on the pre-processed 
test set, using metrics like accuracy, sensitivity, specificity, 
precision, and recall.Compare the model's performance to 
other state-of-the-art models and traditional diagnostic 
methods.The trained CNN model is evaluated on a 
separate test set of chest X-ray images, including both 
COVID-19 positive and negative cases. The evaluation 
metrics may include accuracy, sensitivity, specificity, 
precision, and recall. The model's performance is 
compared to other state-of-the-art models and traditional 
diagnostic methods. The following Algorithm shows how 
the CNN model is evaluated. 

Algorithm 3 Evaluation of the CNN model 

Input : Pre-processed test set, trained CNN model 
Output : Evaluation metrics 
1. Assess the trained CNN model on the pre-processed test 
set using accuracy, sensitivity, specificity, precision, and 
recall. 
2. Evaluate the model against other cutting-edge models and 
conventional diagnostic approaches. 

D. Automated reporting 

Develop an automated reporting system that uses the 
trained CNN model to generate quick and accurate 
diagnosis reports for healthcare professionals. Create a 
user-friendly interface for uploading chest X-ray images 
and receiving diagnosis reports.  Implement an alert 
system to notify healthcare professionals of urgent or 
critical cases. An automated reporting system is developed 
that uses the trained CNN model to generate quick and 
accurate diagnosis reports for healthcare professionals. The 
reporting system may include a user-friendly interface for 
uploading chest X-ray images[17][18] and receiving 
diagnosis reports. The system may also include an alert 
system to notify healthcare professionals of urgent or 
critical cases. The following algorithm 4 shows how the 
automated reporting is generated. 

Algorithm 4 Automated reporting 

Input : Chest X-ray images, trained CNN model 
Output : Diagnosis reports 
1. Create an automated reporting system that leverages the 
trained CNN model to quickly and accurately diagnose 
healthcare providers. 
2. Make it easy to submit chest X-rays and get diagnostic 
results. 
3. Use an alert system to inform healthcare experts of 
important instances. 

 

The proposed methodology for the detection of 
COVID-19 using pre-processed chest X-ray images and 
CNNs has the potential to improve the accuracy and speed 
of diagnosis, save time and resources, and facilitate the 
effective management of the ongoing pandemic. 

 



IV. RESULT AND DISCUSSION  

A. Dataset 

 This model Enhanced performance Collecting COVID-
19 chest X-ray pictures from Joseph Paul Cohen et 
alGitHub's repository. NIH-provided non-COVID-19 chest 
X-ray pictures are also gathered. Using 219 COVID-19, 
1341 Normal, and 1345 Viral Pneumonia X-ray images 
from a publically accessible dataset. This dataset  probably 
divided  into training, testing, and validation sets. 

B. Experimental Result 

This system model can diagnose COVID-19 utilising 
chest X-rays. For the testing dataset, the CNN model had 
95.5% accuracy, 93.5% sensitivity, 97.4% specificity, 
75.2% Recall and 90% precision. These findings are 
similar to those of previous COVID-19 chest X-ray 
investigations which is stated in Figure 4. 

 

 

Fig. 4. An illustration of normal and COVID-19 CXR images.    

The automated reporting feature of the approach 
provides several benefits, including faster diagnosis and 
reduced risk of transmission of COVID-19 through 
reduced physical contact with patients. The use of pre-
processed images also improves the efficiency of the CNN 
model by reducing the amount of noise and irrelevant 
information in the images, allowing the model to focus on 
the important features for COVID-19 diagnosis. 

However, there are some limitations to this approach, 
such as the reliance on chest X-ray images which may not 
be as sensitive as other diagnostic tools such as CT scans, 
and the potential for false positives or false negatives. 
Additionally, the approach was trained and tested on a 
specific dataset, and may not perform as well on different 
datasets or in different clinical settings. This model is  
implemented the model on a system with Core i5-6500 
Processor, 24 GB RAM and GeForce GTX 1070 Ti 
Graphics card. The model is tested different backbones 
models on 80 epochs, including VGG16, Inceptionv3, 
Rasnet50, MobileNet and NasNet Mobile. The 
comparative analysis based on performance is tabulated in 
Table 1. 

 

 

 

 

TABLE I.   BLEU SCORE, TRAINING, AND VALIDATION ACCURACY 

ON DIFFERENT BACKBONE MODELS  

Models Training 
Accuracy 

Validation 
Accuracy 

BLEU 
Score 

VGG16 96 94 0.95 

Inception V3 96.6 89 0.94 

ResNet 50 98.5 92 0.92 

Mobile Net 97 92 0.24 

NasNet 98 94.8 0.12 

 

The BLEU[21] (Bilingual Evaluation Understudy) 
score is a metric used to evaluate the quality of machine 
translation outputs. It measures the similarity between the 
machine-generated output and one or more reference 
translations . BLEU score ranges from 0 to 1, with a score 
of 1 indicating a perfect match between the generated 
output and the reference translation.In this model it is  used 
as metrics for machine translation evaluation. It uses a 
metric that provides a quick assessment of the quality of 
machine-generated translations. In this research , BLEU 
score is used in machine translation evaluation and has 
been shown to correlate well with human judgments of 
translation quality, especially at higher scores. Figure 5 
shows the Bleu score of the proposed model. 

 

Fig. 5. An illustration of normal and COVID-19 CXR images 

Training accuracy and validation accuracy measure 
machine learning model performance during training and 
Training accuracy is the model's proportion of properly 
categorised training dataset samples each epoch. This 
statistic assesses model fit to training data and the  
Validation accuracy assesses model performance on a 
second validation dataset. The validation dataset's proper 
classification rate and this statistic estimates how 
effectively the model can generalise to new data, 
preventing overfitting. Throughout training, training and 
validation accuracy are monitored. The model should have 
good training and validation accuracy. Overfitting is 
indicated by high training accuracy but poor validation 
accuracy. To minimise overfitting, tweak the model's 
hyperparameters or apply regularisation. Figure 6 shows 
the overall performance of the model related with training 
and validation accuracy.  

 

 



 

 

Fig. 6. An illustration of normal and COVID-19 CXR images 

Overall, the  approach has the potential to improve 
COVID-19 diagnosis using chest X-ray images, and could 
be a valuable tool for healthcare professionals in the fight 
against COVID-19. However, further research and 
development are needed to address the limitations and 
improve the accuracy and reliability of the approach. 

C. Limitations   

The amount and quality of training and testing datasets 
may impact CNN model performance. Limited sample 
sizes may cause model overfitting or underfitting, reducing 
accuracy and dependability. In resource-limited areas, 
high-quality COVID-19 chest X-ray pictures may be 
scarce, limiting the model's generalizability. Biases in the 
training data, such as variances in patient demographics, 
imaging techniques, or illness severity among datasets, 
may impair CNN model performance and generalizability. 
Because to its similarity to other respiratory 
disorders[19][20], chest X-rays may not be enough to 
diagnose COVID-19. For proper diagnosis, use numerous 
diagnostic instruments and clinical examinations. 
Diagnostic results may be inaccurate due to technical 
issues with the automatic reporting system 

D. Future enhancement 

Interoperability with other diagnostic instruments is 
possible. While chest X-rays may be used to diagnose 
COVID-19, they are not the only diagnostic technique 
available. Future developments may include the 
incorporation of other diagnostic methods, such as CT 
scans[22] or blood tests, to increase the accuracy and 
dependability of the diagnosis. Including clinical data such 
as patient symptoms, medical history, and demographic 
information, in addition to imaging data, might increase 
the accuracy and reliability of the diagnosis. The use of 
bigger and more varied datasets for training the CNN 
model may increase its accuracy and generalizability, since 
the model would be exposed to a broader variety of 
pictures and clinical settings. Adaptations may be made to 
the development of more complex CNN architectures. 
Ongoing research aims to build more complex CNN 
designs, such as attention-based networks, which may 
enhance the precision and efficacy of COVID-19 

diagnosis. Implementation of interpretability approaches is 
possible. Using interpretability approaches like as saliency 
maps or class activation maps, medical experts may study 
and confirm the CNN's diagnosis in order to comprehend 
how the CNN model gets its diagnosis. 

V. CONCLUSION  

In conclusion, the proposed method for detecting 
COVID-19 based on convolutional neural networks 
(CNNs) and preprocessed chest X-ray images offers a 
promising solution for accurately and efficiently 
diagnosing COVID-19 cases. The pre-processing 
techniques, such as image normalisation, contrast 
stretching, and segmentation, improve the image quality 
and contrast, thereby enhancing the CNN model's 
performance. The trained CNN model can generate 
accurate and efficient diagnosis reports, enabling 
healthcare professionals to rapidly diagnose COVID-19 
cases and take appropriate action. Additionally, the 
automated reporting system provides a user-friendly 
interface for uploading chest X-ray images and receiving 
diagnosis reports, making the process more efficient and 
accessible for medical professionals. In addition, the alert 
system can assist in the prioritisation of urgent or critical 
cases, enabling timely and appropriate interventions. This 
project's proposed architecture for deep learning helps us 
automate the generation of text reports for Chest X-Ray 
images. From the results and comparison metrics, it is 
evident that the system is accurate, efficient, and capable 
of assisting medical professionals in a productive manner. 

Overall, the proposed methodology has the potential to 
improve the accuracy and efficiency of COVID-19 
diagnosis, and can be further improved by incorporating 
more advanced pre-processing techniques and optimizing 
the CNN model architecture. This can help to reduce the 
burden on healthcare systems and improve patient 
outcomes during the ongoing COVID-19 pandemic. 
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