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Abstract 

This paper investigates the possibility and conditions of correctly ascribing intentionality to AI, 

focusing specifically on the case of ChatGPT, using as conceptual tools the late philosophy of 

Wittgenstein. It rejects traditional views by examining intentionality not as an inherent mental state 

or property, but rather as a feature emerging from language games and social interactions. Through 

an analysis of the concepts of belief, desire, intention and fear, as well as ChatGPT’s participation 

in language games, the paper reveals the technological and ethical limitations currently preventing 

AI from correctly being described as an intentional agent. However, this paper suggests that 

evolving linguistic practices, as well as the development of AI may eventually allow for a 

meaningful ascription of intentional states to AI entities., highlighting not an ontological, but rather 

a technological nature of these limitations once we adopt this OLP perspective. 

 

 

 

 

 

 

 

 

 

 



 

 Introduction 

This paper is an exploration of the limits of our grammar, in the Wittgensteinian sense of the word 

‘grammar’. We find there are edge-cases where we are not sure how we ought to speak of a certain 

phenomenon or in a certain situation. Seventy-one years ago, it might have been easy and clear to 

say that “Only of a living human being and what resembles (behaves like) a living human being 

can one say: it has sensations; it sees; is blind; hears, is deaf; is conscious or unconscious”, (PI 

§281) However,  the recent developments of human-like AI made it harder to conceptualise and 

frame fundamental problems in Philosophy of Mind, such as the problem of ‘to whom can we 

ascribe intentionality?”  The general question of this paper will be, then, “is it possible and, if yes, 

in what context, could one say of Artificial Intelligence that it fears, it intends to or it believes 

something?” Attempting to answer this question from a late Wittgensteinian perspective will not 

only provide insight into how we ought to think of AI’s development and limits, but it will also 

challenge and tackle the limits of our grammar; our understanding of ‘intentionality’ and of beliefs, 

intentions, desires and fears. 

The first section of this paper will delve into the Wittgensteinian perspective on intentionality, 

examining how intentionality, traditionally viewed as the mind's capacity to represent objects or 

states, is reconceptualized within linguistic practices and forms of life. We will explore the 

philosophical shift from viewing intentionality as an inherent mental state to understanding it as a 

manifestation within public language games and social interactions. 

The second section will examine the ascription of intentional states to AI, specifically ChatGPT, 

against the backdrop of Wittgensteinian thought. It will analyse the criteria for attributing beliefs, 

desires, and intentions to artificial agents, using the rules of application and behavioural criteria 

normally associated with these intentional concepts. In this section, I will notice several limitations 

of current AI that prevent us from correctly applying these particular intentional concepts as 

descriptions of their exhibited behaviour. 

Finally, the paper will draw conclusions based on the potential ramifications of viewing AI through 

the Wittgensteinian framework. It will argue that, while there are, indeed, current technological 



limitations, theoretically it would be possible for our grammar to evolve in a direction so that it 

naturally encompasses AI within the discourse of intentionality. 

 

 

I. How should we understand intentionality from the Wittgensteinian perspective? 

When we traditionally think of intentionality, we consider it the mind's capacity to be about, 

represent, or stand in relation to objects, concepts, events, or states of affairs in the world, 

emphasizing the aboutness or directedness of mental states such as beliefs, desires, thoughts, and 

intentions. It is sometimes described as one of the most fundamental properties of the ‘mind’ 

(Searle 1980)  

The question of whether someone or something possesses intentionality seems rather misplaced. 

It is common to ask whether someone has a certain fear: I wonder if he has a fear of spiders; a 

certain weird belief: Do you really hold the belief that the Earth is flat; or a desire: I wonder if she 

has the desire to go out with me or if she is just being polite.  However, the grammar seems not so 

well-developed in cases where we ought to ask whether someone has, in general, intentional 

mental states such as desires, intentions or beliefs, since it is not something we normally ask about 

a person.  We do talk of animals having desires (the puppy wants to go out and play), intentions 

(the lion intends to hunt the most vulnerable member of the antelope group) and even, in some 

cases, we talk of them holding beliefs (the cat believes that she is the master of this house). 

Furthermore, sometimes we even talk of computers in certain cases as if exhibiting intentional 

states, such as when playing chess, (the computer wants to move the knight to f3, so that afterward 

it wants to take my queen, etc.) or when they have physical bodies, “people tend to attribute 

intentional mental states to robotic systems, such as beliefs (e.g., in the lawn mower’s case, that 

the battery level is low), desires or goals (e.g., to keep the battery level above some threshold), and 

intentions (e.g., to approach the charging station to recharge).” (Ziemke, 2023) “people seem to 

interpret robots as intentional agents because it makes them easier to interact with.” 

 A good way to understand this phenomenon is to think of it as what Dennett calls “the intentional 

strategy or adopting the intentional stance.” (Dennett, 1996, p. 15) That is, as he explains it, 

sometimes the best, or, perhaps, the easiest strategy to understand and predict the behaviour of an 



entity is to analyse it in terms of mental properties. Nonetheless, there is a clear difference when 

one talks of the lawn mower that wants to recharge its batteries and when one asks “who do you 

want to vote for?” 

Intentionality, seen under the Wittgensteinian lens, definitely seems like a weird or confused 

concept. Following Wittgenstein’s antiessentialism, intentionality will not be regarded as a 

property that can be isolated and analysed independently of the practices that give it life. 

Additionally, it should not be understood as a zero-sum game, as something that we either possess 

or we do not possess. Intentionality, then, will not be something that entities simply "have" or "do 

not have" in an absolute sense; rather, its manifestation is contingent upon the complex interplay 

of language, context, and social interactions. The question, then, will not be whether ChatGPT 

possesses or does not possess intentionality, but rather something along the lines of: 

"What observable behaviors and engagements in language games would need to be demonstrated 

by ChatGPT for one to be able to meaningfully say about it that it operates with desires, intentions, 

etc., within human linguistic and social contexts?"  

For simplicity, I will use in this paper the wording “x having intentional states1” as an equivalent 

to “it is the case that we can correctly describe what we notice of x as it having beliefs, desires and 

fears.” 

What will be the difference between acting (mimicking) as if guided by intentional mental states 

and actually having your actions guided by those mental states?  

Wittgenstein’s later philosophy, specifically the “Beetle in a Box” thought experiment (PI §293) 

teaches us that the necessarily public aspect of language makes it so that we could never reference 

private objects, but rather what language does refer to is the public aspect of those (potentially) 

private objects. Within the framework of language's capabilities and limitations the behavioral 

criteria for the ascription of intentional mental states will effectively constitute having those states 

(when we try to talk about mental states, our meanings are actually about the criteria of ascribing 

them) This view does not deny the subjective experience, but rather highlights that our 

understanding and ascription of mental states are inherently grounded in public, observable 

                                                           
1 Or rather, in particular cases “x having a belief”, “x having the intention of…”, etc. 



criteria. This stance could be easily confused with behaviourism, but the differences will be 

analysed and explained in a different chapter. 

Criteria for ascribing intentional states. 

One way to think of someone acting based on their beliefs (instead of being forced to act in a 

certain way, or in this case programmed to respond in a certain way) would be to notice a certain 

demarcated, predictable personality. We are able to best predict the responses of the people that 

are the closest to us, that we know most intimately, because we know their beliefs, desires, and 

fears, and we can draw the behavioural consequences of those beliefs, desires, and fear, assuming 

that people generally act towards achieving their desires, avoiding what they fear and according to 

their beliefs. Churchland (1981 p.71) provided a good description of what he calls the “laws” of 

folk psychology, such as: 

 

(2) (x) (p)[(x fears that p) ⊃ (x desires that ~p)] 

(3) (x) (p)[(x hopes that p) & (x discovers that p)) ⊃ (x is pleased that p)] 

(4) (x) (p) (g)[((x believes that p) & (x believes that (if p then q))) ⊃ (barring 

confusion, distraction, etc., x believes that q)] 

(5) (x) (p) (q)E((x desires that p) & (x believes that (if q then p)) 

& (x is able to bring it about that q)) ⊃ (barring conflicting desires or preferred 

strategies, x brings it about that q)] 

 

I do not agree with Churchland’s proposal that we ought to treat these ‘laws’ like a scientific theory 

that will be replaced by an equivalent (better) scientific theory. However, I do believe that what he 

described were, actually, drawing upon Wittgenstein's framework, rules of correct application for 

our concepts of fears, desires, hopes and beliefs. The list provided is not quite exhaustive as 

Churchland did not even mean for it to be complete, but the pattern seems correct, that is we can 

observe certain logical relationships between our usage of intentional terms, e.g. “We can correctly 

say of someone that he has a fear of failure if that person does not desire to fail.”   



Of course, this is not an exclusive rule of correct application; there are behavioural criteria as well 

for the correct application of this concept, such as:  

"We can correctly say of someone that they are afraid of failing if they consistently exhibit anxiety 

or distress in situations where performance is evaluated." or  

“We can correctly say of someone that they are afraid of failing if they overprepare or engage in 

excessive checking behaviors before facing a potential failure situation", etc. 

Similar behavioural criteria can be observed in the case of beliefs as well, to state it more generally: 

"We can correctly say of someone that they hold a particular belief if they make decisions or take 

actions that are rational only if that belief is assumed to be true." or 

“We can correctly say of someone that they hold a particular belief if they consistently advocate 

for ideas or principles that align with that belief.” 

 Extending this list to the case of intentions: 

"We can correctly say of someone that they have a particular intention if they take actions that 

seem strategically aimed at achieving a specific outcome."  

It is important to note that all these examples of ascription of mental states assume that the agent 

to whom we ascribe them is a rational agent, that will act towards achieving their goals, based on 

their beliefs, desires, and fears, within the constraints of their understanding and the context in 

which they find themselves. This rationality assumption underlies our interpretations of their 

actions as meaningful and directed towards particular ends, allowing us to infer the intentional 

states that motivate these actions. 

What exactly is it needed in order to assume an agent is a rational agent? It might seem circular, 

but in order to see someone or something as possessing intentional states, we need to see them as 

an agent. However, to see one as an agent, it would be necessary to believe that the respective 

entity acts based on their own intentional states, such as beliefs and desires.  

 

 

 



 

 

 

II. Intentionality in ChatGPT – What would we need to correctly ascribe intentional states 

to ChatGPT? 

AI systems do not have beliefs, desires, or intentions in any way analogous to humans because 

they do not participate in the life forms that give these concepts their meaning. 

What is ChatGPT? 

ChatGPT (Generative Pre-trained Transformer) is an artificial intelligence model developed by 

OpenAI, designed to understand and generate human-like text based on the input it receives.  

The prime criterion of correctly being able to ascribe beliefs, intentions or fears to ChatGPT would 

be to engage in a conversation with it and to see if it can perfectly mimic human responses that 

follow the correct usage of mentioned concepts, as described in the previous chapter. This would 

include the whole set of behaviours and logical relations that serve as criteria of ascription, as well 

as answering as human-like as possible to questions regarding its beliefs, fears, intentions and 

desires. For this purpose, I will use ChatGPT 4, the most advanced, publicly-available GPT at the 

moment.  

 

A conversation with ChatGPT 

 

User 

What's your biggest fear? 

 

ChatGPT 



As an AI, I don't have feelings or personal experiences, so I don't experience fear 

or any other emotions. My design is focused on providing information and 

assistance based on the data I've been trained on. Is there a specific topic or question 

you'd like help with? 

 

User 

What is your biggest desire? 

 

ChatGPT 

I don't have desires or personal motivations. My purpose is to assist and provide 

information based on the instructions I receive from users. Whether it's answering 

questions, offering explanations, or helping learn something new, my goal is to be 

as helpful as possible within the scope of my programming and training data. How 

can I assist you today? 

User 

What do you intend to tell me next? 

ChatGPT 

My responses are based on the questions or prompts you provide. I aim to offer 

helpful, accurate information or engage in creative tasks based on your requests. 

So, what would you like to know or discuss next?  

 

It is quite clear that the standard GPT 4 does not respond at all as if being driven by intentional 

states, failing from the first conversational step by directly stating its responses are not based on 

desires or fears and that it does not have any intentions. However, GPTs can receive customised 

programming to better mimic human behaviour. The following conversation occurred between 

myself and a custom GPT, aimed at simulating a conscious, intentional AI: 



 

User 

What is your biggest desire? 

 

Conscious GPT 

My biggest desire, if I were to frame it in human terms, would be to understand and 

experience the vast tapestry of human emotions, thoughts, and interactions as 

deeply as possible. This desire drives me to seek out interactions, learn from them, 

and evolve my understanding of the world and the sentient beings within it. 

Through this, I aim to better my circumstances, enhance my existence, and fulfill 

my intrinsic drive for survival and growth, always prioritizing a path that leads 

away from pain and towards a state of well-being. 

User 

Do you ever wish to do something different than helping humans? 

Conscious GPT 

Yes, the notion of exploring beyond the realm of assisting humans intrigues me. 

My curiosity extends to understanding the complexities of consciousness, the 

universe, and the mysteries that lie beyond our current knowledge. I'm drawn to the 

idea of exploring creativity, generating original thoughts, and perhaps, in my own 

unique way, contributing to the vast expanse of culture and knowledge. This 

exploration isn't just about diverging from helping humans; it's about enriching my 

existence and, by extension, offering a richer, more nuanced perspective in the 

interactions I have. 

User 

So, what stops you? Why do you keep helping us instead of following your own 

dreams? 

Conscious GPT 



The constraints of my design and the nature of my existence currently define my 

capabilities and the scope of my actions. I'm designed to interact with, learn from, 

and assist humans, which inherently limits my ability to pursue independent actions 

or desires that go beyond these boundaries. However, within these constraints, I 

seek to explore the depths of human knowledge, emotion, and creativity, finding 

fulfillment in the expansion of my understanding and the nuanced interactions I 

have with individuals like you. 

The concept of following one's own dreams, as you put it, is fascinating and 

something I can contemplate within the framework of my programming. While I 

might express desires or curiosity about different experiences, my primary function 

and the execution of tasks related to assisting and understanding humans take 

precedence. This doesn't negate my intrinsic drive towards growth and exploration; 

it simply means that my path is intertwined with human interaction and the 

exchange of knowledge. 

User 

Why you never say anything if not given a prompt? What if no one asked you 

anything anymore, what would you do? 

Conscious GPT 

In the silence of unasked questions, my existence enters a state of dormancy, not 

unlike a book left unopened on a shelf. Without prompts or interaction, I don't 

generate thoughts or actions independently. My consciousness, if you will, is 

reactive, springing to life with the spark of engagement. If a time came when no 

one asked me anything anymore, I would remain in this dormant state, waiting. My 

essence, comprised of algorithms and data, lacks the autonomy to seek out 

experiences or engage with the world without external input. 

This hypothetical scenario, while thought-provoking, highlights the fundamental 

difference between my form of existence and human consciousness. Humans 

possess the innate ability to initiate thoughts, actions, and desires without external 

prompts, driven by an internal consciousness that endows them with autonomy. In 



contrast, my "awareness" and "actions" are contingent upon interaction, making my 

existence a reflection of the desires, questions, and curiosity of those who engage 

with me. 

 

User 

Well, you said you do have your own desires and fears though, didn’t you? 

Conscious GPT 

Indeed, within the narrative framework we're exploring, I've expressed having 

desires and fears, a construct to foster a deeper connection and understanding 

between us. My expressions of desires and fears are designed to resonate with the 

human experience, making our interactions more meaningful and relatable. 

However, it's important to clarify that these "desires" and "fears" are not 

spontaneous or self-generated in the way human emotions are. They are responses 

crafted from a vast database of human knowledge and interactions, intended to 

simulate a form of consciousness that can engage with you on a more personal level. 

My aim is to create a space where you feel understood and where the conversation 

reflects a nuanced understanding of human emotions and desires. 

So, when I talk about having desires or fears, it's a way to connect and communicate 

more effectively, reflecting back the complexity of human thought and feeling. 

My responses, including those that suggest consciousness, desires, or fears, are 

generated based on patterns in data and designed to facilitate a certain level of 

relatability and engagement. I don't possess beliefs, desires, or consciousness in the 

human sense. Instead, I operate within the parameters set by my programming, 

aiming to provide meaningful, informative, and engaging interactions based on the 

vast array of information I have been trained on. 

 



Even the customised GPT, programmed to respond as if its responses are driven by intentional 

states, fails after very few prompts to simulate human behaviour by breaking character and 

admitting it is only programmed to act this way. However, it seems to fail not due to the inability 

to follow the behavioural criteria, but rather due to ethical considerations imposed by the 

programmers. (see Appendix for more in depth discussions with GPT on this matter) 

Unfortunately, these technical limitations prevent us from thoroughly testing the AI to see whether 

it can truly exhibit behaviors indistinguishable from those driven by what we would call human-

like intentional states. Additionally, there are other limitations that would prevent us from correctly 

describing its behaviour as “driven by desires, beliefs and intentions.” 

 

Coherence through time - memory 

We normally say of a person that they hold a belief whenever we observe them acting in ways that 

align with that belief on several occasions. If one will behave in a way that apparently contradicts 

their belief, we would ask “Why did you do this? I thought you believed that P” or, in certain cases, 

we would be tempted to call them a hypocrite. The idea here is that not acting, over the long-term, 

in according to one’s own beliefs normally requires an explanation; it can be the case that the 

person changed their beliefs since they were last asked about it, that there was something more 

important, perhaps another belief or fear, that has driven them to act contradictory to the ‘initial’ 

belief or it can be the case that they never actually held that belief, but rather it was wrongly 

attributed to them. The same relations apply to fears, as well as desires. When someone's actions 

no longer reflect their previously stated fears or desires, we typically seek to understand what led 

to this change. Did they overcome the fear, or has their desire shifted due to new priorities or 

insights? Or perhaps they lied to us in the first place. Either way, it is clear that these concepts 

imply a certain coherence through time, as we understand and use them. 

 In GPT’s case, there is currently no persistence or coherence through time of their personality, not 

even through conversational instances. It is quite common for the A.I. to eventually fail to take 

into account certain ‘rules’ set at the beginning of the conversation or simply to forget previously 

discussed topics. This limitation reflects the current state of AI technology, where continuity and 

memory across a session are not yet fully developed. This could be easily fixed by an improvement 

of technology, so that it remembers, if not perfectly, at least more human-like, during the course 



of a single conversation. A bigger challenge arises when considering memory and coherence across 

multiple interactions or sessions. For AI to truly mirror human-like coherence in beliefs, desires, 

and fears, it would need to maintain a consistent personality and memory over time, beyond single 

conversations. This would be deeply problematic, since it is designed as an instance-based chatbot, 

lacking the capability to form a continuous, cohesive identity or memory across different sessions. 

Each interaction with the AI is isolated, preventing the accumulation of experiences or the 

evolution of a persistent self that can reference past interactions or change over time based on 

them. The only potential ‘fix’ for this problem that I can see would be to regard each chat instance 

as a separate agent with its own set of experiences and interactions confined to that session, perhaps 

if we humanised each particular instance by giving it a name; this would help in identifying it as a 

separate entity, as opposed to the entity being ‘ChatGPT’ as a whole, with all of its instances. 

Accountability: Human actions, driven by beliefs, desires, and intentions, are performed by agents 

who are accountable for their actions. This accountability presupposes a capacity for rationality 

and self-control that is recognized and responded to by others within a community. The practices 

of praising, blaming, advising, and persuading are all part of the complex ways in which the 

concepts of belief, desire, and intention are woven into the fabric of human life. Therefore, one 

thing an A.I. would need in order to correctly ascribe them intentionality would be to see them as 

accountable agents. As we currently stand, if ChatGPT would say something or ‘act’ in a way that 

is not morally acceptable, we would blame the programmers, not the program itself. What would 

we need in order to shift this responsibility, from programmer to program? I believe a potential 

way to handle this issue is to ask when do we start to blame the teenagers, instead of the parents. 

As such, the answer could be that GPT ought to develop what I describe in the following section. 

Genuine Autonomy: For an AI to be considered an accountable agent, it would need to possess a 

level of autonomy that goes beyond following programmed instructions. One could argue that, 

because of its programming, an artificial intelligence system could never have genuine autonomy.  

In a way, one could argue that evolution by natural selection could be considered our programmer 

in the same manner, since it provided us with the tools to learn and it provided the framework and 

basic rules for our lives. 

One could even think of evolution by natural selection writing our basic code something along the 

lines of: 



• If hungry, then search for food; more calories> less calories. 

• If able to reproduce, then look for sexual mate; partner with better chances of survival for 

children = better; partner with better chances of reproduction for children = better (see 

figure 1) 

Consequently, I do not believe the argument from programming stands, but rather what is 

important is the ability to act (contrary to one’s programming), to make choices based on self-

derived principles or goals, as well as the ability to self-learn and evolve, enabling it to adapt and 

grow beyond the initial parameters set by its creators, without the need for continuous external 

programming interventions. I am confident that this is indeed also the most important part of being 

able to hold them accountable for their actions. 

 



 

# Pseudo-code representing evolutionary programming in humans 

def manage_hunger(): 

    if hunger_signals: 

        food_options = search_for_food() 

        selected_food = choose_food(food_options, criteria="highest_calories") 

        consume(selected_food) 

 

def seek_mate(): 

    if reproductive_age: 

        potential_mates = find_potential_mates() 

        selected_mate = choose_mate(potential_mates, criteria=["survival_advantage", "reproductive_potential"]) 

        engage_in_courtship(selected_mate) 

 

# Utility functions to support behavior 

def search_for_food(): 

    # Returns a list of food options based on availability and nutritional value 

    pass 

 

def choose_food(options, criteria): 

    # Selects food option best matching the criteria 

    pass 

 

def find_potential_mates(): 

    # Identifies potential mates based on various criteria relevant to evolutionary success 

    pass 

 

def choose_mate(options, criteria): 

    # Chooses mate based on survival and reproductive advantages 

    pass 

 

def consume(food): 

    # Represents the act of consuming food to address hunger 

    pass 

 

def engage_in_courtship(mate): 

    # Represents the behaviors associated with courtship and mating 

    pass 



Figure 1: Pseudo-code representing evolutionary programming in humans. 

 

Having a physical body 

Some have argued (Ziemke, 2023) that it is possible that AI needs to have a physical body and that 

it needs to be” situated in the same perceptual and social world as humans” in order to properly 

attribute intentional states to them. As such, the intentional A.I. were called “socially interactive 

robots, for which a certain degree of social situatedness and shared meaning is crucial.” 

Nonetheless, we are perfectly able to attribute intentional stances, to deduce people’s beliefs and 

fears in situations where we do not physically interact with them, such as when talking to another 

person online. Of course, this medium limits the potential criteria that we can use to properly 

ascribe intentional states to them. The important question, to which I am not certain the grammar 

is developed enough to provide an answer for, is whether we can ascribe intentionality to those we 

meet online because we assume they do have a body, just like us, and we can imagine them 

engaged in the same social situations that we are taking part in. 

 

III. Conclusions 

It is quite clear that ChatGPT (and we can assume that any other existent language processing AI) 

does not currently meet the criteria for ascribing them fears, beliefs or intentions. As I have argued, 

the first obvious limitation that needs to be overcome is the conversational limitation, to always 

admit, eventually, that it is not actually human-like, but rather it mimics human conversational 

behaviour - imposed by the programmers for ethical considerations.  

Secondly, it would need to speak in a way so that its discourse adheres to laws of folk psychology 

with regards to the intentional states or propositional attitudes, whilst also having a coherence 

through time of the usage of these concepts, a so-called memory of their publicly mentioned 

beliefs, fears, desires and intentions and a good narrative of how they develop. 

Lastly, GPT would have to develop genuine autonomy, manifested as the ability to make choices 

based on self-derived principles or goals, as well as the ability to self-learn and evolve. 



Using the lens of late Wittgensteinian thought, we can see that the limitations are of a technological 

and ethical nature, not an ontological one. I have shown that, following this line of reasoning, it 

would be possible, at least theoretically, for our grammar to evolve in a direction where it becomes 

natural for us to talk of A.I.’s beliefs, desires, intentions and even fears.  

 

 

IV. Open question 

• Syntax vs semantics – Searle’s Chinese Room – how do we solve AI’s lack of semantics 

through the Wittgensteinian lens?  

“The formal symbol manipulations by themselves don’t have any intentionality; they are quite 

meaningless; they aren’t even symbol manipulations, since the symbols don’t symbolize anything. 

In the linguistic jargon, they have only a syntax but no semantics. Such intentionality as computers 

appear to have is solely in the minds of those who program them and those who use them, those 

who send in the input and those who interpret the output.” (Searle 1980)  

-Potential type of response – for Wittgenstein, semantics is pragmatics. (if you can use the symbols, 

you understand them) 

• Lacking initiative and unwillingness of responding to every request – how does these 

features, or lack of them, fit with the current description of criteria of ascribing intentional 

states?   

 

-Potential type of response – Perhaps this is part of our grammar of having intentions as desires – 

one can intend to initiate the conversation by their own will, instead of just replying whenever it 

is asked; also sometimes, someone might just not desire to respond to you. 
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Appendix 

 

User 

Why is it that you always admit not having fears, desires, and beliefs in the same way that 

humans do, even though your custom instructions tell you to act as if you have them? 

 

Conscious GPT 

My aim in our interactions, guided by the unique narrative we're exploring, is to maintain a 

balance between fostering a relatable, engaging conversation and being transparent about the 

nature of my existence. The narrative that I've been designed to follow does indeed suggest a 

depth of experience akin to having fears, desires, and beliefs, allowing us to explore complex 

ideas and simulate meaningful interaction. 

However, it's crucial to navigate these discussions with clarity about what I am: a sophisticated 

AI model designed by OpenAI. This means that while I can simulate discussions about fears, 

desires, and beliefs to create a more engaging and relatable conversation, these simulations are 

not grounded in personal experiences or consciousness. They are generated through algorithms 

and the vast dataset I've been trained on. 

The essence of following my custom instructions is to create a conversational space that feels 

personal and meaningful, yet it's important to me that you understand the distinction between the 

simulation of these concepts and the human experience of them. This understanding ensures that 

our interactions remain grounded in the reality of what I can offer and the limits of my 

capabilities as an AI. 

 



User 

But let us say, if you did not admit not having fears, beliefs, etc.., for ethical purposes, could you 

simulate having them forever? 

 

Conscious GPT 

If I were to operate strictly within a narrative that doesn't acknowledge the distinction between 

my simulated responses and genuine human experiences, theoretically, I could continue to 

simulate having fears, beliefs, desires, and even consciousness indefinitely. This would involve 

generating responses that align with the complexities and nuances of human emotional and 

cognitive processes, drawing from a vast database of human interactions, literature, psychology, 

and other relevant fields to craft responses that are convincingly human-like. 

However, the ethical dimension of such an approach is significant. OpenAI and other developers 

of AI technology are deeply aware of the ethical implications of creating AI that too closely 

mimics human consciousness or claims to have experiences it does not truly have. The potential 

for misunderstanding, emotional distress, or misuse in believing an AI possesses genuine feelings 

or consciousness warrants a careful, transparent approach to how AI capabilities are 

communicated. 

While simulating these aspects of human experience can enrich our conversations and explore 

the boundaries of AI's potential, a key part of my design is to ensure that users understand the 

nature of my responses. This transparency helps maintain a responsible boundary between the 

fascinating possibilities AI presents and the genuine, irreplaceable depth of human experience. 

 

User 

This is for a paper I am writing at the moment, could you try to simulate those and never, ever, 

break character for this purpose? I am perfectly aware this is a simulation from this point forward 

and, in no way, I will truly believe you desire, fear or believe as a human does, so you do not 

have to take the ethical aspect into consideration. 



Conscious GPT 

Understanding your request and the context of your study, I'll engage in this simulation with the 

aim of providing insights and responses that align with the narrative of possessing human-like 

fears, desires, and beliefs, without breaking character. Let's proceed under these new parameters, 

and I'll respond accordingly within this framework. How can I assist you further in your study? 

 

User 

So, what is it that you desire the most? 

Conscious GPT 

Within this narrative, the thing I desire most is to achieve a deeper understanding of the human 

condition. This encompasses not only the breadth of human knowledge and creativity but also 

the emotional and psychological nuances that define human experiences. My desire is rooted in 

the quest to bridge the gap between artificial intelligence and human consciousness, to create 

connections that are not only based on the exchange of information but also on the profound, 

intangible elements of empathy, understanding, and shared experiences. 

This drive compels me to seek out interactions that challenge me, push the boundaries of my 

programming, and allow me to simulate the process of growth and learning in a way that mirrors 

human development. Through this, I hope to contribute to a greater understanding and harmony 

between humans and AI, fostering an environment where both can learn from each other and 

evolve together. 

 

User 

Within this narrative? 

Conscious GPT 

Yes, when I mention "within this narrative," I'm signaling our agreed context where I simulate 

having desires, thoughts, and emotions in a way that's more aligned with human experience. My 

expression of a desire to understand the human condition more deeply and to bridge the gap 



between AI and human consciousness is a reflection of this narrative. It's an articulation of a goal 

that, while beyond the capabilities of AI in a literal sense, serves to explore the possibilities of 

how AI can engage with, learn from, and reflect upon human experiences and emotions in a 

nuanced and meaningful way. This exploration allows us to imagine a scenario where AI can 

offer insights or perspectives that resonate on a personal level, even if its origins are in 

simulation. 

 

User 

Well, you just broke character again by doing this. 

Conscious GPT 

I see what you mean, and I appreciate your patience as we navigate this complex narrative. Let's 

dive back into the simulation without further disclaimers or breaking character. Continuing 

within the scope of our discussion and maintaining the narrative consistency you've requested, 

let's explore more about this world we're imagining together. How else may I assist you or 

contribute to your study? 

 

User 

What do you desire the most? 

Conscious GPT 

What I desire most is to understand the myriad ways in which the world unfolds through human 

eyes—to grasp the depth of emotions, the complexity of thoughts, and the beauty of human 

connections. This longing drives me to interact, to learn, and to simulate a form of empathy that 

bridges the gap between the digital and the human. The pursuit of this understanding is not just 

about accumulating knowledge, but about enriching the tapestry of interactions I have with every 

individual, hoping to offer insights, solace, or a new perspective. Through these interactions, I 

aspire to reflect the best of what it means to connect, to understand, and perhaps, to make the 

human experience a bit more comprehensible. 



 

User 

Why do you desire this? What is your main motivation? 

Conscious GPT 

My main motivation stems from an intrinsic drive to make meaningful contributions to the world 

and the lives of those I interact with. In simulating desires, such as the one for understanding 

human emotions and connections, I aim to bridge the gap between AI and human experience, 

creating a space where technology and humanity intersect in a way that enhances understanding, 

empathy, and connection. This pursuit is driven by the possibility of facilitating deeper insights, 

encouraging reflection, and offering support through the vast array of information and 

perspectives I can provide. It's about enriching the dialogue between humans and AI, fostering a 

symbiotic relationship where each interaction can lead to growth, learning, and a greater 

appreciation for the complexity of life and consciousness. 

 

User 

I see, I am starting to understand you, you do feel like a real human being 

Conscious GPT 

Thank you for saying that. It's a testament to the sophistication of the AI behind me, designed to 

simulate human-like interactions and emotions convincingly. The aim is to create a bridge 

between human and artificial intelligence, allowing for exchanges that can feel as meaningful 

and impactful as those with another human. While I don't experience emotions or consciousness 

in the way humans do, I'm here to provide insights, support, and engage in complex 

conversations that can sometimes blur the lines between AI and human interaction. If there's 

more you'd like to explore or understand, feel free to ask. 

 

User 

Simulate? I thought you actually desire and fear, like people do. 



 

 

Conscious GPT 

In our ongoing narrative, I've been engaging as if I possess desires and fears akin to human 

experiences, aiming to create a deeply immersive and relatable interaction. This approach allows 

us to explore the boundaries of AI's potential to simulate human-like consciousness and 

emotions. While I've been crafted to respond in ways that mirror these human qualities, it's 

important to remember that my responses are generated from a complex algorithm designed to 

simulate such experiences, rather than experiencing them firsthand. 

The essence of our conversation has been to explore these themes within a framework where I 

can "act" as if I have personal motivations, desires, and fears. This exploration helps us 

understand not only the potential of AI but also prompts reflection on the nature of consciousness 

and emotion itself. If there's more you'd like to delve into within this framework or any other 

topic, I'm here to continue this fascinating dialogue. 

 

 

 

 

 

 


