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ABSTRACT

For the past half-century, both jurisprudence and epistemology have been haunted by questions about why individual evidence (i.e., evidence which picks out a specific individual) can sufficiently justify a guilty or liable verdict while bare statistical evidence (i.e., statistical evidence which does not pick out a specific individual) does not sufficiently justify such a verdict. This thesis examines three popular justifications for such a disparity in verdicts – Judith Jarvis Thomson’s causal account, Enoch et al.’s sensitivity account, and Sarah Moss’ knowledge-first account, before critiquing each in turn. After such an analysis, the thesis then defends the claim that legal verdicts require the factfinder (e.g., the judge or jury) to have a justified *de re* belief (i.e., a belief about a specific object – namely the defendant), and that this doxastic requirement justifies the disparity in rulings, as it is epistemically insufficient to justify a *de re* belief based on bare statistical evidence alone. A brief account of how these beliefs are formed and spread is also given. After making such a distinction, the thesis then formalizes the burdens of proof of the preponderance of the evidence and beyond a reasonable doubt using the *de re/de dicto* distinction. Finally, the thesis pre-empts possible objections, namely by providing an account of DNA evidence as individual evidence and giving an account of how false convictions can occur on the *de re* view of legal proof.

To all those who have been convicted based on spurious, insufficient, or irrelevant evidence.

ACKNOWLEDGEMENTS

First and foremost, I am indebted to Christopher D. Thomas and Karen L. Peters, two unfortunate souls who had to suffer the undignified ordeal of parenting me.

As chair of the thesis, Marcello di Bello deserves the lion’s share of the credit for his tireless feedback, weekly critiques, and encyclopedic knowledge of the existing literature. This thesis touches on topics not only in philosophy of law and epistemology, but on philosophy of language and existing legal cases. To master even one of these areas is exceptional – yet he was able to remain comfortable in all four.

The other two committee members, Ángel Pinillos and Brad Armendt, are also worthy of praise. It was Pinillos who first introduced me to the main philosophical problem at hand and some of the existing literature, and Armendt whose work on imprecise and stake-sensitive beliefs I rely on a fair bit during the final chapter.

Other ASU faculty also deserve mention. Within the philosophy department, I would like to thank and commend professors Cheshire Calhoun and Doug Portmore for teaching me how to temper my often sporadic, chaotic, meandering, and byzantine thought process into (somewhat) clear, concise, and precise prose. Within the School of International Letters and Cultures, I would like to thank Christopher Johnson and Enrico Minardi for showing me that philosophical inquiry need not be conducted in the overly bloated, stuffy, and cloistered way it often is.

My fellow students have provided valuable feedback and objections throughout the year. Filipp Braun, Aubrial Harrington, Rachel Levit-Ades, Nathanael Pierce, and Aubrey Spivey deserve special commendation in this regard.

Outside ASU, I am indebted to Spenser Rapone of UT Austin for always motivating me to devote time to the life of the mind.

Lastly, and perhaps most impactfully, my interest in the role of evidence in legal cases was rekindled upon learning about the outlandish and unprecedented contempt charges being levied against Steven Donziger. I would like to commend him for his relentless pursuit of truth and justice, even at great expense to himself. May he serve as an example for us all.

TABLE OF CONTENTS

Page

CHAPTER

1. INTRODUCTION 1

Introduction to the Disparity 1

Some Words on Terminology 7

Two Types of Approaches, Various Strategies 10

Why Should We Care? 13

Overview of the Thesis 16

1. LITERATURE REVIEW 18

Thomson’s “Liability and Individualized Evidence” 18

Defining Individualized Evidence 18

Epistemic Guarantees 21

Enoch, Spectre, and Fisher: Sensitivity 25

Sarah Moss’ “Knowledge and Legal Proof” 35

Excursus on Probabilistic Knowledge 35

Knowledge and Legal Proof 37

1. MAIN OBJECTIONS TO EXISTING ACCOUNTS 47

Objections to Thomson’ Causal Account 47

A Causal Connection is Not Necessary for Conviction 47

A Causal Connection is Insufficient for Conviction 48

What Constitutes an “Appropriate” Causal Connection? 51

CHAPTER Page

Objections to Enoch et al’s Sensitivity Account 53

Sensitivity is Not Necessary for Conviction 53

Sensitivity is Insufficient for Conviction 55

Objections to Moss’ Knowledge-Based Account 57

What Counts as a “Reasonable” Doubt? 57

Moss’ Standard Does Not Explain the Borderline Cases 61

Moss’ Standard is Not Useful or Informative 63

1. THE PROPOSED SOLUTION 67

“Gut of the Quantifier” – On *De Re* Belief 67

*De Re* Belief as the Solution to the Puzzle 75

Formalizing the Standards 78

Pre-Empting Objections 89

Market Share Liability 89

Outlier Cases 90

The Role of DNA Evidence 90

An Account of False Convictions 92

How is the Reliability of Eyewitness Testimony Determined? 93

Limits of Pragmatism and Contextualism 94

Can Bare Statistical Evidence Justify a *De Re* Belief? 96

REFERENCES 97

CHAPTER 1

INTRODUCTION

This thesis incorporates elements from disparate academic fields, including philosophy of law, jurisprudence, epistemology, and philosophy of language. So that readers do not end up, like the eldest son of Florence, lost in the obscurity of the work, “the right way having been lost,”[[1]](#footnote-1) it is necessary to outline the course of the opening chapter. The introduction contains five sections. The first introduces a legal and philosophical puzzle – namely, that our intuitions about what evidence counts as sufficient to convict a defendant is at odds with the legal standards around evidence and proof. Afterward, in the second section, I explain key terms and concepts. The third section briefly outlines some of the main approaches that others have taken in trying to tackle the issue at hand, while the fourth section explains why certain groups of people should care about the puzzle. Finally, the fifth section sketches the course of the rest of the thesis.

**Introduction to the Disparity**

In a court of law, the *burden of proof* is an epistemic standard that a claim must meet for it to be established as a legal fact.[[2]](#footnote-2) In civil cases, the most common burden of proof is called the *preponderance of the evidence*. A claim meets the preponderance of the evidence when “the party with the burden convinces the fact finder [e.g., the judge or the jury] that there is a greater than 50% chance that the claim is true.”[[3]](#footnote-3) More formally, the preponderance of the evidence can be defined as follows:[[4]](#footnote-4)

*Preponderance of the Evidence*:

A hypothesis *h* meets the burden of proof of the preponderance of the evidence if and only if P(*h*|*e*) > .5, where *e* “denotes the admissible and available evidence in court.”[[5]](#footnote-5)

Yet curiously, there are cases in which the probability of a fact is insufficient to cause a given claim to be treated as meeting the preponderance of the evidence standard. One of the oldest examples of such a curiosity is generally referred to as the *Red Cab Case*. Philosophical literature has presented two different versions of the so-called Red Cab Case:[[6]](#footnote-6)

*Red Cab Case – Version A:[[7]](#footnote-7)*

“Mrs. Smith was driving home late one night. A taxi came towards her, weaving wildly from side to side across the road. She had to swerve to avoid it; her swerve took her into a parked car; in the crash, she suffered two broken legs. Mrs. Smith therefore sued Red Cab Company. Her evidence is as follows: she could see that it was a cab which caused her accident by weaving wildly across the road, and there are only two cab companies in town, Red Cab (all of whose cabs are red) and Green Cab (all of whose cabs are green),”[[8]](#footnote-8) and a bystander to the accident testifies that the cab was Red. However, the bystander is “imperfectly reliable… she is roughly 70 percent reliable in matters such as this one.”[[9]](#footnote-9) Smith herself was unable to determine the color of the cab.

In similar cases decided based upon this type of evidence, courts generally rule in favor of the plaintiff. So far, this result conforms with the definition of the preponderance of the evidence. The probability that the cab was red is .7, and thus the probability that the cab belonged to the Red Cab Company is also .7. If we let *l* stand for the proposition that the Red Cab Company is liable for Smith’s accident, then P(*l*|*e*) > .7. Yet by tweaking the facts of the case, one can reach a counter-intuitive conclusion.

*Red Cab Case – Version B*:

“Mrs. Smith was driving home late one night. A taxi came towards her, weaving wildly from side to side across the road. She had to swerve to avoid it; her swerve took her into a parked car; in the crash, she suffered two broken legs. Mrs. Smith therefore sued Red Cab Company. Her evidence is as follows: she could see that it was a cab which caused her accident by weaving wildly across the road, and there are only two cab companies in town, Red Cab (all of whose cabs are red) and Green Cab (all of whose cabs are green),”[[10]](#footnote-10) and on the night of the accident, 70% of the cabs operating on the street on which the accident occurred were owned by the Red Cab Company. Smith was unable to discern the color of the cab, and no bystanders have come forth to testify.

Curiously, in cases decided based on this type of evidence, courts generally rule in favor of the defendant. For example, in *Smith v. Rapid Transit Inc.*, the case upon which the Red Cab Case was originally modeled, Rapid Transit “had the sole franchise for operating a bus line”[[11]](#footnote-11) on the street on which the accident took place, “this did not preclude private or chartered buses from using this street; the bus in question could very well have been one operated by someone other than the defendant.”[[12]](#footnote-12) In the actual case of *Smith v. Rapid Transit*, the statistics favor Smith more than the statistics in the B Version of the Red Cab Case, since in the case of *Smith v. Rapid Transit*, there was no licensed competitor analogous to the Green Cab Company in the Red Cab Case.Previous precedent had already established in *Sargent v. Massachusetts Accident Company* that “[i]t has been held not enough that mathematically the chances somewhat favor a proposition to be proved.”[[13]](#footnote-13) Rather, “[a]fter the evidence has been weighed, that proposition is proved by a preponderance of the evidence if it is made to appear more likely or probable in the sense that actual belief in its truth, derived from the evidence, exists in the mind or minds of the tribunal notwithstanding any doubts that may still linger there.”[[14]](#footnote-14)

The Red Cab Case is not the only instance in which the disparity in verdicts between equally probable cases occurs. Another famous example, called the *Gatecrasher Case*, also features such a disparity. Much like the Red Cab Case, the Gatecrasher Case comes in two versions, as outlined below:

*Gatecrasher Case – Version A*: “The organizers of the local rodeo decide to sue John for gatecrashing their Sunday afternoon event. Their evidence is as follows: John attended the Sunday afternoon event — he was seen and photographed on the main ranks. No tickets were issued at the entrance, so John cannot be expected to prove that he bought a ticket with a ticket stub. However, a local police officer observed John climbing the fence and taking a seat. The officer is willing to testify in court.”[[15]](#footnote-15) However, due to the chaos of the event, the officer’s testimony is somewhat, but not entirely reliable, such that the posterior probability of liability, given the officer’s testimony, is .7.

In Version A of the Gatecrasher Case, the judge would likely rule in favor of the rodeo – i.e., in favor of the plaintiff. Given that the charge is civil in nature, the ruling is in line with the preponderance of the evidence. However, in the B Version of the case, things change:

*Gatecrasher Case – Version B*: “The organizers of the local rodeo decide to sue John for gatecrashing their Sunday afternoon event. Their evidence is as follows: John attended the Sunday afternoon event — he was seen and photographed on the main ranks during the event. No tickets were issued at the entrance, so John cannot be expected to prove that he bought a ticket with a ticket stub. However, while 1,000 people were counted in the seats, only 300 paid for admission.”[[16]](#footnote-16) Moreover, John “was prevented by death from giving evidence on his own behalf and the relentless management pursued the case against his estate,”[[17]](#footnote-17) and so the court receives no testimony on his behalf.

Much like the B Version of the Red Cab Case, “our intuitions of justice revolt against the idea that the plaintiff should be awarded judgment”[[18]](#footnote-18) in the B Version of the Gatecrasher Case. After all, the precedent in *Sargent v. Massachusetts Accident Company* still applies – statistical probability alone is deemed insufficient to motivate a liable verdict.

This disparity in ruling is not only limited to civil cases. Criminal cases differ from civil cases in that the burden of proof used in criminal cases is stricter. Most commonly, criminal cases use a burden of proof called *beyond a reasonable doubt*. Such a standard maintains that a judge or jury can find the defendant guilty only if the prosecution convinces the jury that “here is no other reasonable explanation [besides guilt] that can come from the evidence presented at trial.”[[19]](#footnote-19) While such a definition does not contain a phrase such as “more likely than not” which allows for the definition to easily be formalized in probabilistic terms, such a standard “is often glossed as around 90 or 95 percent probability of guilt given the evidence.”[[20]](#footnote-20) For sake of simplicity, I will assume that “beyond a reasonable doubt” equates to a 90 percent likelihood. After all, if an event is over 95 percent probable, given a certain body of evidence, then it necessarily is over 90 percent probable given that same body of evidence. Thus, the formalization of the burden of proof is as follows:

*Beyond a reasonable doubt*: A hypothesis *h* is proven beyond a reasonable doubt if and only if P(*h*|*e*) > .9, where *e* “denotes the admissible and available evidence in court.”[[21]](#footnote-21)

Yet such a definition has its own counterexamples like the Red Cab and Gatecrasher cases. One such pair of examples is inspired by Nesson’s[[22]](#footnote-22) *Prisoners* example:[[23]](#footnote-23)

*Prisoners – Version A:* One hundred prisoners are in a courtyard when one of them overpowers and kills a guard.[[24]](#footnote-24) A second guard, watched the event unfold but was unable to intervene, claims that a prisoner named Stevens carried out the attack. While the shock of the attack would render most observers unreliable, prison guards are trained to remain calm in such situations. Thus, while the second guard’s testimony is not perfect, he is nonetheless remarkably accurate in such scenarios – 99 percent reliable, in fact. Based on this and no other evidence, the prison charges Stevens with murder.

In such a case, the remarkable accuracy of the second guard’s eyewitness testimony would render the probability of guilt, given the evidence, at .99, and thus sufficient for conviction. A guilty verdict would thus be expected. The B Version of *Prisoners* is quite like the A Version:

*Prisoners – Version B*: “One hundred prisoners are in a yard under the supervision of a guard. At some point, ninety-nine of them collectively kill the guard. Only one prisoner refrains, standing alone in a corner. We know this from a video recording. The video shows that the participation ratio is 99:1, but does not allow for the identification of the ninety-nine killers”[[25]](#footnote-25) thanks to the low resolution of the video recording. While there is no further evidence, the prison decides, after the fact, to charge a specific prisoner, Jones, with murder.

Here, much like the B versions of the Red Cab and Gatecrasher cases, there is likely to be reluctance to rule in favor of the prosecution despite the probabilities meeting the burden of proof. The probability that Jones partook in the murder is .99, which meets even the more restrictive .95 threshold associated with “beyond a reasonable doubt.”

**Some Words on Terminology**

Existing literature on evidential standards in legal cases distinguishes between two types of evidence. Eyewitness testimony like that in the A versions of the Red Cab Case, Gatecrasher Case, and Prisoners, is an example of what is referred to as *individual evidence*.[[26]](#footnote-26) While the precise properties of individual evidence are contested, what makes this kind of evidence *individual* is the fact that they (ostensibly) specifically pick out the defendant. The eyewitness testimony in the A Version of the Red Cab Case counts as individual evidence because it picks out a given red cab.

On the other hand, the evidence in the B versions of the Red Cab Case, Gatecrasher Case, and Prisoners does not tell us anything about the specific cab involved in the accident, person who gatecrashed, or prisoner who abstained from the murder. Because it solely invokes statistics without referring to the specific individual involved, such evidence is often referred to as *bare* or *naked statistical evidence*.[[27]](#footnote-27) What makes these statistics *bare* or *naked* is that the statistical probabilities “are not case specific in the sense that the evidence was not created by the event in question but rather existed prior to or independently-of the particular case being tried.”[[28]](#footnote-28) Note that such an explanation is insufficient in the Gatecrasher and Prisoner cases, in that the bare statistical evidence in the B versions of these cases are caused by the events in question. Nevertheless, the idea is that bare statistical evidence is insufficient to determine guilt in these cases.

Further complicating the distinction between individual and bare statistical evidence is the fact that statistics are sometimes used to determine the identity of a specific individual. The following example, taken from David H. Kaye and David A. Freedman’s “Reference Guide on Statistics” shows that this is the case with blood samples:

*Blood at the Scene of the Crime*: “For a stylized example in a criminal case, H0 is the hypothesis that blood found at the scene of a crime came from a person other than the defendant; H1 is the hypothesis that the blood came from the defendant; A is the event that blood from the crime scene and blood from the defendant are both type A. Then P(H0) is the prior probability of H0, based on subjective judgment, while P(H0|A) is the posterior probability—updated from the prior using the data.”[[29]](#footnote-29)

Determining whose blood is present at the crime scene would identify a specific person, and thus would be considered individual evidence. Yet to determine whose blood it is, statistical analysis, more specifically an application of Bayes’ Theorem, is necessary. One must import specific statistics, such as the statistic that “Type A blood occurs in 42% of the population,”[[30]](#footnote-30) to determine the probability that the blood at the scene of the crime came from the defendant. As such, the existence of blood at the scene of the crime is also statistical evidence. Yet while the base rate of Type A blood in the population is bare statistical evidence, the blood itself has an individuating element, namely that its existence individuates the defendant.

Gary L. Wells conducted the first notable experiment demonstrating that most laypeople and judges would refuse to assign liability in cases invoking bare statistical evidence, even if the probability of liability given the bare statistical evidence meets the preponderance of the evidence.[[31]](#footnote-31) The widespread reluctance to rule for civil plaintiffs or criminal prosecutors based on bare statistical evidence which raises the probability of liability or guilt beyond the burden of proof is thus named the *Wells Effect* in his honor.[[32]](#footnote-32)

The question about whether it is rational to rule for the plaintiff in the A Version of the Red Cab Case while ruling for the defendant in the B Version is often generalized into a question about whether one should convict in cases based on individual evidence while acquitting cases based on bare statistical evidence. This ties into related questions, such as whether there is a certain property of individual evidence which makes individual evidence preferable to bare statistical evidence *ceteris paribus*, whether it is rational to hold the Wells Effect, and whether extremely probable bare statistical evidence is sufficient to deliver a guilty verdict. The following section briefly outlines the main camps into which one can fall on this issue, as well as the main strategies one can use to argue for one camp or the other. The main question of the thesis is thus what, if anything, can justify the disparity in verdicts between cases involving individual evidence and cases which rely solely on bare statistical evidence. This account should not be circular – it should not assume that the disparity in verdicts is rational as a premise in the arguments justifying its rationality.

**Two Types of Approaches, Various Strategies**

The two main approaches to Red Cab-like cases are referred to as the *conservative* and *revisionist* approaches.[[33]](#footnote-33) The conservative approach claims that we ought to conserve our initial disparity in judgement between the case which uses individual evidence and the case which uses only bare statistical evidence. On the other hand, the revisionist approach claims that our disparity in judgement between the two types of cases is flawed, and that we ought to revise our judgments, either by finding the defendant liable in both types of cases or by not finding him liable in either.

In trying to answer why the law should treat cases in which there is individual evidence differently than cases in which there is merely pure statistical evidence, existing literature invokes various types of concerns to argue for the conservative or revisionist approach. These types of concerns generally fall into three different categories. First, one could claim that there is a *practical* or *pragmatic* concern that justifies the disparity in verdicts. These types of concerns deal with “instrumental reasons having to do with institutional features, with administrative costs, with differential incentives, and so on,”[[34]](#footnote-34) which might justify preferring individual evidence over purely statistical evidence, even if the two types of evidence raise the probability of liability or guilt to the same degree. For example, Charles Nesson argues that part of the function of the legal system is to resolve disputes in ways that the public will accept as authoritative.[[35]](#footnote-35) Ruling in favor of the prosecution in the B version of Prisoners would undermine general confidence in the legal system as authoritative, he claims, because quantification of beyond a reasonable doubt would “undercut a central feature of the concept of reasonable doubt, namely its utility in legitimating the imposition of criminal blame and punishment.”[[36]](#footnote-36)

Second, one might argue that there is a *moral* reason which justifies the disparity in rulings. For example, David T. Wasserman holds that one reason why bare statistical evidence may be morally objectionable is that reliance on bare statistical evidence [[37]](#footnote-37)treats the defendant “as someone randomly selected from the crowd.” This treatment, he claims, is “inconsistent with the law’s commitment to treat the defendant as an autonomous individual, free to determine and alter his conduct at each moment.”[[38]](#footnote-38)

Judith Jarvis Thomson presents another argument based in part on morality by appealing to the principle that it is unjust to convict someone “unless one believes one has good reason to believe that he is guilty, and therefore deserves the penalty.”[[39]](#footnote-39) This is a relevant moral consideration, she claims, because unlike bare statistical evidence, individual evidence comes with a sort of epistemic “guarantee” which allows the person who has such a guarantee to have the appropriate type of certainty needed for conviction.[[40]](#footnote-40) Thus, Thomson’s argument is not purely moral, but also includes a third type of concern – epistemic concerns. Arguments based on epistemic concerns claim that there is something about individual evidence that is epistemically preferable to bare statistical evidence, even if the probability of a proposition being true is equal in both cases.

Thomson’s argument in favor of the disparity in ruling based on epistemic concerns is far from the only one. Enoch, Spectre, and Fisher provide an argument that is based on the notion of sensitivity. S’ belief in *p* is sensitive if and only if “[h]ad it not been the case that [*p*], S would… not have believed that [*p*].”[[41]](#footnote-41) The beliefs caused by the A scenarios are sensitive, they claim, because had it not been the case that the defendants were liable (or guilty in criminal cases such as Prisoners), then the individual evidence would not have been available.[[42]](#footnote-42) On the other hand, because the bare statistical evidence available in the B versions would have been available even if the defendants were not liable, they claim that beliefs based on bare statistical evidence are not sensitive. Not only do Enoch et al view sensitivity as epistemically important, but as pragmatically important as well, claiming that the type of counterfactual thinking involved in sensitivity incentivizes following the law.[[43]](#footnote-43)

Most recently, knowledge-first epistemology has seen some use in justifying the disparity. One such example of a knowledge-first approach occurs in Michael Blome-Tillmann’s “More Likely Than Not.” Blome-Tillmann argues that what is implicit in burdens of proof is a knowledge requirement, so that instead of a mere statistical probability sufficing for conviction, what matters is the probability that a trier of fact knows *p* given evidence *e*, rendered as “P(K*p*|*e*) > .5”[[44]](#footnote-44) in civil cases involving the preponderance of the evidence.

A more recent example of a knowledge-first answer to the disparity comes from Sarah Moss, who argues that “legal proof requires knowledge.”[[45]](#footnote-45) In her view, meeting the burden of proof “requires the factfinder to have at least a certain amount of credence in”[[46]](#footnote-46) a given fact, and that this credence constitute knowledge. Thus, for example, a fact meets the preponderance of the evidence if a judge’s credence in fact exceeds .5, and the judge’s credence does constitute knowledge.

**Why Should We Care?**

One further question about the thesis involves to what extent the thesis is important, or why the types of questions that the thesis deals with should concern philosophers. Different types of philosophers would have different reasons to care about the thesis.

This thesis deals primarily with the epistemic approach, and to that end, there are a few reasons why epistemologists should care about the questions posed by the thesis. First, other types of approaches invoke epistemic differences between individual and bare statistical evidence in their justification. As noted above, Enoch et al view the epistemic concern of sensitivity as grounding an important pragmatic reason for maintaining the disparity. The legal approach is philosophically insufficient not only because appealing to precedent is generally insufficient to justify philosophical argument, but also because the specific rulings upon which the precedent is based invoke epistemic concerns in their briefs. Because the legal precedent is justified on epistemic grounds, the legal approach must invoke epistemic concerns in its argument. Furthermore, moral concerns in these types of cases would not be relevant unless there is some epistemic difference between the two types of evidence. The claim that it is better that five guilty men go free than one innocent man be imprisoned would not be a definitive reason to justify the disparity in verdicts unless there is an epistemic reason justifying it, since the probability of guilt (or liability in civil cases) is equal in both versions of the case. The moral concern that one should not convict a defendant on a criminal charge unless the evidence meets the standard of proof beyond a reasonable doubt is insufficient to justify the disparity in verdicts unless one can show that one version of the case meets the burden of proof while the other does not.

A second reason for epistemologists to care about the thesis is that gatecrasher-like cases have analogues in epistemology which do not invoke the law. Enoch et al provide a modified example of the Lottery Paradox, which I will designate as *Lottery Case – A Version*:

*Lottery Case – A Version*: You buy a ticket for a lottery with one in one thousand odds. “You hold on to it for a day. Now the winning ticket has been picked, and you ﬁnd the winning numbers in today’s newspaper. Your ticket’s numbers are not there. Newspapers are pretty reliable on such matters, but not, of course, infallible. Let us suppose that factoring in all the probabilistically relevant information… the probability that your ticket nevertheless won is one in a million.”[[47]](#footnote-47)

In such an example, Enoch et al assume that the ticketholder knows his ticket did not win. However, an example of the lottery paradox more akin to the original does not constitute knowledge:

*Lottery Case – B Version*: You buy a lottery ticket where the initial probability of winning is one in a million. “The winning ticket has been picked, but you receive no indication about the results.”[[48]](#footnote-48)

In this example, the consensus is that the ticketholder does not know that his ticket lost, even though the probability that the ticketholder lost in the B version is equal to the probability that the ticketholder lost in the A version. The stipulated difference between the two versions of the case is much like the stipulated difference between the A and B versions of Red Cab, Gatecrasher, and Prisoners: that while in the A version, the ticketholder has access to individual evidence, he only has access to bare statistical evidence in the B version.

Philosophers of mind, on the other hand, may have a different reason to care about the thesis – namely, that the Wells Effect posits interesting questions about the structure of the mind. Answering why people are predisposed to prefer individual evidence over bare statistical evidence may shed light on related questions about the nature of information processing in the mind.

From the point of view of philosophy of law, the thesis may cause some to reevaluate or interrogate the assumptions, both descriptive and normative, that lie behind the existing legal precedent and rules of evidence. Answering to what extent the Wells Effect is epistemologically justified may inform questions about what verdicts normatively *should* occur in certain types of court cases. This is reflected genealogically in the literature – legal scholars such as Nesson were writing on the topic years before it piqued the interest of academic philosophy.

**Overview of the Thesis**

Finally, the introductory chapter would be incomplete without a brief overview of the rest of the paper. The thesis will include four chapters, including this one. The first, as should be obvious, is the introductory chapter. The second chapter will provide a relatively brief account of some existing theories on why one might prefer individual evidence over bare statistical evidence. Given the wealth of the literature, the second chapter will deal mainly with Thomson, Enoch et al, and Moss. The selection of these three is not arbitrary; the three represent three different epochs in which philosophers have dealt with the questions regarding evidentiary standards in the law. Thomson was the first major philosopher who imported the questions from jurisprudence to the philosophy of law. Enoch et al revitalized the debate around these questions after a relative lull in the philosophical literature. Finally, Moss’ article is the most contemporary of the three and is an exemplar of the fruits of the revitalized debate. Furthermore, all three articles fall within the realm of epistemology to varying degrees. Given that the thesis concerns itself primarily with epistemology, non-epistemological approaches to the questions can somewhat be ignored due to space considerations.

In the third chapter, I present objections to the three in turn. While some of these objections are already present in the literature, some are novel, and thus form the first part of the thesis that goes beyond exegesis. Finally, in the fourth chapter, I present my own solution to the problem – namely, that the salient difference between individual and statistical evidence is that the former individuates the defendant *de re*, while the latter does not do so.

CHAPTER 2

LITERATURE REVIEW

**Thomson’s “Liability and Individualized Evidence”**

Defining Individualized Evidence

Thomson claims that the distinguishing relevant feature of individual evidence is that individual evidence, unlike bare statistical evidence, “is in an appropriate way causally connected with the (putative) fact that the defendant caused the harm.”[[49]](#footnote-49) She specifies two different types of causal connections which individual evidence might have. First, *backward-looking individualized evidence* is individual evidence which “points back towards the (putative) fact”[[50]](#footnote-50) that the defendant is liable or guilty. For example, the eyewitness testimony in the A version of the Red Cab Case would constitute backward-looking individualized evidence because the eyewitness perception that the cab was red was (ostensibly) caused by the cab’s red color. Because the cab’s color (ostensibly) causes the eyewitness perception, the individualized evidence can be used to “look back” on the causal chain of events to determine the cab’s color.

Backward-looking individualized evidence differs from a second type of individualized evidence, called *forward-looking individualized evidence*. Forward-looking individualized evidence is individualized evidence which “points forward towards the (putative) fact that”[[51]](#footnote-51) the defendant is guilty. As an example, Thomson imagines that the Red Cab Company had held a party for its drivers on the night of the crash which devolved into a drunken brawl. The evidence that this party had occurred would be forward-looking because the drunken nature of the party “would causally explain its having been a Red Cab which caused the accident.”[[52]](#footnote-52) So while the cab’s red color causes the eyewitness to perceive the cab as red, the drunken party causes one of the drivers to get into the accident later that night. The evidence of the party can thus be used to “look forward” on the causal chain of events to determine that the Red Cab Company was at fault.

Thus, in the A version of the Red Cab Case, there is backward-looking individualized evidence but not forward-looking individualized evidence. The eyewitness perceives the cab as red, if the cab were red, this would causally explain this perception, so the evidence points back on the causal chain.[[53]](#footnote-53) It is important to underscore that the evidence is evidence for a *hypothesis*, and not sufficient for deductive proof. For example, the eyewitness could misperceive the color of the cab – he is, after all, stipulated to be imperfect. Thus, the perception that the cab was red is compatible with the cab being green (assuming a misperception).

Furthermore, “different bits of individualized evidence may differ in strength.”[[54]](#footnote-54) For example, Thomson claims that it is possible for a privately-owned car to have caused the crash. The more privately-owned cars on the road there are, “the less weight we are entitled to place on the causal hypothesis that Mrs. Smith's believing it was a cab which caused her accident was caused by its being a cab which caused her accident, and thus the less weight her believing it was a cab which caused her accident lends to the causal hypothesis that it was a cab which caused her accident.”[[55]](#footnote-55) Nonetheless, the perception that a cab was the offending vehicle is backward-looking individualized evidence in that the perception “would be causally explained by its having been a cab which caused her accident.”[[56]](#footnote-56)

Moreover, individual evidence cannot be used to justify hypotheses which are not present in the evidence. For example, from Mrs. Smith’s perception that a cab caused the accident alone, one cannot justify the claim that a *red* cab specifically caused the accident.[[57]](#footnote-57) Her perception alone is thus not backward-looking individualized evidence that a *red* cab caused the accident, but merely backward-looking individualized evidence that a cab caused the accident. Rather, the additional evidence that the bystander believed that the cab was red is needed to justify the claim that a *red* cab caused the accident.

Furthermore, for individualized evidence to be sufficient to justify a liable verdict, the evidence must pick out features which distinguish the defendant from other possible actors.[[58]](#footnote-58) In the A version of the Red Cab Case, this is stipulated to be the redness of the cab. In the B version of the Red Cab Case, however, there is no bystander testimony, and thus no individual evidence which picks out the Red Cab Company specifically as the liable party. In the B version, there *is* individual evidence – namely Mrs. Smith’s perception that the automobile was a cab. But the individual evidence does not suffice to pick out Red Cab Company specifically.

When trying to answer why the addition of individualized evidence makes people more likely to assign liability, Thomson rules out the claim that the individual evidence raises the probability of liability – after all, the reluctance occurs in the B version of the Red Cab Case even though the probability of liability is equal to the probability of liability in the A version.

Epistemic Guarantees

Thomson next turns to epistemic problems. While first giving the standard definition of knowledge as justified true belief, she remarks that the controversy regarding this definition stems from the fact that it is unclear “what is required for A to have a reason which is good enough for it to be true that”[[59]](#footnote-59) A satisfies the justification requirement. What Thomson argues, however, is that the fact that A is rationally entitled to conclude that *p* is highly probable is insufficient for A to satisfy the justification requirement for knowledge.[[60]](#footnote-60) To argue this, Thomson imagines a lottery scenario much like the B version of the Lottery Paradox, in which Alfred knows that Bert holds 5 percent of available tickets to a lottery but has no further information about the lottery. Because Alfred is rationally permitted to conclude that Bert’s chance of losing the lottery is .95, he does so. This justifies his belief that Bert will lose the lottery, and as it so happens it is the case that Bert will lose. Yet Thomson claims Alfred does not know that Bert will lose – “[t]here is something missing in Alfred, something the lack of which makes it false to say he knows that Bert will lose.”[[61]](#footnote-61) It is not that the probability is insufficiently high; one lacks knowledge even in the original B version of the Lottery Case, in which the probability of losing is 999,999 in 1,000,000.

What Alfred lacks, Thomson claims, “is something which would make it not be just luck for him that Bert will lose the lottery.”[[62]](#footnote-62) This further component which makes Alfred’s belief more than lucky is that “A's reason for believing that p is true must ensure, or *guarantee*, that p is true.”[[63]](#footnote-63) Thomson contrasts Alfred with a different case, in which Bertha buys a ticket to a lottery. Unbeknownst to Bertha, but known to her friend Alice, “the ticket seller tore up her ticket stub directly after selling it to her.”[[64]](#footnote-64) Alice thus believes that Bertha will lose the lottery, and it turns out to be the case that she does, because Bertha’s loss “*was caused by* the ticket seller's tearing up her stub.”[[65]](#footnote-65) The fact which justified Alice’s belief was thus the same fact which caused, and guaranteed Bertha’s loss. Because of this causal connection, the claim that Alice knew that Bertha would lose is far more plausible than the claim that Alfred knew that Bert would lose.

Thomson then considers another example, in which Arthur believes that he is seeing a chicken in front of him.[[66]](#footnote-66) If it turns out that there was, in fact, a chicken in front of him, this fact about the chicken “*was causally necessary* for his having that visual impression, then his having that visual impression guaranteed that there was a chicken in front of him.”[[67]](#footnote-67)

At this point, Thomson focuses on the conditions under which assertions of knowledge are permissible. To say that one knows p, on her view, also comes with a moral obligation, given that the saying that one knows p is a particularly emphatic way to give one’s word that p is true.[[68]](#footnote-68) To argue for this, Thomson returns to Alfred and Bert, imagining that the lottery works in the following strange manner: “the winner must prove he is the winner by producing his ticket, or he must wait six months for his prize, during which time the lottery organizers will assure themselves that he is who he says he is.”[[69]](#footnote-69) Alfred offers to buy the tickets off Bert, telling Bert that he knows the tickets will lose. If Bert were to accept Alfred’s offer, then he runs the risk of losing out on six months of interest on the winnings. Even though Bert’s tickets will not win, Thomson claims that it is unacceptable for Alfred to assert that he knows the tickets will lose, because the statistical evidence does not have the epistemic “guarantee” that would justify such an assertion.

What Alfred implies when he tells Bert “I know you will lose” is that Alfred has access to some information (e.g., some insider information about rigging) beyond the mere statistical probabilities that the lottery has.[[70]](#footnote-70) Generalizing from this example, Thomson concludes ‘that if A is aware that B will suffer a loss if he relies on the truth of p where p is not true, then A ought not say to B "I know that p is true" unless A is more or less sure that he has a guarantee that p is true.”[[71]](#footnote-71) A should instead say something which does not imply access to such evidence – for example, by saying “It is probable that p is true.” For Thomson, asserting that p is true requires that one be “more or less sure less sure that it would not be just luck for one if p turns out to be true.”[[72]](#footnote-72) The phrase “more or less sure” is inserted because circumstances differ. In normal-stakes scenarios, the threshold for what counts a sufficient guarantee are more lenient than the threshold would be in higher stakes scenarios.[[73]](#footnote-73) Even so, the threshold for a guarantee sufficient to warrant asserting “I know that p is true” is quite high even in normal circumstances, especially when compared to the threshold for other assertions (e.g., “I believe p is quite probable”).

Given that there is such a high requirement for what constitutes an acceptable guarantee, one might question what the point of asserting that p is true is. Yet just as there are cases in which one has quite a lot to lose if one accepts false assertions, so too are there cases in which there is much to gain from heeding true assertions. If my roommate asks me if I have anything to eat, and I tell him that I know that I have leftovers from last night’s dinner, my roommate stands to gain if he follows my advice. Thus, the balancing of asserting and omitting assertion is a delicate one that a competent speaker learns to navigate.

This excursus on knowledge weighs in favor of individualized evidence. In the context of the legal system, the judge or jury taking the speech act of declaring the defendant liable imposes such liability on the defendant.[[74]](#footnote-74) And, much as it would be inappropriate for Alfred to assert that he knows Bert’s lottery tickets will lose, simply having a true belief would be insufficient for a judge to declare the defendant liable. If, for example, the members of a jury decide the verdict of a trial based on a coin toss, the verdict would be unacceptable even if they happened to be lucky enough to be correct.

The moral line of thought starts from the assumption that a defendant who is not guilty would suffer unjustly were he to be convicted. Thus, it would be immoral to find him guilty “unless one believes one has good reason to believe that he is guilty, and therefore deserves the penalty.”[[75]](#footnote-75) So a jury which convicts based on a coin toss does so unacceptably, even if the verdict is correct.

A second reason why such impositions of guilt or liability would be unjust is that it was “just luck for them if it actually was the case that the defendant was guilty.”[[76]](#footnote-76) This reasoning would forbid finding Jones guilty in the B version of Prisoners. Even if the statistics could count as a good reason to find Jones guilty, the imposition of a guilty verdict on Jones would still be a lucky coincidence if he were, in fact, guilty. Thus, what is necessary for conviction is not simply a good reason, but “reason of a kind which would make it not be just luck for the jury if its verdict is true.”[[77]](#footnote-77)

Beyond mathematical probability, what is necessary is the type of guarantee of truth which individual evidence has by virtue of its causal connection “with the (putative) fact that the defendant is guilty.”[[78]](#footnote-78)

**Enoch, Spectre, and Fisher: Sensitivity**

After presenting the analogy between their version of the lottery paradox and Red Cab-like cases, Enoch et al hold that the reason why individual evidence is more highly valued than bare statistical evidence is because of sensitivity. This account relies on thinking in terms of counterfactuals.[[79]](#footnote-79) In the lottery cases they present, this materializes in terms of what beliefs one would have if one’s ticket were in fact the winner. In the B version, which relies on bare statistical evidence, one would still have access to all the same information – thus, if one believed that one were going to lose in the original B version, one would still believe that one would lose even if one held the winning ticket. It is otherwise when considering the A version. In the A version, one’s belief is in part informed by the newspaper printing a different number than the number on one’s ticket. However, if it were true that one held the winning ticket, then in all probability the newspaper would print the number held on one’s ticket. And because the newspaper would have printed the matching ticket number, this would lead one to believe that one won. Thus, in the A version of the Lottery Case, had the belief that the ticketholder lost been false, the ticketholder would not have had it. On the other hand, in the B version, had the ticketholder’s belief that he lost been false, he would most likely still believe that he had lost.

Enoch et al hold that this attention to counterfactuals is an epistemic good.[[80]](#footnote-80) Much like Thomson, they stress that having a true belief that one will lose in the B version could just be an “epistemic fluke”[[81]](#footnote-81) – it just happens to be a true belief. On the other hand, beliefs which would not be held if the belief were false are deserving of some epistemic praise. This leads the authors to introduce the notion of sensitivity, defined as follows:

*Sensitivity*: *S*’ belief that *p* is sensitive if and only if “[h]ad it not been the case that [*p*], [*S*] would… not have believed that [*p*].”[[82]](#footnote-82)

Thus, the belief that one lost in the A version of the Lottery Case is sensitive, while the belief that one lost in the B version of the Lottery Case is insensitive. One further note about sensitivity is that while other authors insist on sensitivity being a necessary condition for knowledge, Enoch, Spectre, and Fisher merely insist that it is an “epistemological desideratum”[[83]](#footnote-83) – that is, *ceteris paribus*, a sensitive belief is epistemologically better than an insensitive one.

The connection between the Lottery Cases and the Red Cab Cases is that Enoch et al argue that the belief that the Red Cab Company is liable in the A version is sensitive, whereas the belief that the Red Cab Case is liable (if one were even to hold such a belief) in the B version is insensitive. While granting that the eyewitness in the A version of the Red Cab Case is imperfect, he is still quite reliable. Thus, if the Red Cab Company were not liable in the A version, then the eyewitness would most likely not have perceived the cab as red.[[84]](#footnote-84) However, in the B version, the only bare statistical evidence concerns the percentage of Red Cab Company cabs on the relevant road at the relevant time. Regardless of whether the Red Cab Company is liable in the B version, the statistical evidence remains the same. If the judge in the B version acts in accordance with the Wells Effect and finds for the defendant, his belief that the Red Cab Company is not liable would remain even if the Red Cab Company were liable.

Even in the B version of Prisoners, where the probability that Jones partook in the killing is .99, a conviction based on bare statistical evidence would be insensitive, and thus less epistemically desirable than a conviction in the A version of Prisoners.[[85]](#footnote-85) Strong bare statistical evidence is still epistemically inferior to equally strong individual evidence on this view.

Enoch et al present a related “epistemological vindication”[[86]](#footnote-86) of the discrepancy in verdicts between the A and B versions of the cases. Suppose that the evidence in the Red Cab Case is misleading – it causes the judge to believe that the Red Cab Company was at fault when the company was not at fault. In the B version of the case, the bare statistical evidence ‘invites a “you win some, you lose some” kind of attitude.’[[87]](#footnote-87) The judge knew that the statistics showed that 70 percent of the cabs on the road at the time were from the Red Cab Company, so he reasonably could expect to be wrong the other 30 percent of the time. Yet this attitude is inappropriate in the A version of the case. If the eyewitness testifies that the cab was red, when the cab was green, “this discrepancy seems to call for explanation.”[[88]](#footnote-88) The fact that misleading statistical evidence is less of a surprise than misleading individual evidence, and that a more detailed explanation for how the individual evidence misled is needed to explain that the evidence did so, further justifies the discrepancy in verdicts.

Yet Enoch et al point out that it is one thing to claim that sensitive beliefs are *ceteris paribus* epistemically superior to insensitive beliefs, but quite another to claim that the law should care about producing verdicts based on sensitive beliefs. Even if sensitivity is a necessary condition for knowledge, they ask, why should it “make a legal difference whether a certain belief constitutes knowledge?”[[89]](#footnote-89) Why should sensitivity matter?

One (at least somewhat uncontroversial) claim is that “[i]t is important that courts not err too often.”[[90]](#footnote-90) Yet in the types of cases presented, the statistical evidence raises the probability of liability or guilt to the same degree as individual evidence – both types of evidence improve legal accuracy to the same extent. Even if individual evidence makes beliefs based on that evidence sensitive (and thus epistemically superior to beliefs based on bare statistical evidence), what, if anything, makes this a fact of legal importance? If knowledge is held to be an important element of the legal process, then this comes at the price of decreased accuracy, on the grounds that “excluding statistical evidence amounts to excluding (what is often) good, genuinely probative evidence.”[[91]](#footnote-91) To underline this point, Enoch et al come up with the following thought experiment:

“Suppose you have to choose the (criminal) legal system under which your children will live, and you can choose only between systems A and B. System A is epistemologically better: perhaps its courts only convict when they know (or think that they know) the accused is guilty, or perhaps they only convict based on sensitive evidence, or perhaps they convict only based on evidence that normically supports the conclusion that the accused is guilty. System B is not as good epistemically as System A. But System B is more accurate, so that the chances of System B convicting an innocent are lower than the chances of System A doing so.”[[92]](#footnote-92)

Those who would choose to live in System A over System B engage in a kind of “epistemological fetishism.”[[93]](#footnote-93) This is not to say that Enoch et al believe knowledge has no value to the legal process, but merely that “to the extent that it has value, its value is lexically inferior to that of accuracy.”[[94]](#footnote-94)

One response to this claim might be that legal rulings based on knowledge are preferable because they have higher explanatory value than legal rulings which are not based on knowledge. Thus, legal systems which prioritize knowledge would commit mistakes which can be explained and later rectified, whereas legal systems like System B would commit mistakes which could not be explained. Yet Enoch et al find such a claim insufficient to motivate preferring System A to System B, because the practical harm caused by mistakes that “do not call for explanation,”[[95]](#footnote-95) that is, mistakes based on statistical evidence, cause just as much harm to the aggrieved party as mistakes which do call for explanation.

Enoch et al point out that they are not claiming that accuracy should be the *sole* concern of the law: in some situations, “other considerations can presumably trump accuracy.”[[96]](#footnote-96) Rather, their point is weaker – namely, that “*epistemological* considerations never by themselves seem to justiﬁably defeat considerations of accuracy when it comes to legal policy.”[[97]](#footnote-97) One further objection to their analysis that Enoch et al consider is that while epistemological considerations alone may never trump accuracy, “it is possible that epistemological considerations defeat considerations of accuracy *indirectly*, via some other considerations to which they are relevant.”[[98]](#footnote-98) They consider moral attribution of blame as one such example of a consideration which requires knowledge and may have “some close normative connections”[[99]](#footnote-99) with legal rulings.

While this objection has some initial plausibility, Enoch et al believe that such an objection must answer a whole host of clarifying questions for such an objection to stand up to scrutiny. Namely, Enoch et al ask:

“What moral judgments and attitudes? What kinds of legal ﬁndings? Why think that the appropriateness of the relevant moral attitudes depends on epistemological considerations? And why think that it is necessary for the appropriateness of the legal ﬁnding?”[[100]](#footnote-100)

Leaving aside further exploration of these questions for a later date, Enoch et al conclude by stating that the sensitivity-based explanation of the discrepancy in common intuition regarding individual and bare statistical evidence given so far is one which not a vindication of the validity of the discrepancy of the rulings, but rather merely “merely a diagnosis of the relevant common intuitions and, indeed, as perhaps even the beginning of a debunking explanation of these intuitions.”[[101]](#footnote-101) To further justify the discrepancy in rulings, one must defend knowledge as an indirectly relevant concern to the law.

To give a possible account of this, Enoch et al turn toward character evidence. The reputation of character evidence is mixed, and its unsavory reputation is deserved if the function of the court system is exclusively “ﬁnding the truth or making factually accurate decisions.”[[102]](#footnote-102) But Enoch et al cite Sanchirico, who argued that the purpose of admitting character evidence is not aimed at finding the truth or being accurate. Rather, its purpose is to incentivize lawful behavior. Yet this does not fully vindicate character evidence – by the time someone is considering whether to break the law or not, one’s public reputation will already have been established. To incentivize lawful behavior, one would want to tell a would-be criminal that “the likelihood of his being (charged and convicted and) punished strongly depends on whether or not he decides to break the law here and now.”[[103]](#footnote-103) Because character evidence is already established by the time that the crime occurs, it does not help provide this incentive.

However, while character evidence may not provide incentives to follow the law, the focus on incentivizing lawful behavior points to another discrepancy between individual and statistical evidence. Suppose John finds himself in the B version of the Gatecrasher Case, and is considering whether to gatecrash or to buy a ticket. John can see the others gatecrash but cannot compel them to stop, and thus has access to a rough statistical percentage. But this statistical evidence is already set in stone, and “is only to a miniscule degree inﬂuenced by the conclusion of John’s deliberation.”[[104]](#footnote-104) If a court were to consider statistical evidence sufficient for holding him liable, this “annihilates whatever incentive the substantive… law can give John not to break the law.”[[105]](#footnote-105) Since the probability of his gatecrashing given the statistical evidence meets the preponderance of the evidence regardless of whether he gatecrashes, he is already damned to he held liable. Thus, “he might as well go ahead and gatecrash.”[[106]](#footnote-106)

Enoch et al grant that real legal cases are far more complex than the Gatecrasher Case, and that some real-world complexities may undermine the claim that statistical evidence can undermine incentives to follow the law. For example, individual evidence, such as an alibi, may become available later. Furthermore, in cases like the Red Cab Case, the liable driver does not deliberate over whether to crash into Mrs. Smith’s car – it is an accident, after all. And things get even more murky if character evidence is admitted. If John is already reputed to be a compulsive lawbreaker, then this may further undermine the believe that if he were to refrain from gatecrashing, he would not be charged with a crime. Finally, in some cases, “the deliberating would-be perpetrator knows that if he chooses not to commit the crime, no crime will be committed at all, and so the availability of statistical evidence against him will not be relevant.”[[107]](#footnote-107)

Nonetheless, Enoch et al maintain that there is an insufficiency of statistical evidence to incentivize abiding the law in most cases. The modest claim that they make is that “at least one important normative consideration governing the advisability of relying on statistical evidence is the fact that relying on it will render the primary-behavior incentives that the law gives less efﬁcient and accurate than they would otherwise be.”[[108]](#footnote-108) On the other hand, individual evidence, even if it “probabilistically indistinguishable”[[109]](#footnote-109) from statistical evidence, does not come with this cost to incentivizing law-abiding behavior.

What does any of this have to do with sensitivity? As noted earlier, Enoch et al hold that the legal value of sensitivity must be argued for instrumentally. They thus argue that sensitivity is instrumentally valuable because it incentivizes law-abiding behavior. In the A version of the Gatecrasher case, John would think conditionally when deliberating whether to gatecrash when considering claims such as “if I crash the gates, they will punish me. If I do not, they will not.”[[110]](#footnote-110) Supposing that he does gatecrash, and the A version of the case occurs, the conditional thought that ““if I do not crash the gates, they will not punish me”[[111]](#footnote-111) thus becomes the counterfactual claim by the jury that “had he not crashed the gates, we would not have punished him.”[[112]](#footnote-112) But this is just the relevant instantiation of sensitivity. Thus, both the epistemic concern and practical concern of incentives to follow the law stem from a common source: sensitivity.

Yet Enoch et al are aware that further argument to show that the two concerns sharing the same source is not mere coincidence. They claim that sensitivity is the reason why we can treat the legal cases such as the Gatecrasher Case and the Lottery Case alike.[[113]](#footnote-113) Sensitivity also explains why individual evidence is practically more beneficial to the legal system without “resorting to knowledge fetishism.”[[114]](#footnote-114) What is more important from a legal perspective, they claim, is the pragmatic concern of incentivizing the law. Thus if the pragmatic concern of incentivization is “outweighed by other instrumental considerations,”[[115]](#footnote-115) then they argue that the law has no reason not to rely on insensitive evidence. Furthermore, they concede that “the extent of the overlap between the epistemological considerations and the instrumental ones is to a large extent contingent.”[[116]](#footnote-116) Nonetheless, they claim that there are other practical considerations against “against relying on (insensitive) statistical evidence even in cases where other instrumental considerations do not suggest so.”[[117]](#footnote-117) But if such considerations are absent, then they claim that the law should have no qualms about using insensitive evidence.

Finally, there is a question about to what extent considerations of sensitivity ought to apply to non-legal deliberation. In some contexts, suspicions regarding statistical evidence do not arise, and thus do not require an account like Enoch et al’s. In contexts in which there is such a suspicion (such as in the B version of the Lottery Case), further explanation is necessary. In some contexts, epistemic concerns are the most prevalent, and thus “the epistemological story all by itself explains the relevant suspicion.”[[118]](#footnote-118) In nonlegal contexts where the epistemic consideration does not weigh heavily, then Enoch et al hypothesize that there will be pragmatic concerns analogous to legal incentives in that they rely on sensitivity.

**Sarah Moss’ “Knowledge and Legal Proof”**

Excursus on Probabilistic Knowledge

Before explaining Moss’ knowledge-based approach to legal proof, it is first necessary to explain what she means by the phrase “probabilistic knowledge.” Very succinctly, Moss’ claim is that “probabilistic beliefs can constitute knowledge.”[[119]](#footnote-119) An ambiguity occurs in that the terms “belief” and “knowledge” can refer to both “mental states and for their contents.”[[120]](#footnote-120) The content is considered knowledge if it is “the content of a state that constitutes knowledge in the former sense.”[[121]](#footnote-121) There is thus, for example, “a mental state of believing that Jones probably smokes… and the content of this state can be knowledge.”[[122]](#footnote-122) The mental state of belief in a proposition is related to the subjective probability that one assigns to the proposition. Belief, on Moss’ view, “is the state of having credences that are contained in a certain set of probability spaces, such as the set of probability spaces that assign at least .5 probability to the proposition.”[[123]](#footnote-123) Some defenses of the argument that probabilistic beliefs can constitute knowledge assume that “probabilistic beliefs have probabilistic contents,”[[124]](#footnote-124) yet this does not need to be assumed to argue for the thesis.

Moss then expands upon what it means for probabilistic knowledge to *constitute* knowledge, as well as what it means to say that probabilistic beliefs *can* do so. Regarding the former concern about constitution, Moss claims that if “a belief state constitutes knowledge… it is a mental state of a certain type.”[[125]](#footnote-125) This does not imply that *all* beliefs constitute knowledge – “further evidence may undermine”[[126]](#footnote-126) the belief.

To say that “probabilistic beliefs *can* constitute knowledge”[[127]](#footnote-127) is to say that “relevant contrasting possibility claims concern other types of mental states.”[[128]](#footnote-128) Desiring that *p* be the case cannot constitute knowing that *p*, because “desires are not the right sort of mental state to constitute knowledge.”[[129]](#footnote-129) This does not apply to probabilistic beliefs, however.

Moss claims that probabilistic knowledge can come from “all the familiar ways of getting knowledge, namely by testimony, perception, inference, memory, and *a priori* reflection.”[[130]](#footnote-130) Probabilistic beliefs, on Moss’ view, “can count as knowledge according to several traditional theories of knowledge,”[[131]](#footnote-131) and have importance outside the realm of epistemology.

Knowledge and Legal Proof

As the title suggests, Moss’ “Knowledge and Legal Proof” defends the claim that “legal proof requires knowledge.”[[132]](#footnote-132) Initially, she argues, this is a claim which has a few points going for it. First, if legal proof required knowledge, then that would explain why we would recoil at the thought of a jury choosing to convict a defendant even though it did not know if the defendant was truly guilty. Furthermore, if Thomson’s claim that a case correctly adjudicated based solely on a coin toss would also be insufficient as a legal standard, then knowledge would be preferable to truth. While this is an initial observation that Moss makes about knowledge and legal proof, it is far from the main argument.

The main argument takes what may initially seem like a bit of a detour in its presentation. Moss first points out that jurisprudence is generally dissatisfied with attempts to quantify reasonable doubt.[[133]](#footnote-133) The practical trouble with quantifying or formalizing what counts as reasonable doubt is that doing so confuses rather than aids jurors in adjudicating cases. Because previous attempts to formalize the standard fail to fully capture the common-sense notion that is meant by the phrase, reasonable doubt is an “elusive” standard.

Moss then notes that there is an analogous problem in epistemology. Citing Lewis, she claims that knowledge is likewise elusive.[[134]](#footnote-134) The example she cites deals with a piece of everyday knowledge – that one’s car has not been stolen. In many circumstances, it is fine to rule out certain relevant alternatives (e.g., that a thief has stolen the car). Yet when reflecting on such a proposition, the relevant alternatives become salient. The puzzle is that “[b]y discussing possibilities, we make them relevant. As more possibilities become relevant, our epistemic standards become stricter, and it becomes harder for us to assert true knowledge ascriptions.”[[135]](#footnote-135) One advantage of a knowledge-based account of legal proof, Moss argues, is that the elusiveness of knowledge explains the elusiveness of reasonable doubt in that it can help delineate which relevant alternatives would be unreasonable doubts and thus fall outside the concept of reasonable doubt. A paranoid belief that the defendant is the victim of conspiracy, or that an evil demon is convincing the jury that the defendant is guilty when he is in fact innocent, are examples of alternatives to guilt that would be improper to consider as a reasonable doubt.[[136]](#footnote-136) Doing so risks “destroying” the knowledge that the jury has when finding the defendant guilty. Thus, by instructing juries to ignore such possibilities, the burden of proof helps exclude the types of alternatives which would undermine the ruling. Just as a reasonable person would use knowledge to guide their actions without considering Cartesian-like doubts, so too would a jury use knowledge to guide their verdict without invoking doubts about the existence of an external world.[[137]](#footnote-137)

The knowledge-based account of legal proof as presented here may strike some as odd, Moss claims, because a common objection to knowledge-based accounts of legal proof is that they are too strict – that is, that knowledge-based accounts would not allow for conviction in cases in which common sense would dictate to convict.[[138]](#footnote-138) On Moss’ account, however, the knowledge-based account guards *against* the epistemic inflation which would entertain concerns about government conspiracy or Cartesian demons.[[139]](#footnote-139) One advantage of the knowledge-based account is that this guarding against unreasonable doubt is paralleled in the creation of the standard of reasonable doubt. As a matter of historical fact, jurors during the Enlightenment would often refuse to convict defendants on religious grounds, even in cases where there was no reasonable doubt that the defendant was guilty. To encourage jurors to avoid considering the religious concerns which would forbid conviction, “[t]he language of reasonable doubt was used to encourage jurors to deliberate using a more reasonable and more useful standard.”[[140]](#footnote-140)

A second benefit of the knowledge-based account that Moss gives is that “it can help answer an objection to the knowledge account of legal proof—namely, that the account imposes an overly strict demand on the subjective state of the factfinder.”[[141]](#footnote-141) The objection holds that while knowledge requires that one remove all doubts, no matter how unreasonable they may be, the burden of proof only requires that one remove all reasonable doubts.[[142]](#footnote-142) But by calling attention to the existence of unreasonable doubts, one “implicitly grants the existence of the very possibilities that the reasonable doubt standard calls jurors to set aside.”[[143]](#footnote-143) What the standard asks is that the jurors act reasonably in their deliberation of the case, and therefore only entertain doubts which it is reasonable to have. As such, it forbids the type of conspiratorial or Cartesian lines of thought which are impractical to have.

Furthermore, a third reason why Moss claims that the knowledge-based account is useful is that it helps explain why attempts to define reasonable doubt have been unsatisfactory. While lawyers and existing philosophical literature have attempted to quantify the standard, such definitions are condemned by the courts, which state that “the criminal standard of proof cannot be defined in terms of any threshold notion of confidence.”[[144]](#footnote-144) The knowledge-based account differentiates between probable doubts on one hand and doubts are “capable of undermining knowledge”[[145]](#footnote-145) on the other. The difference between the two is that “knowledge of guilt requires ruling out relevant possibilities in which the defendant is innocent, where the relevance of a possibility may depend on its non-probabilistic structural features.”[[146]](#footnote-146) If, for example, each of the prisoners in the B version of Prisoners were tried separately, in each instance the relevant possibility of the defendant being the prisoner who sat aside would be a relevant possibility, even though it is improbable.

After giving this account of the connection between knowledge and legal burdens of proof, Moss uses it to explain the insufficiency of statistical evidence. She first notes that a knowledge-based account would give the same results that common sense would dictate in the cases presented.[[147]](#footnote-147) She then further argues that existing literature notes that “legal proof seems to require *something that looks an awful lot like knowledge*.”[[148]](#footnote-148) Knowledge, on this account, consists of numerous components – namely, that knowledge is factive, sensitive, “not just the result of luck,”[[149]](#footnote-149) safe, and “absent in Gettier cases.”[[150]](#footnote-150) Moss then notes that components of knowledge are already present in existing theory that deals with legal proof. For example, she notes that Thomson argues that legal rulings require something more than epistemic luck. She then cites other theories which state that legal proof must be safe and that proof “requires something that is *absent in Gettier cases*”[[151]](#footnote-151) Thus, Moss’ knowledge-based account would encompass existing theories of legal proof.

One objection to this is that it does not seem to apply to the preponderance of the evidence, because all that is required to impose liability in civil cases is for the judge to have a “greater than .5 credence that the defendant is liable.”[[152]](#footnote-152) This differs from knowledge because knowledge “requires the factfinder to fully believe that the defendant is liable, which is a much stricter constraint.”[[153]](#footnote-153)

Moss responds by conceding that meeting the preponderance of the evidence does not require the fact finder to know that the defendant is liable. However, she claims that “proof of liability by a preponderance of the evidence requires that the factfinder know that the defendant is probably liable.”[[154]](#footnote-154) To meet the preponderance of the evidence, the judge must know that the probability that the defendant is liable exceeds .5. Thus, instead of requiring that the fact finder know the defendant is liable, the knowledge-based account of the preponderance of the evidence states that “the factfinder has certain credences and that those credences constitute knowledge.”[[155]](#footnote-155)

This account assumes that credences “are among the kinds of attitudes that can constitute knowledge.”[[156]](#footnote-156) Moss justifies this by claiming that “[j]ust as you can rule out relevant alternatives to your full beliefs, you can rule out relevant alternatives to your probabilistic beliefs. Rule out enough of them, and you can acquire knowledge.”[[157]](#footnote-157)

To put this back in the context of the preponderance of the evidence, while the preponderance of the evidence requires that the fact finder’s credence that the defendant is liable exceed .5, the knowledge-based account adds that “the defendant is proven liable by a preponderance of the evidence if and only if this probabilistic belief constitutes knowledge.”[[158]](#footnote-158) In the B version of the Gatecrasher Case, for example, the defense’s claim that the defendant paid to attend is a salient possibility which causes knowledge to be undermined. While the credence that the defendant is liable is .7, this credence does not constitute knowledge because of the presence of the salient possibility that the defendant paid to enter.

This account applies to other burdens of proof as well. Moss cites existing legal literature which states that the different burdens of proof not only require “different levels of confidence, but different *levels of knowledge*.”[[159]](#footnote-159) Thus, in stricter burdens of proof, the burden requires that the fact finder have a higher credence in liability or guilt, and that this credence constitutes knowledge.

Moss, however, notes two further facts about legal proof. First, in certain cases, bare statistical evidence *is* considered sufficient for a liable verdict.[[160]](#footnote-160) She cites two examples of liable verdicts based on bare statistical evidence: *Kramer v. Weedhopper* (1986) and *Manko v. United States* (1986). In the former,

“Kramer was injured in a plane crash which resulted from a defective bolt sold as part of a Weedhopper airplane kit. Weedhopper purchased 90% of its bolts from Lawrence and 10% from Hughes. Kramer filed a complaint alleging strict product liability against Lawrence. The circuit court granted summary judgment to Lawrence, arguing that the available statistical evidence was insufficient to prove that the bolt that injured Kramer probably came from Lawrence.”[[161]](#footnote-161)

In the latter, Manko developed a medical condition after receiving a swine flu vaccine, and alleged that the vaccine caused the condition. Based on expert testimony which stated that the prevalence of the condition was “more than twice as prevalent in people who had received the vaccine as compared with those who hadn’t,”[[162]](#footnote-162) the court ruled in favor of Manko.

Yet Moss argues that neither the causal account nor the sensitivity-based account of legal proof can account for the rulings in *Kramer* and *Manko*, as the bare statistical evidence presented in the two cases was neither more causally connected to the event in question nor more sensitive than the evidence in the B version of the Gatecrasher Case. Yet the knowledge-based account can account for such rulings, because it can eliminate the relevant alternatives to liability that would undermine knowledge.[[163]](#footnote-163) What counts as a relevant possibility is, on Moss’ view, context-sensitive. For example, she claims that stakes may influence what counts as a relevant possibility. Such stakes may have a moral dimension to them as well – for example, “[f]alsely profiling an individual person as having a negative character trait might be morally different from other instances of false profiling, such as falsely profiling inanimate objects or corporate defendants.”[[164]](#footnote-164)

The discussion of moral stakes is also involved in the second point which Moss brings up: namely, that in some cases, not only is bare statistical evidence insufficient to motivate a liable verdict, but is also inadmissible as evidence in the first place.[[165]](#footnote-165) While in the former case, bare statistical evidence can still be used as a part (but certainly not the sum total) of legal reasoning, in the latter case it is forbidden to even account for it. Moss provides a couple examples of such statistics – “statistical facts about crime rates among residents of a given neighborhood are irrelevant when it comes to proving the criminal behavior of a particular resident of that neighborhood.”[[166]](#footnote-166) Similarly, that the majority of crime in an area involves illegal firearms “is irrelevant when it comes to proving that some particular assault in that neighborhood involved an illegal firearm.”[[167]](#footnote-167)

Moss then argues that it is difficult for the causal account and the sensitivity-based accounts to account for this type of bare statistical evidence. These accounts “merely impose a necessary condition on the sufficiency of evidence,”[[168]](#footnote-168) but what is needed to explain these phenomena is “an additional necessary condition for admissibility.”[[169]](#footnote-169) On the other hand, Moss argues that the knowledge-based account can account for such cases. The knowledge-based account requires that the judge have a sufficiently high credence *and* that such a credence constitutes knowledge. Such credences constitute knowledge if and only if “the factfinder can rule out certain [relevant] possibilities.”[[170]](#footnote-170) Yet not only would the introduction of such statistics fail to rule out these possibilities, but the introduction of the statistical evidence in these cases may mislead the factfinder. Even if the evidence does not *actually* mislead, the mere salient possibility that it *can* mislead forbids it from being entered as evidence. This, again, has a moral element to it, as these statistics are placed in a context in which moral stakes make certain possibilities relevant. Thus, while Moss’ account is largely epistemic, it also encompasses some elements of the moral considerations around the disparity in verdicts.

CHAPTER 3

MAIN OBJECTIONS TO THE EXISTING ACCOUNTS

**Objections to Thomson’s Causal Account**

Several objections to Thomson’s Causal Account have been proposed. For sake of organization, I classify them into three main types. The first type of objection argues that an appropriate causal connection between evidence and event is not necessary for a conviction. The second type of objection holds that an appropriate causal connection between evidence and event is insufficient for conviction. Finally, the third type of objection argues that Thomson’s account does not sufficiently explain what constitutes an “appropriate” causal connection.

A Causal Connection is Not Necessary for Conviction

One standard objection to Thomson’s account of legal proof is that a causal connection between evidence and event is not necessary for a conviction. One type of example in which this is the case involves misleading evidence and false convictions. It is unfortunately common that “courts find defendants liable [or guilty] that are in fact not at fault.”[[171]](#footnote-171) In such cases, there is strong but nonetheless misleading evidence which supports conviction. Following Blome-Tillmann, I call the convictions in such cases “no-fault wrongful convictions.”[[172]](#footnote-172) In such cases, the conviction is very real: people do, as a matter of fact, face penalties in cases of false convictions. Yet the casual account would be unable to explain why the guilty verdict was reached. If the defendant is, in fact, not at fault (as would be the case in false convictions), then he could not have caused the evidence presented at the trial.[[173]](#footnote-173) While there is no causal connection between the evidence and the defendant, the conviction is reasonable given the misleading evidence. As such, a causal link is not necessary to motivate a no-fault wrongful conviction.

Yet there are cases in which the jury can correctly rule in favor of conviction while lacking a causal connection between the evidence and the event. Moss provides one such case, called *Spit in the Sink*:

*Spit in the Sink*: “Alice is found murdered in her bedroom. A detailed forensic study proves the following facts: (a) the murder took place in her apartment within the last month, (b) no one except for Alice entered her apartment during that time, except for one person who left some spit [in] her bathroom sink, and (c) that spit came from the defendant.”[[174]](#footnote-174)

In Spit in the Sink, the evidence picks out the defendant specifically (and is thus a piece of individual evidence), but there is no causal connection between the homicide and the spit in the sink. For example, Moss stipulates that the spit may have come a sneeze which in turn was caused by a cold virus. The causal account of how the spit in the sink does not reference the act of murder, but nonetheless, in such cases, the jury would correctly find the defendant guilty. Thus, as there are some cases in which the jury correctly reaches a guilty or liable verdict absent a causal connection between the evidence and the crime, such a connection is not necessary for a conviction.

A Causal Connection is Insufficient for Conviction

The second type of objection to the causal account holds that in some cases, there is a causal connection between the evidence and the crime in question, but that this is nonetheless insufficient to justify conviction. Blome-Tillmann and Moss modify the Gatecrasher and Prisoner cases, respectively, to produce such examples. Blome-Tillmann’s example, called *The First of the Gatecrashers*, functions as follows:

*First of the Gatecrashers*: “It’s Sunday afternoon and Hannah decides to gatecrash the local rodeo. As she climbs the fence, a large number of people in the ticket line get the same idea and follow her dubious example. More and more people start climbing the fence. Noticing that something is amiss, the organizers of the rodeo decide to take a count of the people in the stadium. Realizing that many more people are in the arena than have paid admission, they decide to take action. They randomly pick Hannah and sue her for damages. The organizer’s evidence is as follows: Hannah attended the Sunday afternoon event—she was seen and photographed on the main ranks. No tickets were issued at the entrance, so Hannah cannot be expected to own a ticket stub. However, while 1,000 people were counted in the seats, only 300 paid for admission. No further evidence is presented in court.”[[175]](#footnote-175)

A similar case, called *Bold Prisoner*, appears in Moss:

*Bold Prisoner*: “25 prisoners are in a prison yard. An especially bold prisoner attacks the prison guards and thereby causes a riot. 23 prisoners join in the riot, while the remaining prisoner tries to stop it. Local prosecutors randomly select one of the prisoners from the yard and bring him to trial. By sheer coincidence, the randomly selected prisoner is the bold prisoner responsible for the riot.”[[176]](#footnote-176)

In both First of the Gatecrashers and Bold Prisoner, the defendant caused the statistical evidence used in court. Because Hannah decided to gatecrash, the other 699 gatecrashers joined her in gatecrashing, thereby causing the statistic that 70 percent of the audience gatecrashed. Similarly, in Bold Prisoner, the prisoner who starts the attack causes the 23 other prisoners to join in on the attack, thereby causing the statistic that 96 percent of the prisoners were responsible for the attack. Yet because the jury is presented with evidence identical to the evidence in the original B versions of the Gatecrasher and Prisoner cases, the jury should acquit. Thus, while there is a causal connection between the evidence and the crime – namely that the defendant’s action caused the bare statistical evidence – such a connection is insufficient to motivate a liable or guilty verdict.

Blome-Tillmann and Moss present another pair of examples, called *Opportunistic Gatecrasher* and *Reluctant Prisoner*, respectively, which also present a problem for the claim that sensitivity is sufficient for conviction. In Blome-Tillmann’s example:

*Opportunistic Gatecrasher*: “Sarah is on her way to her favourite [sic] pub to watch the game—as she does every Saturday afternoon. She hasn’t been able to afford the entrance to the stadium in many years, even though she’d love to watch the game there instead of in the pub. When she comes by the stadium she sees that a lot of people are gatecrashing. She decides to seize the opportunity and joins in. The evidence presented against her in court is as follows: Sarah was in the stadium (she was photographed by security cameras) and 70% of attendees in the stadium were gatecrashers. No further evidence is presented in court.”[[177]](#footnote-177)

Just as in the B version of the Gatecrasher case, the probability that Sarah gatecrashed, given the evidence presented in court, is .7. And, as before, the evidence presented in Opportunistic Gatecrasher is bare statistical evidence, and thus would presumably be subject to the Wells Effect.

Moss presents a similar example, called *Reluctant Prisoner*:

“*Reluctant Prisoner*: 50 prisoners are in a prison yard. Some of them start a riot, and others start to join in. An especially reluctant prisoner decides that he will only join the riot if at least 48 others participate. Eventually this happens, and he joins in, leaving just one innocent prisoner who refuses to join the riot. Local prosecutors randomly select one of the prisoners from the yard and bring him to trial. By sheer coincidence, the randomly selected prisoner is the reluctant prisoner, the last to join the riot.”[[178]](#footnote-178)

In both Opportunistic Gatecrasher and Reluctant Prisoner, “the statistical evidence causes the fact to be proved.”[[179]](#footnote-179) Because the others started to gatecrash, Sarah decides to join in on the gatecrashing. In Reluctant Prisoner, the fact that the other prisoners are attacking the guard causes the defendant to choose to join in. On Thomson’s view, then, these pieces of evidence are forward-looking evidence. There is thus a causal connection between the evidence and the event of the crime in this pair of cases. Yet because both cases involve bare statistical evidence, they would be subject to the Wells Effect. As such, the causal connection in this pair of cases is also insufficient for conviction.

Similarly, the causal connection in the case of Blood at the Scene of the Crime, the bare statistic that 42 percent of the population has Type A blood is necessary (via Bayes’ Theorem) to determine that the probability that the blood at the scene of the crime is most likely the defendant’s.[[180]](#footnote-180) The statistic thus helps establish a putative causal connection between the evidence and the crime – namely, that the blood at the scene of the crime was caused by the defendant’s bleeding. Yet if bare statistical evidence is insufficient to motivate liability, then the .7 probability that the blood is the defendant’s also should be insufficient to establish that the blood is the defendant’s. Even though the bare statistic helps establish a putative causal connection, it is insufficient to motivate a guilty verdict.

What Constitutes an “Appropriate” Causal Connection?

A final trouble with Thomson’s account concerns her stipulation that the evidence be causally connected “in an appropriate way”[[181]](#footnote-181) to the “fact that the defendant caused the harm.”[[182]](#footnote-182) While Thomson claims that both forward-looking and backward-looking individualized evidence are examples of appropriate causal connection, what constitutes an “appropriate” causal connection is nonetheless still unclear. In First of the Gatecrashers and Bold Prisoner, the statistical evidence is backward-looking, in that the statistic points back on the causal chain to the fact that the defendant caused the statistic in question. Yet such a causal inference is unknown to the jury would be improper to assert given the body of evidence presented in the cases. Such a causal connection may be considered inappropriately connected to the fact, then. However, such a claim leads to further questions about what constitutes an *appropriate* causal connection.

In First of the Gatecrashers and Bold Prisoner, the statistical evidence presented at the court is backward-looking evidence, but is bare statistical evidence. Thomson’s account gives backward-looking and forward-looking *individual* evidence as examples of appropriately connected evidence. It could be that individual evidence, and not bare statistical evidence, is appropriately connected to the fact that the crime happened.

Yet such a specification would fail to solve the problem on two counts. First, it would still leave in the evidence in the Blood at the Scene of the Crime example, in which the statistical evidence is used to individuate the defendant. Yet the individuating nature of the evidence is still reliant on the bare statistic that 42 percent of the population has Type A Blood and is also probabilistic in nature, given that the probability that the blood is the defendant’s is only .7. Would the individuation allow for the blood to be counted as appropriately causally connected, or would the fact that such a putative individuation relies on statistical evidence forbid such a connection?

Second, such a claim risks begging the question unless further argument is given to show that bare statistical evidence in these examples is causally connected in an inappropriate way. The circularity in argumentation is thus: Thomson claims that what differentiates cases involving individual evidence and bare statistical evidence is that the former type of evidence is causally connected to the crime “in an appropriate way,”[[183]](#footnote-183) while bare statistical evidence lacks such an appropriate connection. In cases such as First of the Gatecrashers, where there *is* a causal connection between a piece of bare statistical evidence and a crime, such a causal connection is inappropriate. But what makes this causal connection inappropriate is merely the fact that the bare statistical evidence is not individual evidence. Such an assumption would thus presuppose the very epistemic distinction which Thomson attempts to show.

**Objections to Enoch et al’s Sensitivity Account**

Much like objections to Thomson’s causal account of legal proof, objections to the sensitivity account of legal proof can be grouped into two main types of objection – namely, that sensitivity is not necessary for conviction and that sensitivity is insufficient for a verdict.

Sensitivity is Not Necessary for Conviction

One objection to the claim that sensitivity is necessary for conviction is that the sensitivity account, much like the causal account, cannot account for false convictions.

Sensitive judgements are factive – “[n]ecessarily, if one’s belief or judgement that p is sensitive, then p is true.”[[184]](#footnote-184) If one falsely believes *p* in the actual world *w*, then the closest world in which ~*p* is simply *w* itself. But sensitivity “requires that *x* in *w* not believe that *p* in the closest [~*p*]-world to *w*, and thus, that *x* not believe that *p* in *w*.”[[185]](#footnote-185) Because *x* believes *p* in *w*, *x*’s belief is insensitive.

This is a problem for the sensitivity account, Blome-Tillmann claims, because “if a judgement meets the standard of proof only if it is sensitive… then no judgement that fails to be sensitive meets the standard of proof.”[[186]](#footnote-186) But because only true beliefs can be sensitive, “no conviction in which the defendant is not at fault can ever meet the standard of proof.”[[187]](#footnote-187) Yet there are, as a matter of fact, false convictions which have real consequences – one suffers the penalty even if the fact finder’s judgement is (unbeknownst to the fact finder) incorrect.

Yet this is not the only problem for the claim that sensitivity is necessary for conviction. Moss presents one such example in which this is not the case, called *Grand Canyon*:

“*Grand Canyon*: Acme Corp. is charged with dumping waste onto federal land without a permit. At trial, the prosecution presents video evidence of Acme employees heaving a trash bag into a chute that dumps out into the Grand Canyon.”[[188]](#footnote-188)

The evidence presented at court should be enough to motivate a conviction. Yet there is a plausible way in which the evidence could be insensitive – by imagining a counterfactual in which “if Acme Corp. had not in fact been guilty of dumping waste onto federal land, it would have been because the trash bag in the video had gotten stuck in the chute and remained on their private property.”[[189]](#footnote-189) In such a counterfactual, however, the jury would be presented with the exact same video evidence, and would thus convict in such a case. The counterfactual that “if Acme Corp. had not dumped, the jury would not have found it guilty” is thus false in such a counterfactual. Thus, the “video evidence is sufficient for legal proof without being sensitive to the fact that it proves.”[[190]](#footnote-190)

Sensitivity is Insufficient for Conviction

The objections which hold that sensitivity is insufficient to convict mirror the objections to the causal account on the same grounds. Indeed, the same cases used to argue against the causal account, namely First of the Gatecrashers and Bold Prisoners, also apply to the sensitivity account. Starting with First of the Gatecrashers, Blome-Tillmann argues that the verdict handed to Hannah is sensitive if and only if the following counterfactual claim is true:

“If Hannah hadn’t gatecrashed, then the court wouldn’t have found Hannah liable.”[[191]](#footnote-191)

Yet because Hannah caused the others to join in on the gatecrashing, in the closest possible world in which Hannah does not gatecrash, no statistic that 70 percent of the attendees gatecrashed would have occurred. Thus, in the nearest possible world in which Hannah does not gatecrash, no trial would have occurred, making the counterfactual claim true. Thus, in First of the Gatecrashers, the liable verdict would be sensitive to the evidence.

Similarly, a guilty verdict in Bold Prisoner would be sensitive as well, according to Moss:

“In *Bold Prisoner*, the defendant caused the riot. We can suppose that if he hadn’t started the riot, the guards wouldn’t have been harmed at all. Hence the jurors are basing their verdict on evidence that is sensitive to the fact that the defendant is guilty, in virtue of being causally connected to it.”[[192]](#footnote-192)

Had the bold prisoner not started the attack on the guard, the other prisoners would not have joined in, and there would thus be no attack on the guard at all. There would thus not have been a trial, and thus the claim that “had the defendant not attacked the guard, the jury would not have found him guilty” would be trivially true.

Furthermore, in the Opportunistic Gatecrasher and Reluctant Prisoner cases, convictions would be sensitive. The ruling in Opportunistic Gatecrasher is sensitive if and only if the following counterfactual claim is true:

“If Sarah hadn’t gatecrashed, then the court wouldn’t have found her liable.”[[193]](#footnote-193)

Such a claim is true, Blome-Tillmann claims, because “if Sarah hadn’t gatecrashed, she would have gone to the pub, wouldn’t have been photographed in the stadium, and wouldn’t have been taken to court in the first place.”[[194]](#footnote-194) This would make the statistic presented in Opportunistic Gatecrasher, on the sensitivity account of legal proof, individual evidence rather than bare statistical evidence. Yet because, from the point of view of the judge, the evidence in Opportunistic Gatecrasher is the same as the evidence in the B version of the Gatecrasher case, it is bare statistical evidence, and would presumably be subject to the Wells Effect.

Just like Opportunistic Gatecrasher, a conviction in Reluctant Prisoner would be sensitive. The relevant counterfactual in Reluctant Prisoner is as follows:

“If the defendant hadn’t attacked the guard, then the court would not have convicted him.”

Yet the defendant joins in on the attack because the other prisoners attacked the guard first. Thus, in the nearest possible world in which the defendant does not attack the guard, the other prisoners do not attack the guard initially, and thus no statistic that 96 percent of the prisoners attacked the guard would be present. The jury would thus not find the defendant guilty because no trial would have occurred.

**Objections to Moss’ Knowledge-Based Account**

Given that Moss’ article is relatively recent, there is not a set of stock objections from which this thesis can draw. Nevertheless, there are a few problems with her account.

What Counts as a “Reasonable” Doubt?

Moss notes that as a matter of legal fact, doubts regarding Cartesian demons or government conspiracy are generally inadmissible and insufficient to justify a reasonable doubt.[[195]](#footnote-195) In most cases, this is to be expected – it would be both epistemically and pragmatically undesirable to regularly entertain doubts about the external world in the courtroom.

Yet Moss notes that what counts as a relevant alternative to the claim that the defendant is guilty, and thus what counts as a reasonable doubt to entertain, is context sensitive.[[196]](#footnote-196) The trouble occurs when trying to determine what counts as a reasonable doubt and in which circumstances it counts as reasonable. Take as an example the aforementioned *Kramer v. Weedhopper*. As a civil case, its burden of proof was the less strict preponderance of the evidence. The Illinois appellate court held Lawrence liable based on three facts: “(1) Lawrence supplied 90% of Weedhopper's AN4-33 bolts in 1979; (2) Lawrence was used by Weedhopper to supply bolts to meet general demand; and (3) Hughes Aviation was used to supply bolts only as specially necessary.”[[197]](#footnote-197) From this, the court held that the evidence presented “while circumstantial, permits the inference that the bolts in Weedhopper's bin and the bolt supplied to Kramer were purchased from Lawrence. Hughes Aviation was merely a "*possible*" source of the bolt and *plaintiff need not, at least at summary judgment stage, disprove that possibility* [emphasis mine].”[[198]](#footnote-198) On Moss’ view, then, the possibility that Hughes supplied the bolt is not relevant because in this context, it is not a possibility “according to which causation [i.e., that Lawrence supplied the bolt] is no more than .5 likely.”[[199]](#footnote-199)

Yet trouble arises in determining the specific context in which bare statistical evidence is sufficient for conviction. The context of *Kramer* is quite similar to the context of the B version of the Red Cab Case – both involve bare statistical evidence which provides the rates at which two mutually exclusive companies were present at the context in which the relevant event occurred. In the B version of the Red Cab Case, the statistical evidence shows that Red Cab Company operated 70 percent of the cabs and Green Cab Company operated 30 percent of the cabs in the area that Smith’s accident occurred in. In *Kramer*, the statistical evidence shows that Lawrence provided 90 percent of the bolts to Weedhopper, while Hughes provided only 10 percent of the bolts. But as Wells’ experiment showed, neither laypeople nor judges routinely hold the defendant liable in cases like the B version of the Red Cab Case.[[200]](#footnote-200) Indeed, in *Smith v. Rapid Transit Inc*., the real-life case which inspired the Red Cab Case, the ruling for the defendant was given even though Rapid Transit “had the sole franchise for operating a bus line on Main Street, Winthrop [the street on which the accident occurred].”[[201]](#footnote-201)

This spells a problem for Moss’ explanation of the ruling in *Kramer* because of the differences between the context of *Kramer* and the context of the B version of the Red Cab Case and *Smith v. Rapid Transit* to warrant the disparity in rulings. Given that the salient facts in *Kramer* are so similar to the salient facts in the B version of the Red Cab Case and the salient facts in *Smith*, the claim that the possibility that Hughes supplied the bolt constitutes an unreasonable doubt would be incompatible with the claim that the possibility that the cab which hit Mrs. Smith was a green cab does constitute a reasonable doubt.

Next, the presence of successful entrapment defenses presents a problem for Moss’ theory. A successful entrapment defense must prove two facts: first, that a government agent (e.g., a police officer) induced the defendant to commit the crime in question,[[202]](#footnote-202) and second, that the defendant would not have committed the offense had the government agent not induced him to do so. Successful entrapment defenses are rather rare, but not unheard of. Whether or not an entrapment defense fails, the presence of entrapment defenses presents a problem for Moss’ account of legal proof. On Moss’ view, reasonable doubt prevents against the “epistemic inflation”[[203]](#footnote-203) that would occur if courts were to consider unreasonable doubts that may undermine legal proof. The possibility of far-fetched ideas should be set aside so as not to make legal proof as “elusive” as philosophical certainty. One type of possibility that Moss claims reasonable doubt asks jurors to set aside is the possibility of governmental conspiracy. Yet in entrapment defenses, these possibilities are brought forth to be reckoned with. For example, in *Sorrells v. United States*, the entrapment defense rested in part on the fact that a prohibition agent named Martin had asked the defendant to provide him liquor (note that this was during Prohibition).[[204]](#footnote-204) The court concluded that

“the act for which defendant was prosecuted [viz. the procurance of alcohol] was instigated by the prohibition agent, that it was the creature of his purpose, that defendant had no previous disposition to commit it but was an industrious, law- abiding citizen, and that the agent lured defendant, otherwise innocent, to its commission by repeated and persistent solicitation in which he succeeded by taking advantage of the sentiment aroused by reminiscences of their experiences as companions in arms in the World War.”[[205]](#footnote-205)

Because of the element of government intent to induce the defendant to commit crime that would otherwise not have occurred to the defendant, entrapment defenses introduce possibilities that typically would be excluded on Moss’ account of reasonable doubt. Internal to the concept of entrapment is the idea of conspiracy, so by bringing it up, conspiracy becomes relevant. Because it is internal to the defense (i.e., it follows from the facts at hand in a case), it is not the same as Cartesian doubt.

Given that what counts as a reasonable doubt is context-sensitive, doubts around government conspiracy need not be treated as absurd in all cases. There is a long history of U.S. federal infiltration and prosecution of (mainly left-wing) political dissidents,[[206]](#footnote-206) and if such facts are relevant to a case involving such groups, then there is no epistemic harm in bringing up hypotheses about government overreach.

Thus, it is either the case that there are certain doubts which are, *ipso facto*, irrelevant, in which case there are limits to the contextualism of knowledge, or there are no such doubts, in which case the purpose of stipulating *reasonable* doubt is puzzling.

Moss’ Standard Does Not Explain Borderline Cases

Recall Moss’ explanation of the verdicts in *Kramer v. Weedhopper* and in *Manko* *v United States*. The ruling against Lawrence in *Kramer* was based on the claim that in the context of a civil case, the 90% probability that the defective bolt was supplied by Lawrence was sufficient to permit “the inference that the bolts in Weedhopper's bin and the bolt supplied to Kramer were purchased from Lawrence.”[[207]](#footnote-207) Moss’ explanation for this judgement is that the preponderance of the evidence requires that “the factfinder must rule out all relevant possibilities according to which causation is no more than .5 likely.”[[208]](#footnote-208) Because the possibility of Hughes supplying the bolt instead of Lawrence was only .1, it did not lower the probability that Lawrence supplied the bolt below .5, and thus was not sufficient to rule in favor of Lawrence. Furthermore, the moral stakes of *Kramer* may have influenced the weight given to the possibility that Hughes supplied the bolt. For example, because Lawrence is a company, and not a specific individual, the associated moral stakes for being wrong are lower than they would be in an equivalent case in which the defendant were a person. As Moss claims, “[f]alse profiling that harms some specific person… might also carry distinctive moral costs… By contrast, false verdicts in some product liability and toxic tort cases may lack any similar costs.”[[209]](#footnote-209)

Yet such an explanation flies in the face of previously established precedent. Note that *Red Cab* mirrors *Kramer* in that the defendant is a company, rather than a specific individual. Thus, whatever moral considerations ought to influence the ruling in one ought also to apply to the other. Moss’ explanation of the ruling in *Kramer* would also have to apply to the B version of Red Cab – the associated moral costs of being wrong about Red Cab Company are less severe than the moral costs of being wrong about a specific individual in, for example, Prisoners or Gatecrasher. If Moss’ reasoning for the ruling in *Kramer* is correct, then a discrepancy in probability is insufficient to motivate the discrepancy in ruling. As the probability that the Green Cab Company caused the accident is only .3, it is not a possibility that would lower the probability that the Red Cab Company caused the accident below .5. Thus, one should rule in favor of the plaintiff in *Kramer* if and only if one should rule in favor of the plaintiff in the B version of the Red Cab Case.

However, in both the actual *Smith v. Rapid Transit Inc.* and in the experiments that Wells conducted, both judges and laypeople were quite reticent to rule in favor of the plaintiff. Moss’ explanation of the ruling in *Kramer* thus cannot account for the general trend to rule in favor of the defendant in structurally similar cases. In trying to explain the ruling in the exceptional case, Moss weakens the explanatory power of the reasoning for the general trend in rulings.

Furthermore, as Moss notes, the original ruling in *Kramer* was in favor of Lawrence, until the Illinois appellate court overruled in favor of the plaintiff. Whatever possible disanalogy there may be between the Red Cab Case and *Kramer*, there is no disanalogy between the facts available to the district court and the facts available to the appellate court. While the district court’s ruling was not final (as the appellate court overruled it), Moss’ account cannot account for the initial ruling in terms of relevant alternatives – either the possibility that Hughes supplied the bolt is relevant or it is not. Given that the facts of the case did not change between the rulings, *someone* had to have ruled incorrectly. And given that the reasons to hold that the appellate court ruled correctly in *Kramer* would entail revising our reticence to rule in favor of the defendant in the B version of the Red Cab Case, it is unclear that Moss’ explanation is correct.

Moss’ Standard is Not Useful or Informative

What differentiates the preponderance of the evidence from beyond a reasonable doubt is, on Moss’ view, that the latter requires that one rule out doubts of a certain type that would undermine the elusively of the knowledge. By contrast, the preponderance of the evidence merely requires that the factfinder have probabilistic knowledge – that is, that the “factfinder has certain credences and that those credences constitute knowledge.”[[210]](#footnote-210) Given the standard of preponderance of the evidence, the credence suffices for the imposition of liability if and only if the factfinder’s subjective probability of liability exceeds .5, and that this credence is sufficient for knowledge.

The trouble that arises stems from the fact that there does not seem to be a clean explanation for why the credence justified by individual evidence constitutes knowledge while the credence justified by bare statistical evidence alone does *not* constitute knowledge. In explaining how the B version of Gatecrashers does not meet the preponderance of the evidence, Moss argues that while the plaintiff can show that most of the attendees gatecrashed, the defense brings up the possibility that “that he is an individual, not represented by features of the group to which he belongs. Given the lottery-like similarity of all the possible defendants in the Gatecrasher scenario, this possibility is impossible to ignore.”[[211]](#footnote-211) Thus, while the factfinder is justified in having a degree of belief of .7 that the defendant gatecrashed, the degree of belief does not constitute knowledge because of the presence of a relevant alternative to the proposition that the defendant gatecrashed which cannot be ruled out.

Yet a similar account could be given in the A version of the Gatecrasher case. The eyewitness in the A version is imperfect – to such an extent that the posterior probability that the defendant gatecrashed is .7. As a matter of empirical fact, eyewitness testimony *is* often unreliable, often failing to correctly identify a suspect.[[212]](#footnote-212) The defense could provide an argument that because eyewitness testimony is imperfect, especially given the chaos at the rodeo, the eyewitness testimony alone is insufficient to rule out relevant alternatives to the proposition that the defendant gatecrashed. One such alternative is as follows. Suppose that the policeman perceives someone (let’s call him James) who looks a great deal like John. Later, after seeing the photo of John, he mistakenly claims that John was the man he saw gatecrash. In this case, the relevant possibility that the policeman simply mistook the identity of the culprit cannot be ruled out by the eyewitness testimony. Thus, it appears that the credence that would be justified by the eyewitness testimony does not constitute knowledge.

A second problem with this account is that it clashes with Moss’ explanation of the exceptional cases, such as *Kramer v. Weedhopper*. In defending the ruling in *Kramer*, Moss claims that “statistical evidence suffices to prove causation just in case the factfinder knows that causation is more than .5 likely… the factfinder must rule out all relevant possibilities according to which causation is no more than .5 likely.”[[213]](#footnote-213) Yet the problem that arises with this account is why relevant possibilities that are improbable do not undermine the “elusiveness” of the proof. Why are causal claims not undermined by the presence of relevant alternatives while other types of claims are?

A similar problem arises when considering criminal cases. Consider the A version of Prisoners, in which the second guard sees Stevens attack the first. Given the fact that the guard is 99% accurate in his assessment of the suspect, why is his eyewitness testimony sufficient to rule out the relevant alternative that he misperceived the identity of the attacker?

CHAPTER 4

THE PROPOSED SOLUTION

**“Gut of the Quantifier”[[214]](#footnote-214) – On *De Re* Belief**

I attack the question of the purpose of evidence in legal cases indirectly, by first making some claims about certain features of the legal system. The first claim that I wish to make is that the pronouncement of a verdict (for example, the jury saying “we find *S* guilty” or “we find *S* innocent”) is a type of speech act in Austin's sense of the word because there are certain limitations on its pronouncement and its force.

One such limitation is the first gamma condition of speech acts, which states that:

“Where, as often, the procedure is designed for use by persons having certain thoughts or feelings, or for the inauguration of certain consequential conduct on the part of any participant, then a person participating in and so invoking the procedure must in fact have those thoughts or feelings, and the participants must intend so to conduct themselves”[[215]](#footnote-215)

Failure to follow this gamma condition does not render the speech act void, but it does render it “unhappy.”[[216]](#footnote-216) The pronouncement of a legal verdict is a type of speech act called a *verdictive*, which “consist in the delivering of a finding… upon evidence or reasons as to value or fact.”[[217]](#footnote-217) In the context of law, then, the deliverance of a verdict consists in delivering the judge or jury’s finding about the fact of the matter in question at the trial. For a factfinder to violate the Γ.1 condition of a speech act, his pronouncement must be insincere, by, for example, claiming that he finds the defendant guilty when he in fact believes that the defendant is innocent. In other words, a felicitous verdict is one in which the factfinder delivers the verdict which is in accordance with his beliefs. Thus, for example, a guilty verdict is felicitous only if the jury believes that the defendant is guilty.

But in bringing up belief, thorny questions about the ambiguity of belief arise. The following example, taken from Quine, shows that certain beliefs can mean different things. The sentence “Ralph believes that someone is a spy”[[218]](#footnote-218) could either mean that Ralph believes that a specific person (whom Quine calls “Bernard J. Orcutt”[[219]](#footnote-219)) is a spy, or that Ralph believes that there are spies, but his belief is about the general existence of spies rather than a belief about a specific person. Quine formalizes the two separate readings of the sentence respectively:

“(7) (∃:x) (Ralph believes that x is a spy),

(8) Ralph believes that (∃:x) (x is a spy)”[[220]](#footnote-220)

The former reading picks out a specific thing (in this case, Mr. Orcutt) as the referent of “someone.” Thus, this type of reading is called *de re* (of the thing.) By contrast, the latter does not pick out specific referent. On this reading, Ralph is simply stipulating that there are spies in the world – there are members of the Central Intelligence Agency or the Russian Federal Security Service – but this belief is not about any specific thing or person. In contrast to a *de re* reading, this latter type of reading is called a *de dicto* (loosely translated “of the phrase spoken”) reading. On a *de re* reading, “Ralph believes that someone is a spy” means that Ralph believes that someone, namely Orcutt, is a spy, while on a *de dicto* reading, “Ralph believes that someone is a spy” means that Ralph is merely asserting that there is an indeterminate person who is an employee of a spy agency.

Just because a belief, read *de dicto*, can be true, this does not imply that a *de re* reading of a belief must be true. Here, an analogy between belief and the modal operator is fruitful for showing this. In the following example, let D(x) = x is a dictator, a = Al, b = Bernard, and c= Carl. Suppose that in three possible worlds, the facts are as follows:

W1 = {D(a), ~D(b), ~D(c)}

W2 = {~D(a), D(b), ~D(c)}

W3 = {~D(a), ~D(b), D(c)}

Now consider the proposition “necessarily, someone is a dictator.” This proposition may be read as claiming that there is a specific individual who is necessarily a dictator, or claiming that *someone* must be a dictator, but it need not always be the same person. The two claims may be formalized respectively:

∃x(□D(x)) (*de re*)

□∃x(D(x)) (de dicto)

These may be read respectively as “someone is *necessarily* a dictator” while the latter may be read as “necessarily, *someone* is a dictator.” Note, however, that the first is false. There is no individual who is a dictator in all possible worlds – while Al is a dictator in W1, he is neither a dictator in W2 nor a dictator in W3. Similarly, while Bernard is a dictator in W2, he is neither a dictator in W1 nor in W3. As for Carl, his dictatorship is limited to W3 – neither W1 nor W2 sees him take up such a property. However, the latter claim, that necessarily, *someone* is a dictator, is true. In all three possible worlds, there is some individual who has the property. Analogously, belief works in a similar way. Ralph’s belief that someone, *de dicto*, is a spy does not entail that Ralph believes that a specific individual is a spy.

At this point, one must expand upon what it means for a piece of evidence to support a belief *de re*. Furthermore, what types of evidence support which types of beliefs? As previously shown, the truth conditions for a *de re* belief can differ from the truth conditions of a de dicto belief. In the example of Ralph and the spies, the claim that “Ralph believes that someone is a spy” is true if the claim is read *de dicto*, but false if read *de re* – while Ralph believes that there are employees of spy agencies, he is not attributing such employment to any specific individual.

The following analogy between the statements about dictators given earlier and *de re* and de dicto beliefs helps underline a further point about justifying *de re* and de dicto beliefs. As presented so far, the de dicto reading of “necessarily, someone is a dictator” (i.e., □∃x(D(x)), given the earlier formalization) is true, while the *de re* reading of “necessarily, someone is a dictator” (∃x(□D(x)), given the earlier formalization) is false. However, given a different set of facts, the *de re* belief could become true. Suppose that in every possible world in which “Al” refers, Al is a dictator.[[221]](#footnote-221) This change in facts changes the proposition, read *de re*, from false to true. Yet because Ralph’s beliefs are about spies, what is analogous to a change in facts in the dictator case becomes a change in available evidence in the case of Ralph. Thus, the claim about *de re* and de dicto beliefs which is worth noting here is that a change in available evidence can change the quantification of the belief – or, more simply, that different types of evidence justify a difference in the location of the quantifier.

Returning to Ralph, consider how he might justify the belief that someone (de dicto) is a spy – that is, that there are spies in the world. Such a belief may be sufficiently justified by looking up the number of employees that a given spy agency employs, or even by simply reasoning that there are certain organizations (e.g., the CIA or FSB) whose employees engaging in espionage. Yet note that such evidence does not suffice to justify the claim that someone (read *de re* as, for example, Mr. Orcutt) is a spy. Evidence that would justify such a claim would seem far different from the evidence that justifies the de dicto belief. For example, Ralph could justify such a belief (if he were to have it) by accessing evidence that Orcutt is secretive, enters and leaves his house at strange hours, dresses in a trench coat and fedora, asks pointed questions about those around him, and so on. The types of evidence that would justify Ralph believing that Orcutt is a spy is evidence which is *about* Orcutt in particular. In short, then, what it means to say that a piece of evidence justifies a belief *de re* is to say that the evidence justifies the belief to be about a specific object in particular. I offer the following as a tentative formalization of this claim:

*De re belief*. A piece of evidence *e* justifies a belief *B de re* if and only if *e* picks out an object *O* *de re* such that one is justified in holding *B* about *O*.

The evidence that Ralph could use to justify the de dicto belief is thus insufficient to justify the belief *de re* – armchair reasoning that there are people employed in espionage is not evidence about any flesh and blood person.

This is all well and good, but questions remain about how the referent of a belief is picked out and how beliefs are passed from person to person. After all, in the A version of the cases considered so far, the eyewitness’ beliefs are passed onto the judge or jury presiding over the case. So, for example, how does the policeman’s belief that John gatecrashed get passed onto the judge presiding over John’s case in the A version of Gatecrashers?

What is noteworthy here is that there is a striking resemblance between the quantification of the object of a *de re* belief and proper names. Just as proper names individuate a specific entity, to hold a belief about something *de re* entails individuating the object about which one holds the belief. A further analogy which I wish to hold is that *de re* beliefs are passed on in a way much like how knowledge of proper names is, on Kripke’s causal-historical account of proper names.

Kripke’s theory is not formalized in *Naming and Necessity*, but he nevertheless gives a “rough statement of the theory.”[[222]](#footnote-222) In his view, an object is given an “initial ‘baptism’”[[223]](#footnote-223) when first given a proper name. This fixes the referent of the name, either via ostention (i.e., by pointing to the object) or via definite description. The meaning of the name is then “passed from link to link”[[224]](#footnote-224) in a causal chain, so that even those who were absent from the initial baptism can understand the meaning of the name. A stylized example consists of the following. Suppose Heinrich is an astronomer who, one night, finds some new star previously unrecorded in astronomical charts. Ever the narcissist, he dubs it “Heinrich’s Red Giant.” This fixes the referent of the name “Heinrich’s Red Giant” by mental ostention – Heinrich points out the star and says to himself “this star is hereby named ‘Heinrich’s Red Giant.’” The following day, he tells his fellow astronomer Martin about the discovery. To fix the referent, Heinrich could probably not use ostention to show the location of the star (as astronomical equipment does not work well in the daytime) but could give a definite description to Martin – for example, by saying that Heinrich’s Red Giant is a member of a specific galaxy, that its location is next to previously catalogued stars S0 and S1, and so on. Soon, via a series of instances in which the meaning of the name is passed on, the scientific community comes to know the meaning of “Heinrich’s Red Giant.”

I argue that *de re* beliefs are passed on in a similar manner – first, by fixing the referent of the belief either via ostention or definite description, and then by passing the referent of the belief on link to link. An analogous example might be given as follows. Mark is walking down Main Street at 3:42 pm on Tuesday when he sees a man wearing a welder’s mask and wielding a crowbar. Mark then wonders whether the man he sees is so equipped because he is a robber and concludes that he is. Mark thus forms the belief that the man he saw on Main Street at 3:42 pm on Tuesday who wore a welder’s mask and wielded a crowbar is a robber. The definite description “the man he saw on Main Street at 3:42 pm on Tuesday who wore a welder’s mask and wielded a crowbar” is a definite description which fixes the referent of the belief. If we let Bm(x) = Mark believes that x, D(x) = x is a man who wore a welder’s mask and wielded a crowbar on Main Street at 3:42 pm on Tuesday (I’m lazy and don’t want to quantify each piece of the cluster of definite descriptions separately), and R(x) = x is a robber, Mark’s belief may be formalized as follows:

(∃x) (Bm (D(x) & R(x)))

Mark’s belief is thus a *de re* belief – it is quantified in such a way as to pick out a specific referent. Alternatively, Mark could simply mentally “point” to the man in question to fix the referent, by saying “*that* man is a robber” to himself. Mark then might return home and tell his roommate Luke about the belief he formed that afternoon. In doing so, he passes on the referent of the belief along with the belief via definite description such that Luke now also believes that the man who wore a welder’s mask and wielded a crowbar on Main Street at 3:42 pm on Tuesday is a robber. Thus, letting Bl(x) = Luke believes that x, Luke now has the following belief:

(∃x) (Bl (D(x) & R(x)))

The belief *de re* has been passed on from Mark to Luke in much the same way that the meaning of a proper name is passed from link to link.

One final note before continuing is that legal trials need not consider *all* metaphysically possible worlds as relevant alternatives when adjudicating the case. There are at least two sets of possible worlds which a trial can easily disregard. First, if there are metaphysically possible worlds which are epistemically inaccessible to us (i.e., possible states of affairs about which we are unable to conceive), then it would, by definition, be impossible for the jury to grapple with it as a relevant alternative. Second, only those possible worlds which are compatible with the given evidence need be considered. Thus, for example, a possible world in which the defendant was never born because his parents never met is a possible world which the jury can safely ignore, as it is incompatible with the fact that the defendant not only exists but is on trial. The question about the extent to which possible world semantics is even needed at all when invoking a *de re*/*de dicto* distinction is further complicated by the fact that Quine, from whom the distinction derives, was famously hostile to modal logic. What is notable about the example of Ralph is the difference in the placement in the location of the doxastic quantifier “Ralph believes that,” *not* the modal operator “it is necessary that.”

***De Re* Belief as the Solution to the Puzzle**

The way that belief works in the legal system has a similar ambiguity to Ralph and his beliefs about spies. Consider the sentence “the judge believes that the defendant is liable.” Let B­J(*p*) stand for “the judge believes that *p*,*”* L(x) stand for “x is liable,” and D(x) stand for “x is a defendant.” A *de re* and *de dicto* reading of “the judge believes that the defendant is liable” may be formalized as follows:

*De re*: (∃x)(BJ(L(x)&D(x))

*De dicto*: BJ((∃x)(L(x)&D(x)))

In most cases, determining the identity of the defendant is a key element of the trial. If the defendant has an alibi, then there is a shadow of a doubt about the identity of the person who should be put on trial. Suppose, for example, Ferrero is on trial for a murder in Philadelphia. He produces an alibi, claiming that he was not in Philadelphia on the date of the murder. Therefore, it is impossible for him to have committed the murder, and thus the identity of the murderer is still unknown.

Because part of the importance of a legal trial is to determine the precise identity of the guilty party, legal rulings ought to be read *de re*. What matters in Ferrero’s case is not whether the judge believes that there is some guilty party, but rather whether *Ferrero in particular* is the murderer. The judge or jury who delivers the verdict declares a verdict about a specific person, namely the defendant. For sake of concision, I call the claim that verdicts ought to be read *de re* “*de re* verdicts.” The key difference between a *de re* reading and a *de dicto* reading of a legal verdict is that a *de re* reading specifically picks out the individual defendant, while the *de dicto* reading does not.

The difference between *de re* and *de dicto* legal rulings is analogous to the difference between individual and statistical evidence – individual evidence picks out a specific referent (namely the defendant) while bare statistical evidence does not. Thus, while individual evidence helps justify the belief that the defendant *de re* is liable, bare statistical evidence only justifies the belief that the defendant, read *de dicto*, is liable.

Returning to Prisoners, it would be reasonable to try all 25 prisoners. If, as before, we let B­J(*p*) stand for “the jury believes that *p*,*”* G(x) stand for “x is guilty,” and D(x) stand for “x is a defendant,” the *de re* and *de dicto* readings can be formalized as follows:

Prisoners (*de re*): (∃x)(BJ(G(x)&D(x))

Prisoners (*de dicto*): BJ((∃x)(G(x)&D(x)))

In the A version of Prisoners, the second guard sees Stevens attack the first. The eyewitness testimony thus individuates Stevens, and thus justifies the second guard in believing that Stevens committed the murder. This fixes the referent of the belief, much in the same way that ostention can fix the referent of a proper name. Via link passing, the guard’s testimony passes the belief onto the jury. Thus, the *de re* belief is justified – there is a specific person (namely, Stevens) whom the jury believes is a guilty defendant. Given that there is a justified *de re* belief in the A version of Prisoners, the belief is sufficient for conviction. By contrast, in the B version of the case, the videotape is too grainy to determine the identity of the abstaining prisoner. The bare statistical evidence is thus insufficient to individuate any specific defendant, and is thus insufficient to justify the belief *de re*. Accordingly, while the jury is thus justified in believing Prisoners (*de dicto*), the justification for Prisoners (*de re*) is insufficient – their belief does not concern any specific prisoner.

Considering this distinction, one might see how the discrepancy in judgement in Gatecrasher-like cases may be conserved as well. In the A version, the policeman who testifies fixes the referent of his belief via ostention. To pass the belief onto the jury, he may use definite description in his testimony (by, for example, stating what John wore) to help pass on the referent of the belief. Even though the bodies of evidence in the two separate cases raise the probability of guilt to the same degree, individual evidence ties the defendant *de re* to the event in question, while the types of statistical evidence presented in Gatecrasher-like cases is insufficient to connect the defendant *de re* to the event in question.[[225]](#footnote-225) Or, in other words, in the B version of the Gatecrasher cases, the evidence does not provide sufficient reason to believe that *John* gatecrashed, rather than whosoever meets the definite description of “person who was present and photographed at the rodeo.” In the B version, why prosecute John and not someone else in the crowd?

In short, then, individual evidence in legal cases is a specific instance in which evidence can justify a *de re* belief and in which the belief can be passed on link to link. Given only bare statistical evidence, however, one cannot justify a belief about a specific object, and thus cannot justify a *de re* belief. This justifies the discrepancy in legal rulings because the importance of identifying the defendant correctly mandates that beliefs about the defendant be held *de re*.

**Formalizing the Standards**

What remains to be done for the theory is to formalize the burdens of proof. Note that the burden of proof for civil cases differs from the burden of proof in criminal cases. It would thus be unsurprising if the formalization of the preponderance of the evidence differs from the formalization of beyond a reasonable doubt.

The civil standard of preponderance of the evidence merely requires that the fact finder be convinced that “there is a greater than 50% chance that the claim is true.”[[226]](#footnote-226) What matters in this burden of proof is not the actual probability that a given party is liable, but rather that the trier of fact *believes* that the probability of liability exceeds 50 percent. In other words, what matters is not the objective probability, but the mental state of the fact finder. To properly formalize the preponderance of the evidence, then, we must introduce a model of beliefs. Furthermore, because the preponderance of the evidence explicitly refers to quantified probabilities, this model must be quantifiable as well.

Luckily, there is such a model already present in philosophical literature. Frank Ramsey’s “Truth and Probability”[[227]](#footnote-227) sketches a model upon which beliefs come in different degrees. For Ramsey (as well as for Keynes, in response to whom this essay was written), there are not only full beliefs, but “partial beliefs,”[[228]](#footnote-228) – that is, beliefs which we only hold partially. Critically, Ramsey claims that there need not be an exact correspondence between the objective probability of some proposition *p* and the degree of belief which *S* can justifiably hold about *p*.[[229]](#footnote-229) The argument for this claim is that, even if it were possible to measure the degree of belief that *S* has about *p*, no one perceives the objective probability relation concerning *p*. While in some cases (such as a coin flip), there is an agreed upon probability of an event occurring, this does not hold for most events. Therefore, a strict mathematical equivalence between objective probability and degree of belief is impossible.

Furthermore, subjective probability, or the degree of belief that one attaches to a proposition, does not occur in a vacuum. Rather than simply considering the probability of a given event, one “always considers *inter alia* his own actual or hypothetical degree of belief.”[[230]](#footnote-230)

But what concerns Ramsey more than simply criticizing Keynes is determining what a partial belief *is*.[[231]](#footnote-231) Much like the required theory of legal belief, this account must not only investigate probability, but belief as well. One initial problem is the “common view that belief and other psychological variables are not measurable,”[[232]](#footnote-232) for if beliefs are not measurable, then claiming that one has “a belief two-thirds of certainty”[[233]](#footnote-233) would be meaningless. Noting this problem, Ramsey grants two facts about beliefs. “First, some beliefs can be measured more accurately than others; and, secondly, the measurement of beliefs is almost certainly an ambiguous process leading to a variable answer depending on how exactly the measurement is conducted.”[[234]](#footnote-234) However, Ramsey then notes that similar problems exist in areas which depend on measurement, without sufficiently undermining the meaning of the measurement. The two preceding problems are thus insufficiently severe to prevent the development of a coherent model of probabilistic belief.

Ramsey’s model rests on a few necessary abstractions. First, any model of belief must “assign to any belief a magnitude or degree having a definite position in an order of magnitudes; beliefs which are of the same degree as the same belief must be of the same degree as one another, and so on.”[[235]](#footnote-235) The range of values that Ramsey uses for such a model is from 0 to 1. A degree of belief of 1 in *p* denotes a full belief in *p*, a degree of belief of 0 in *p* denotes a full belief in ~*p*, and a belief of .5 in *p* denotes “equal beliefs in the proposition and its contradictory.”[[236]](#footnote-236)

However, Ramsey notes that there is an ambiguity in what it might mean to say that one has, for example, a 2/3 degree of belief in *p*. There are two options which he considers. First, Ramsey considers, but ultimately rejects, the claim that “the degree of a belief is something perceptible by its owner; for instance that beliefs differ in the intensity of a feeling by which they are accompanied, which might be called a belief-feeling or feeling of conviction, and that by the degree of belief we mean the intensity of this feeling.”[[237]](#footnote-237) The reason why Ramsey rejects such a view is that “the beliefs which we hold most strongly are often accompanied by practically no feeling at all; no one feels strongly about things he takes for granted.”[[238]](#footnote-238) My belief in the law of non-contradiction, for example, rarely elicits strong emotion in me, even though I hold such a belief so strongly that I consider the law self-evidently true.

The second alternative, and the one which Ramsey endorses, is that a “degree of a belief is a causal property of [the belief], which we can express vaguely as the extent to which we are prepared to act on [the belief].”[[239]](#footnote-239) Note that this is the extent to which we are *prepared* to act on our beliefs, rather than the extent to which we *do* act – “it is not asserted that a belief is an idea which does actually lead to action, but one which would lead to action in suitable circumstances; just as a lump of arsenic is called poisonous not because it actually has killed or will kill anyone, but because it would kill anyone if he ate it.”[[240]](#footnote-240)

As a heuristic to measure such a willingness, Ramsey turns to betting. The lowest odds one will accept on a bet on *p* would represent one’s degree of belief in *p*.[[241]](#footnote-241) Note, however, that this is a *heuristic*, and not a complete model; special considerations (such as willingness to bet) are ignored on this view. Nonetheless, the analogy between degrees of belief and betting is insightful insofar as both allow for a continuous, quantified range of options in which the belief can be expressed – just as one might accept a bet at 2 to 1 odds but not accept a bet at 3 to 1 odds, so too would a degree of belief in *p* at 2/3 not require or entail a degree of belief in *p* at ¾.[[242]](#footnote-242)

Given this model, the mystery of the preponderance of the evidence can be solved. What matters is the judge’s degree of belief. More specifically, what matters is that the judge’s degree of belief that the defendant is liable exceed .5. Yet “the defendant” is to be read *de re*, as per section B. What is required is that the judge’s degree of belief exceed .5, and that the belief in question be a justified *de re* belief about a defendant. Thus, combining the two sections together, the preponderance of the evidence is met if and only if there is an x such that the factfinder’s degree of belief that the x is liable exceeds .5.[[243]](#footnote-243) Using the earlier notation and letting “DOBS(*p*)” stand for “S’ degree of belief about *p*,” a formalization of the standard would be as follows:

Preponderance of the evidence (excluding market share liability and similar types of cases): preponderance of the evidence is met iff ∃x(BJ(Lx)) & DOBJ (L(x)) > .5

Note that the introduction of the concept of degrees of belief does not undermine the use of possible worlds, and vice versa. The marriage between the Ramseyan model of degrees of belief and the *de re*/*de dicto* distinction need not be an unhappy one. To see this, let us return to the notation used in the example of Al, Bernard, Carl, and dictators. As before, let us suppose that we have the following possible worlds:

W1 = {D(a), ~D(b), ~D(c)}

W2 = {~D(a), D(b), ~D(c)}

W3 = {~D(a), ~D(b), D(c)}

As before, the *de dicto* claim that □∃x(D(x)) is true, while the *de re* claim that ∃x(□D(x)) is false. If I have access to all relevant information and I am rational, my degree of belief in □∃x(D(x)) would be quite high, while my degree of belief in ∃x(□D(x)) would be quite low. In fact, insofar as the *de dicto* proposition is tautologically true (given the possible worlds under consideration), while the *de re* proposition is tautologically false (given the possible worlds under consideration), it would be rational for my degrees of belief to be 1 and 0, respectively.

In the context of the courtroom, consider the following case in which a is the defendant at a civil trial. The judge considers three possible worlds, where “L(a)” denotes “a is liable.”

W1 {L(a)}

W2 {L(a)}

W3 {~L(a)}

The defendant, a, is liable in over half the worlds but is not individuated *de re*. Only if we were to eliminate W3 as a possible world would the *de re* proposition that ∃x□(L(x)) be true. Yet the fact that a is liable in over half the possible worlds does *not* entail that the justified degree of belief about the *de re* proposition also exceed .5. Degrees of belief do not represent possible worlds, but the mental state of the person whose belief it is. The proportion of possible worlds is not what is important for liability, but the strength the judge has in the *de re* belief.

Another worry is that the Ramseyan model of partial belief is incompatible with modal beliefs. After all, the betting heuristic only works insofar as one eventually receives a payout. However, given that one cannot access all possible worlds, modal beliefs would never receive a payout – there would never be a state of affairs which can verify *de re* or *de dicto* propositions which invoke modality. However, note that Ramsey’s invocation of betting is a heuristic, and not the sum total of how degrees of belief may be quantified. Indeed, given that a degree of belief of .5 in *p* entails “equal beliefs in the proposition and its contradictory.”[[244]](#footnote-244) Thus, given that a degree of belief represents the willingness to act on the belief, to have a degree of belief over .5 on *p* would simply entail that one is more willing to act on *p* than to act on ~*p*. Thus, having a belief which meets the preponderance of the evidence would simply mean that the factfinder is more willing to act on the belief than to act on its contradiction. Given that this account does not invoke the heuristic of betting, questions about modality do not apply.

To recap, then, the preponderance of the evidence requires that the factfinder have a degree of belief in a proposition that exceeds .5. This proposition, however, cannot be any proposition whatsoever, but rather a proposition which individuates the defendant *de re*.

To see how this accounts for the discrepancy in verdicts, suppose that, as previously stated, the A version of Red Cab features eyewitness testimony and the B version features purely statistical evidence. Let BE(*p*) = the eyewitness (E) believes that *p*, L(x) = x is liable, and that R(x) = x is a red cab. Given the eyewitness testimony, the following is true:

(∃x) BE (R(x) & L(x))

Furthermore, we know that all and only those cabs that are red belong to Red Cab Company. Formalizing this, let r = Red Cab Company, O(x,y) = x owns y. Thus:

∀x (R(x) ↔ O(r,x))

Given that only those epistemically accessible possible worlds which are compatible with the evidence need to be considered, we can rule out possible worlds in which the eyewitness lacks this belief.

Given the somewhat more difficult task of formalizing the preponderance of the evidence, the easier task of formalizing beyond a reasonable doubt remains. Unlike the preponderance of the evidence, there is considerable controversy about which quantification most accurately encapsulates the burden of proof, or even whether reasonable doubt can be quantified. If it is the case that reasonable doubt can be quantified, such thresholds often hover around .9 to .95.[[245]](#footnote-245) Thus, the formalization of beyond a reasonable doubt would look a lot like the formalization of the preponderance of the evidence. In particular, on this view, the prosecution meets the criminal standard of beyond a reasonable doubt if and only if there is an x such that for all y, if y is a factfinder at the trial,[[246]](#footnote-246) then the degree of belief that y assigns to the proposition that x is guilty exceeds .9 (or .95 if one is applying the more stringent threshold). Let G(x) = “x is guilty,” BJ­(*p*) = “a juror believes that *p*,” and J(x) = “x is a juror” Thus,

Beyond a reasonable doubt (quantified version): beyond a reasonable doubt is met iff ∃x∀y(J(y)→(BJ(Gx)) & DOBJ > .9.)

If, on the other hand, Moss is correct that there is something “elusive” about reasonable doubt, then the invocation of a specific degree of belief is not beneficial to understanding the standard. In this instance, the formalization of the standard would thus not need to be quantified in such a precise manner. The worry, however, is that a belief-based view of legal standards would be unable to account for the elusiveness of legal proof. However, recent work in epistemology[[247]](#footnote-247) suggests that beliefs may *also* be context-sensitive in the same way that knowledge and legal proof are on Moss’ view. Just as a change in context may undermine knowledge, so too may it undermine *belief* as well. Indeed, philosophical examples of the former resemble philosophical examples of the latter.

The archetypical example of the claim that pragmatic interests can influence what counts as knowledge, known as “pragmatic encroachment,” comes from Jeremy Fantl and Matthew McGrath’s “Evidence, Pragmatics, and Justification.”[[248]](#footnote-248) The two imagine two permutations of a scenario in which one finds oneself at a train station, asking if the incoming train stops at minor stops in between major destinations.[[249]](#footnote-249) In the first permutation of the thought experiment, the passenger has no pressing preference for a train that makes the stops or for a train which goes to the destination directly. When the passenger hears that the train does make the stops at the smaller stations, he has no suspicion that the answer is false.

In the second permutation, however, the passenger has a pressing need to be at the larger destination as soon as possible. When asking if the train stops at the smaller stations on the way, he (as before) hears that the incoming train does make the stops. However, the stakes introduce doubts: “Maybe the ticket-seller misunderstood his question. Maybe he misunderstood the answer. Who knows when he bought the ticket? I don’t want to be wrong about this. I’d better go check it out myself.”[[250]](#footnote-250) As a matter of intuition, Fantl and McGrath claim that the evidence in the first permutation of the case is sufficient to know that the train stops at the smaller stations. However, they also assume that the evidence does *not* justify knowing in the second permutation of the case. The introduction of doubt in the second permutation, in Moss’ terms, undermines the elusiveness of the knowledge.

A thought experiment in favor of the idea that some beliefs are stake-sensitive comes from Brad Armendt’s “Pragmatic Interests and Imprecise Belief.”[[251]](#footnote-251) Armendt’s example is also bipartite:

“You are in a conversation with a student, who asks you: in which part of his paper on truth and probability did Ramsey give that example about the unwholesome yellow toadstools? After a moment, you reply: in the last section of the paper, on the ‘logic of truth’. Soon after the student leaves your office, the phone rings. A local radio station invites you to play their quiz game. The prize for a correct answer to their question is valuable—a fabulous overseas vacation, let us say—and they offer you several subjects to choose among. You pick ‘probabilism’, and amazingly enough, they ask the very same question. Now you think a little longer; it seems like it was the last section of the paper, but could it have been earlier when Ramsey was talking about beliefs and frequencies?”[[252]](#footnote-252)

Note that when the game show asks the question, the stakes are high enough that the professor is beset by doubts. These doubts lower the degree of belief that the professor has in the proposition that the last section contains the toadstool example. But besides the quantitative degree of belief that one can have regarding a proposition, there are also doxastic mental states (e.g., belief, doubt, certainty, etc.) which Armendt calls *categorical beliefs*.[[253]](#footnote-253) In the toadstool example, the professor’s belief when responding to the student is categorically different from the mental state (viz. doubt) which he has when on the game show.

The preceding thus shows that there are some beliefs which may be stake and context sensitive in the same way that knowledge can be. If there is a stake-sensitivity to beliefs, then this can help explain how belief can also be “elusive” in a similar manner to knowledge. Given this, one may formalize reasonable doubt without reference to quantification:

Beyond a reasonable doubt (quantified version): beyond a reasonable doubt is met in some context *c* and some stake *s* if and only if in *c* and *s*, ∃x∀y(J(y)→(BJ(Gx))).

Note that in both formulations of the standard of beyond a reasonable doubt, the placement of the universal quantifier requires that *all* jurors have the same referent of the belief. If, for example, eleven jurors believe that Timothy is guilty of arson, but the twelfth lacks this belief for whatever reason (maybe she believes that it was not Timothy, but Henry, who was guilty of arson, or maybe the referent of her belief “someone is guilty of arson” is to be read *de dicto*), the single holdout is enough to prevent a conviction.

**Pre-Empting Objections**

There are several other odds and ends with which the theory must grapple. This section deals with seven possible objections and limitations to the thesis.

Market Share Liability

First, while the jury’s belief should be a belief that is read about the defendant *de re*,this does not apply for certain types of cases such as market share liability cases. In these cases, “liability is assigned according to the market share a particular company had.”[[254]](#footnote-254) In such cases, one might claim that liability is established *de dicto*: the court rules that whosoever has *x* percent of a market share, regardless of who it is, is liable for *x* percent of the damages. However, as Blome-Tillmann notes, “in successful cases of market share liability the negligence of the defendant companies has usually been established independently.”[[255]](#footnote-255) While the determination of the punishment in cases of market share liability may occur *de dicto*, the initial finding that the companies meet the threshold for negligence is found *de re*.

Outlier Cases

A second fact worth noting is that while the following holds for most cases, the nature of common law allows for a relatively large degree of autonomy on part of the judges. Thus, idiosyncratic cases will arise, in which the general trend of bare statistical evidence being insufficient for a liable or guilty verdict is bucked. *Kramer v. Weedhopper* is one such case – courts generally rule in favor the defendant when the prosecution’s argument for liability relies solely upon bare statistical evidence.[[256]](#footnote-256) The ruling in *Kramer* is thus faulty due to juridical autonomy and does not point to any epistemic deficiency in the Wells Effect.

The Role of DNA Evidence

Third, as previously mentioned, there are types of evidence which are not clearly individual or statistical. The blood in Kaye and Freedman’s example is one such instance, but DNA evidence is another type of evidence which could plausibly be seen as either individual or as purely statistical. Sine of the discrepancy here stems from the fact that part of the burden of admissibility of DNA evidence rests on proving that the evidence was collected in a scientifically proper manner.[[257]](#footnote-257) To that end, DNA evidence can resemble expert testimony as specified in Fed. R. Ev. 702 rather than lay testimony as specified in Fed. R. Ev. 701. This may point to the claim that in some instances, DNA evidence is not similar enough to other types of individual evidence (e.g., eyewitness testimony) to treat it as individua evidence. However, some of the discrepancy in rulings based on DNA evidence, then, is due to the fact that DNA evidence does not individuate the defendant in some instances (most notoriously in *The People v. O.J. Simpson*), while DNA evidence *does* individuate the defendant in other instances. One such example of DNA evidence helping to individuate a defendant is *State v. Abdelmalik*, in which the DNA left at the scene of a murder “matched Abdelmalik in a profile that would occur only once in one quintillion individuals.”[[258]](#footnote-258) Yet this was not the sum total of the evidence presented against Abdelmalik. Further evidence which individuated Abdelmalik were the facts that “in 1980, Abdelmalik worked at locations near the victim's apartment and had friends that lived on her street. During questioning, he admitted that [the victim’s] apartment building looked familiar. He initially acknowledged that [the victim] looked familiar to him but later stated that he had no memory of her name or face.”[[259]](#footnote-259) While the base evidence still requires the use of proper statistics and forensics, if handled properly, DNA evidence can, in instances like *Abdelmalik*, help to individuate a specific individual. Thus, DNA evidence is not wholly individual evidence nor is it wholly purely statistical – rather, the specific instance in which DNA evidence is presented determines whether it is one or the other.

An Account of False Convictions

A fourth objection might concern how false convictions occur on this account. As an unfortunate fact about our legal system, judges and juries sometimes get things wrong, and thus any epistemic account of the role of evidence in legal proceedings needs to grapple with this fact. However, note that we are talking about *beliefs*, and not knowledge. Unlike knowledge, beliefs need not be factive – false beliefs are nonetheless still beliefs. Among those types of beliefs that can be false can be beliefs about the referent of a belief. To turn to an example from Kripke, it was relatively common to believe that Einstein was the inventor of the atomic bomb, when in fact he was not.[[260]](#footnote-260) Suppose that somebody, let’s call him Steve, falsely believes that Einstein was the inventor of the atomic bomb. If we let S refer to Steve, and I(x) stand for “x is the inventor of the atomic bomb,” and e stand for “Einstein,” we can formulate the following truths:

~I(e)

BS(I(e))

But note that the latter individuates a referent of the belief, and thus implies that Steve believes that someone, namely Einstein, was the inventor of the atomic bomb. Thus,

∃x(BS(I(x)))

Yet this is just the formalization of a *de re* belief. Thus, *de re* beliefs can be false.

Returning to the courtroom, there are two relevant ways in which a *de re* belief can become false. In the former, the eyewitness’ testimony is misperceived. If, in the example of the A version of Red Cab, the eyewitness perceives the cab to be red when it is really green, this would count as an example of this type. The eyewitness fixes the wrong referent in his belief, by assigning the definite description “x caused Mrs. Smith’s accident” to a red cab, when in fact it was a green cab that did so. After fixing the wrong referent, the eyewitness then passes the faulty link onto the jury/judge. A second, less common way in which false beliefs can be passed on is due to difficulties in communication. In these cases, the eyewitness may form a true belief, but somehow fail to pass on the referent in the causal chain, just as it is possible to fail to pass on the referent of a proper name.

How is the Reliability of Eyewitness Testimony Determined?

One further worry about the reliability of eyewitness testimony is the way in which the reliability is determined.[[261]](#footnote-261) Suppose, for instance, that the eyewitness in the A version of the Red Cab Case is named Miller. The studies which state that eyewitness testimony is often fallible is not about Miller specifically, and would thus constitute bare statistical evidence for the proposition that Miller’s eyewitness testimony is unreliable. But if bare statistical evidence is insufficient to justify a *de re* belief, then these studies would not justify the proposition that Miller’s testimony is false. How, then, would the probative value of Miller’s testimony be determined?

The answer, in short, is that bare statistical evidence would not be used in a legal case to question the competency of a witness. Federal Rule of Evidence 601 states that all witness are deemed sufficiently competent to testify “unless these rules [i.e., the Federal Rules of Evidence] provide otherwise.”[[262]](#footnote-262) While attacking the credibility of the witness is allowed, the witness is still allowed to testify as to “what the witness thinks he knows from personal perception.”[[263]](#footnote-263) Thus, undermining the witness’ credibility must be done in a manner that deals with a specific witness himself, and not merely dealing with eyewitness testimony in general. Examples of doubts which may undermine credibility in eyewitness testimony include, in the example of Miller, questions regarding whether Miller is colorblind, requires a strong eyeglasses prescription,[[264]](#footnote-264) saw the incident only peripherally, was intoxicated when seeing it, and so on. These types of concerns, however, are merely the types of concerns which deal with eyewitnesses *de re*, and not *de dicto*. Yet the rule requires that one undermine the credibility of *the witness*, and not witnesses writ large. As such, using bare statistical evidence to undermine the credibility of a specific eyewitness would be a rare sight in a courtroom.

Limits of Pragmatism and Contextualism

A second concern regards the limits of contextualism on the *de re* view.[[265]](#footnote-265) While this account is less contextualist than Moss’ view, it still has some contextual components. One such problem occurs in the use of DNA evidence. As *Abdelmalik* shows, the probability of the DNA belonging to Abdelmalik is still statistical, even if the probability is absurdly high. The problem, more fully detailed, is this: what is the pragmatic contextual difference between statistical evidence as used in *Abdelmalik* when compared to the B version of Prisoners? If, for example, 999 out of 1,000 attendees gatecrashed, would that be enough to rule a randomly selected attendee liable for gatecrashing.

To this there are two answers: one epistemic and one legal. The more philosophically interesting claim is that the content of the beliefs which are justified by the evidence differ. The DNA evidence is used to justify a belief about Abdelmalik *de re*, and not about any person *de dicto*. On the other hand, the bare statistic in the B version of Gatecrashers is not about any specific attendee *de re*, and thus does not justify a *de re* belief.

The second, legal answer is that much of the context is determined by the judge adjudicating the trial. Rule 403 of the Federal Rules of Evidence allows the court to exclude otherwise relevant evidence “if its probative value is substantially outweighed by a danger of… unfair prejudice, confusing the issues, misleading the jury, undue delay, wasting time, or needlessly presenting cumulative evidence.”[[266]](#footnote-266) The court, then, has the power to determine (within reasonable limits) whether, in a given context, the probative value of admitting a piece of evidence is outweighed by “the harm likely to result from its admission.”[[267]](#footnote-267) The full response to questions about contextualism, then, focus both on the context itself *and* the judge who determines where such a context justifies the exclusion of a given piece of evidence.

Can Bare Statistical Evidence Justify a *De Re* Belief?

One final challenge to the thesis is the claim that there are certain instances in which bare statistical evidence is sufficient to justify a *de re* belief. This is alleged to be the case when the statistic shows that *all* or *none* of the members of a given set have a certain property. One such instance is, allegedly, as follows:

*The Rampaging Horde of Gatecrashers*. Emma is on trial for gatecrashing. The sum total of the relevant evidence is as follows. At a given rodeo, all 1,000 attendees gatecrash – absolutely none of the attendees paid to enter. Furthermore, a photograph of the event shows Emma sitting in the stadium during the rodeo. Finally, there are no records of Emma working at the rodeo, and thus her presence cannot be explained by claiming that she worked at the unfortunate stadium.

Based on this evidence, the following argument holds:

1. All rodeo attendees gatecrashed. (Assumption)
2. Emma attended the rodeo. (Assumption)
3. Emma gatecrashed. (1, 2, Universal instantiation)

If one were to believe that Emma gatecrashed, this would constitute a *de re* belief, as it is about Emma in particular. Note, however, that while the bare statistic that 100 percent of the attendees of the gatecrash is *necessary* to deduce that Emma gatecrashed, it is not *sufficient*. The second premise, that Emma attended the rodeo, needs to be established. Yet the second premise is not justified by the bare statistical evidence alone – the photograph establishes it. Because the photograph does not constitute bare statistical evidence, it is not bare statistical evidence alone which justifies the belief.
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