**Perception as Controlled Hallucination**

“Perception is controlled hallucination,” according to certain proponents of *predictive processing* accounts of vision.[[1]](#footnote-1) I say they are right that something like this is a consequence of their view, but wrong in how they have developed the idea. In what follows, I advance my own analysis. In the process, I argue that the *causal theory of perception* should be understood in terms of a *productive* concept of causation, as opposed to a *difference-making* concept. On my view, predictive processing accounts entail that various putative instances of successful perception are instead cases of *veridical hallucination* because they do not satisfy the causal condition on perception, understood productively.[[2]](#footnote-2)

**1. Predictive Processing**

Predictive processing accounts can be understood as involving a hierarchical Bayesian computational model of vision implemented by a predictive coding algorithm.[[3]](#footnote-3) The computational models are *hierarchical* in that they attribute to the visual system a series of modular-like stages, with different stages representing different features that distal objects might possess. Each stage directly interacts only with adjacent stages in the hierarchy, either above or below or at the same level. So, for example, a stage at a relatively higher level of the hierarchy might represent the category to which a distal object belongs, while lower-level stages might represent the object’s shape or color. The overall conscious percept is taken to be distributed across the hierarchy rather than located at any particular stage.

The models are *Bayesian* in that they draw on resources from Bayesian statistics to provide a computational-level account of the task the visual system performs.[[4]](#footnote-4) For example, a Bayesian model might attribute to the visual system (or to some particular stage within it) a hypothesis space consisting of a set of propositions describing properties of distal objects, together with a prior probability distribution over that space. And then the model might say that when the visual system receives new evidence in the form of a fresh incoming sensory signal, this probability distribution is updated in accordance with Bayes’ rule, stating that the posterior probability of a hypothesis is proportional to its prior probability together with the likelihood of the new evidence given the hypothesis in question.[[5]](#footnote-5)

On David Marr’s familiar framework, there are distinct computational, algorithmic, and implementational levels of analysis for information-processing systems.[[6]](#footnote-6) Hierarchical Bayesian models are pitched at the computational level, which concerns *what* a given system is doing, what its *task* is. A given computational model can be realized in different ways at the lower algorithmic level, which concerns *how* the given task is accomplished, including for instance how the inputs and outputs specified at the computational level are represented by a system, and what the algorithm used for the transformation from input to output is. Defenders of the predictive processing approach maintain that the visual system makes use of *predictive coding* at the algorithmic level.[[7]](#footnote-7)

The core idea is that instead of representing an input directly, it is often more efficient for an information-processing system to represent just a *prediction error—*that is, the difference between an input and a prior prediction of what the input would be.[[8]](#footnote-8) Andy Clark illustrates the thought using the example of image transmission.[[9]](#footnote-9) For many naturally occurring images, the value of one pixel (e.g., suppose its color is black) is predictive of the value of its neighboring pixels (e.g., they too are likely to be black), with exceptions to this general trend often reflecting important features (e.g., boundaries between distinct objects). This creates room for a data compression strategy that figures to be attractive to our thrifty brains: explicitly encode just the unexpected variation in an image rather than the predicted variation.

Putting all the pieces together, here is a schematic version of the view that emerges. Let *H* be a comparatively higher-level stage in the visual hierarchy and let *L* be a directly adjacent lower-level stage. *H* will make a prediction about some feature in the environment to be perceived, where this prediction has implications for what the incoming sensory signal will be. This prediction relies on Bayesian elements such as a prior probability distribution. *H* passes this prediction down to *L*, which compares it to the actual sensory signal received. If the prediction matches the sensory signal, *L does nothing*. It does not pass the sensory signal along to *H*—there is no need to, since *H*’s prediction got it right. On the other hand, if the prediction is incorrect, *L* sends an *error signal* back to *H*, in effect passing along just that portion of the sensory signal that *H* was wrong about—again, there is no need to pass along what *H* got right. Upon receiving this error signal from *L*, *H* revises its probability distribution in accordance with Bayes’s rule, then uses the resulting posterior probability distribution to make a new prediction, starting the process all over again.

**2. But How is this Hallucination?**

Suppose the preceding is right. How is it supposed to follow that perception is a (controlled) form of hallucination, as the slogan puts it? According to Chris Frith,

Our brains build models of the world and continuously modify these models on the basis of the signals that reach our senses. So, *what we actually perceive are our brain’s models of the world*. They are not the world itself, but for us, they are as good as. You could say that our perceptions our fantasies that coincide with reality.[[10]](#footnote-10)

Similarly, Jakob Hohwy writes “One important and, probably, unfashionable thing that this [predictive processing] theory tells us about the world is that *perception is indirect*… what we perceive is the brain’s best hypothesis… about the causes in the outer world.”[[11]](#footnote-11) Hohwy adds that “conscious experience is like a fantasy or virtual reality,” in that it is “at one remove from the real world it is representing.”[[12]](#footnote-12) Here is a way to formalize the argument as I understand it.

(P1): If predictive processing accounts are correct then we do not have direct perceptual awareness of the external world.

(P2): If we do not have direct perceptual awareness of the external world then perception is a form of hallucination**.\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_**

(C): If predictive processing accounts are correct then perception is a form of hallucination.

Now, (P1) is very much open to challenge, but I am willing to grant it here.[[13]](#footnote-13) Instead I reject (P2). There are, after all, *indirect realist* views of perception, according to which we indirectly but successfully (i.e., non-hallucinatorily) perceive external objects by virtue of being directly aware of internal entities—entities often taken to be sense data, but which might instead be the brain’s best models or hypotheses.[[14]](#footnote-14) If the philosophical import of predictive processing is that the view supports a kind of indirect realism, this would not at all justify the disquieting conclusion that perception is controlled hallucination.[[15]](#footnote-15)

. In fact, if the import is just indirect realism, then all the talk about perception as controlled hallucination turns out to be much less philosophically interesting than we might have hoped or expected. We could with equal justice say that Descartes and Locke and many of the traditional views of perception throughout the history of philosophy have taken perception to be controlled hallucination, if all this slogan means is an embrace of indirect realism.[[16]](#footnote-16) I think this suggests that the analysis is off track. That perception is controlled hallucination should be getting at something revolutionary, something new. My counterproposal manages this.

**3. The Causal Theory of Perception**

At the heart of my counterproposal is the causal theory of perception, according to which a subject *S* sees that an object *o* has the property *F* only if (i) *S* has a visual experience as of *o* being *F*, (ii) *o* is *F*, and (iii) *o*’s being *F* causes *S*’s visual experience.[[17]](#footnote-17) The final clause is the distinctive claim of the causal theory. I will refer to it as the *Causal Condition*.

The most influential defenses of the causal theory appeal to thought experiments. I will focus on one of the more famous ones, due to H. P. Grice.[[18]](#footnote-18)

**Clock**: A subject *S* has a visual experience as a of a clock on the shelf. There is in fact a clock on the shelf. But *S* is wearing an apparatus that stimulates her brain and causes her visual experience as of the clock, and so the clock on the shelf does not cause it.

According to Grice, *S* does not successfully see the clock on the shelf because the clock does not cause her visual experience; the Causal Condition is unsatisfied. I take this verdict to be intuitively compelling and will not question it.

The causal theory allows for what have come to be known as cases of *veridical hallucination*, where conditions (i) and (ii) of the theory are satisfied—and so the content of the given visual experience is accurate—but the Causal Condition (iii) is not. **Clock** is an example. *S*’s visual experience accurately represents the world and yet she does not count as successfully perceiving the clock since it does not cause her experience. The subject does not successfully see the clock, she merely veridically hallucinates it.

I claim that if predictive processing accounts are correct, external objects often fail to cause our visual experiences in the sense relevant to the Causal Condition. Open your eyes and attend to the world around you. There is a decent chance that your visual experience is *just like* that of the subject in the case of Grice’s **Clock**, at least in the relevant causal respects. To defend this claim, I now turn to competing accounts of causation.

**4. Two Concepts of Causation**

We have two distinct concepts of causation, Ned Hall has argued.[[19]](#footnote-19) On the first, causes are understood as events that *make a difference* to their effects. Analyses of difference-making might appeal to counterfactuals, probability-raising, interventionist approaches that make use of structural equation models and directed acyclic graphs, or something else.[[20]](#footnote-20) It will be helpful to have a specific proposal on the table, so consider David Lewis’s 1973 counterfactual theory.[[21]](#footnote-21) Lewis holds that, when *c* and *e* are distinct events, *e causally depends* on *c* just in case if *c* were not to occur then *e* would not occur. He then analyzes *causation* itself in terms of the ancestral of causal dependence: *c* causes *e* just in case *e* causally depends on *c*, or *e* causally depends on an intermediate event *d* which causally depends on *c*, or etc.

On the second concept of causation, causes are understood as events that *produce* their effects. Production is often spelled out in physical terms, as on Phil Dowe’s theory, which entails that cause and effect are linked by a process involving some quantity that figures in the conservation laws of physics, like mass-energy, linear momentum, charge, and so on.[[22]](#footnote-22) The causal processes that figure in vision often involve the transference of energy, as when light from the sun is reflected by the table in front of you and reaches your retina. Because of this, I will often put things in terms of energy transference in what follows.

In recent decades, philosophers have advanced causal theories of a great many philosophically interesting notions. There are causal theories of reference, mental content, knowledge, justification, action, explanation, *perception*, and much more. Because difference-making and production often coincide, Hall suggests, philosophers have not often been careful to assess which causal concept should be operative in a given analysis. Our question is, which concept should figure within the causal theory of perception? Do we want a *productive theory of perception*, or a *difference-making theory of perception*?[[23]](#footnote-23)

**5. Absences**

Although the two concepts of causation often coincide, one place where they come apart is *absences*.[[24]](#footnote-24) In the stock example, the gardener fails to water a plant that subsequently dies. Was the gardener’s failure to water it—an absence—a cause of the plant’s death? *Yes*, say typical difference-making accounts. After all, there is counterfactual dependence: if the gardener had watered it, the plant would still be alive. *No,* say typical productive accounts. After all, there is no process involving the transference of a conserved physical quantity connecting the gardener to the plant. The gardener, we can even imagine, is hundreds of miles away, napping.

Absences play a central role within predictive processing accounts of vision. This is clearest in cases where the prediction that some higher-level stage, *H*, passes down to a lower-level stage, *L*, matches the incoming sensory signal *L* receives. In that event, *L* *does nothing*. It does not pass the sensory signal along to *H*, and because it does not, *H is never connected to the distal object by a physical process involving energy transference*. In a popular presentation of his work, Clark provides a helpful analogy:

Suppose you make a plan with your friend Duke by saying that if you *don’t* call him, then all is “as expected” and that he should therefore meet your plane at Miami airport next Wednesday at 9 a.m. local time. Your *failure* to call is then (technically speaking) a tiny little one-bit signal that conveys a large amount of neatly compressed information![[25]](#footnote-25)

Is your failure to call Duke a cause of his subsequently meeting your plane in Miami? *Yes*, say typical difference-making accounts of causation. *No*, say typical productive accounts.

Nico Orlandi and Geoff Lee make the key point even more explicitly in a critical discussion of Clark’s work, asking us to consider

the case where predictions from above match the lower stage representations, so there is no error signal. The *absence* of error signal means that the lower stage is *prevented from causally influencing the higher stage*. If you’re thinking of “information flow” as a partly causal notion, it’s natural to read this as meaning that there is no information flow from the lower stage to the higher stage.[[26]](#footnote-26)

But what sort of “causal notion” is being invoked here, productive or difference-making? The claims being made in the passage seem correct if causation is understood as production, but not if it is understood as difference-making.

In the following section, I argue in favor of the productive theory of perception. If the productive theory is correct, then higher-level stages within the visual system are often not causally connected to distal objects, and so the Causal Condition on perception is unsatisfied. Representing the idea schematically, suppose some external object *o* is *F*. Suppose *H*, a higher-level stage within *S*’s visual system predicts that *o* is *F*, and sends this prediction to *L*, a lower-level stage. Light is reflected by *o*, as a result of its being *F*, and reaches *S*’s retina; the resulting incoming sensory signal reaches *L*. At this point, *L* does not pass the sensory signal along to *H*, given that *H*’s prediction was correct. But thus it follows that *H* is not physically connected to *o*’s being *F* by a causal process involving the transference of energy (or any other conserved quantity). Given again that percepts are distributed across the visual hierarchy as opposed to located at any one stage, it seems to follow that the overall percept is not causally connected to the distal object, and so the Causal Condition is unsatisfied. *S*’s visual experience representing that *o* is *F* is therefore a veridical hallucination.

At this point, we can add that the hallucination is *controlled* in the sense that if *o* had not been *F*, *L* would have detected the mismatch with *H*’s prediction and sent *H* an error signal, nudging it back toward accuracy. That is, we can analyze the “controlled” notion in counterfactual terms, even as we analyze the Causal Condition in productive ones.[[27]](#footnote-27) We thus arrive at the predictive processing slogan: perception is controlled hallucination.

**6. Productive Thought Experiments**

At this point I have articulated the productive theory of perception and explained what I take to be its consequences. I now turn to the positive case for the theory, which involves appealing to the same sort of thought experiments often used to motivate the causal theory of perception, but now designed to tease apart the two concepts of causation.

In general, difference-making theories of causation struggle with what is known as *late causal preemption*—“late” in that the preempted causal process runs all the way to completion.[[28]](#footnote-28) In the stock example, Billy and Suzy are throwing rocks at a bottle. Suzy’s rock gets there first, shattering the bottle. Productive theories of causation have no trouble delivering the intuitively correct verdict on the case: Suzy’s rock transfers energy and momentum to the bottle while Billy’s rock does not, and so Suzy’s throw counts as causing the shattering while Billy’s throw does not. But difference-making theories notoriously struggle to get it right. If Suzy had not thrown her rock, the bottle still would have shattered (given Billy’s throw), and so Suzy’s throw apparently makes no difference to the bottle shattering. Difference-making theorists thus seem forced into the absurd result that Suzy’s throw does not qualify as a cause of the shattering. Various solutions to the problem of late preemption have been explored, but it is fair to say that none are widely accepted or even regarded as very promising.[[29]](#footnote-29)

You can construct a late preemption scenario for any domain you happen to be theorizing about, and so you can construct one for perception. Here is one that involves a twist on Grice’s **Clock** case, inspired by an example of Lewis’s.

**Censor**: A subject *S* has a visual experience as a of a clock on the shelf. There is in fact a clock on the shelf. *S* is wearing the very same brain-stimulating apparatus mentioned in Grice’s original **Clock** case, but the apparatus is now connected via Bluetooth to a clock-detector built into the shelf. The detector is such that when there is no clock on the shelf, the detector registers this and just sits there doing nothing, allowing the apparatus to simulate *S*’s brain so that *S* has a visual experience as of a clock. But when there is a clock on the shelf—as in the case we are considering—the detector registers this and sends a signal that delays the process by which the apparatus stimulates *S*’s brain, so that by the time the process runs to completion, *S* is already having a visual experience as of a clock in response to the light reflected by the clock and received by her eyes.[[30]](#footnote-30)

I take it to be intuitively obvious that the subject in **Censor** sees the clock, a verdict that I anticipate will be widely shared.[[31]](#footnote-31) (The idea is meant to be that the apparatus would have caused *S* to veridically hallucinate a clock on the shelf, just as in Grice’s original case, but it is delayed from doing so by the detector. Given this delay to the apparatus, *S* is able to successfully see the clock on the shelf using normal vision.) If this verdict is correct, it follows that the Causal Condition must be satisfied in the case. The productive theory of perception agrees that it is, since (we can suppose) energy is transferred from the clock to the neural realizer of *S*’s visual experience. In contrast, the difference-making theory of perception seems to entail that it is not, since even if there had been no clock on the shelf, *S* still would have had a visual experience as of a clock (since in that case the apparatus would be stimulating *S*’s brain, and would be doing so without delay). I thus take the productive theory of perception to have an advantage over the difference-making theory in its treatment of late preemption cases.

In my view, difference-making theorists should just concede this point. That is, they should grant that their general struggles with late preemption arise in the special case of perception as well, and agree that this is a theoretical cost of their position. But they then should devote their energy to arguing that their approach also has various theoretical benefits that outweigh this cost. (Concede the battle to win the war.) One such potential benefit involves the ability to handle absence causation, so let’s consider a perceptual cases involving an absence.

**Detector**: A subject *S* has a visual experience as a of a clock on the shelf. There is in fact a clock on the shelf. *S* is wearing the very same brain-stimulating apparatus mentioned in Grice’s original **Clock** case, but the apparatus is now connected via Bluetooth to a clock-detector built into the shelf. The detector is such that when there is no clock on the shelf, the detector registers this and sends a signal that shuts off the apparatus *S* is wearing, in which case *S* has no visual experience as of a clock. And when there is a clock on the shelf—as in the case we are considering—the detector registers the clock’s presence but sends no such signal, it just sits there doing nothing, allowing the apparatus to stimulate *S*’s brain so that *S* has a visual experience as of a clock.

**Detector** is the opposite of **Censor**, in that while **Censor** involved production without difference-making, **Detector** involves difference-making without production. There is counterfactual dependence in **Detector**: if the clock had not been on the shelf, *S* would not have had the visual experience as of a clock (since in that case the detector would have sent the shutoff signal). But there is no energy transferred from the clock to *S*’s visual experience, since the detector in the case operates by *not* sending the apparatus a signal—an absence.

I regard it as intuitively compelling that the subject in **Detector** does *not* see the clock. Here is an argument, if you don’t share my intuition. Start by assuming with Grice and others that the subject in the original **Clock** case does not see the clock on the shelf. Well, **Detector** is just like **Clock** except it includes a detector that registers the presence of the clock on the shelf and… *does nothing with this information*. The detector does not signal the apparatus or otherwise alter *S*’s brain, it does not alter the clock, it does not create new spatiotemporal or other physical relation between *S* and the clock that do not obtain in **Clock**.[[32]](#footnote-32) It just sits there, doing nothing. But in that case, the do-nothing detector seems entirely *extraneous* to whether *S* sees the clock in **Detector**. Taking the original **Clock** case and adding an inert detector to the scenario just does not seem like the kind of thing that could transform a hallucinating subject into a successfully perceiving one. And so I conclude that the subject in **Detector** does not see the clock.

**Detector** involves an event structure of the form (*c*, ~*d*, *e*), in which an initial positive event *c* (the clock’s presence on the shelf) makes a difference to a terminal positive event *e* (*S*’s visual experience) via an intermediary absence or negative event ~*d* (the detector not sending a shutoff signal). The same type of (*c*, ~*d*, *e*) event structure is found in predictive processing cases, where a distal object having the feature it does, *c*, makes a difference to a higher-level stage’s representation of the world, *e*, via the absence of an error signal as an intermediary, ~*d*. **Detector** is meant to be an analogue to the predictive processing case.

Jonathan Schaffer has compellingly argued that event structures of this (*c*, ~*d*, *e*) form are often regarded as causal in various scientific and commonsense domains, and so productive theories that deny such “causation by disconnection” in such domains are forced into an embarrassing causal revisionism.[[33]](#footnote-33) For example, they are forced to deny that you can cause a victim to die by shooting them in the heart, given the role that various intermediary absences play in the process (e.g., the absence of oxygenated blood reaching the victim’s brain).

As a causal concept pluralist, I am happy to grant Schaffer that for many domains, what we want is a difference-making concept that allows for absences as intermediaries. What I deny is that perception is such a domain. Perception is where mind makes contact with the world, requiring a *real connection* between perceptual experience and perceived object, a connection more robust and physically real than, say, the one that obtains between the dead plant and the gardener napping hundreds of miles away. The intuitive judgment that the subject in **Detector** does not see the clock, together with the judgment of predictive processing proponents that their own theory entails that perception is controlled hallucination, fits well with the productive theory I am defending.

Next consider event structures of the distinct form (~*c*, *e*), where ~*c* is an absence that is supposedly perceived and *e* is a subject’s perceptual experience. Sartre gives a famous example of supposedly seeing the absence of his friend Pierre in the café.

**Pierre:** A subject *S* [for Sartre] has a visual experience that we can contentiously describe as an experience as of Pierre’s absence from the café. Pierre is absent from the café. If Pierre had been present, *S* would not have had the visual experience he did.[[34]](#footnote-34)

The description of the experience is “contentious” in that some deny we have perceptual experiences as of absences at all; I mean to leave the matter open in describing the case. Pierre’s absence makes a difference to Sartre’s visual experience (as the final sentence of **Pierre** entails) but does not produce it—absent Pierre transmits no energy to Sartre. More generally, the productive theory of perception entails that absences are never perceived, while the difference-making theory allows for absence perception. The question is which view has the upper hand here.

One argument that favors the productive theory derives from the problem of *profligate causation*: if there is any absence causation at all, there is a lot of it.[[35]](#footnote-35) Sartre’s visual experience would have been different if Pierre had been present, *Yes*, but the same is true if the Duke of Wellington had been, or Paul Valéry, or Joseph Stalin. And so each of their absences qualifies as a cause of Sartre’s visual experience according to standard counterfactual theories. If you suppose in addition that Sartre’s visual experience can be described with just as much justice as an experience as of these absences—after all, it’s not as though Pierre’s absence has a certain color or shape the others lack[[36]](#footnote-36)—it follows that each of these other absences satisfy all three conditions of the difference-making theory of perception. But it is absurd to hold that Sartre sees all these absences, or (generalizing) that he sees the absence of everyone in the entire world who is not present in the café. The productive theory of perception avoids this absurdity by denying that any absences satisfies the Causal Condition—by denying any absence is seen.

The problem of profligate causation is not unique to perception; it arises wherever absences are taken to be causes. The plant would not have died if the gardener had watered it, *Yes*, but the same is true if the Queen of England had, and so her omission also qualifies as a difference-making cause of death. However, the problem seems worse for perception than it does for other domains.

Arguably the leading difference-making response to the problem concedes that absence causation is profligate but then appeals to pragmatics to explain why we cite only some absences as causes.[[37]](#footnote-37) So for instance, we do not mention the Queen’s failure to water the plant as a cause of death because nobody expected her to water it, and so citing it in conversation would impart no new information not already presupposed. I am willing to suppose that for many domains, this is a perfectly good solution to the problem. Not for perception though. To deploy the strategy in the case of perception would be to concede that Sartre really is perceiving every single person’s absence, he just has pragmatic reason not to mention the vast majority of them. But the notion that Sartre and all the rest of us are always and forever perceiving Stalin’s absence, it’s just that we have good pragmatic reason not to talk about it, is *totalitarianism*. Or, if not that, it is at least a phenomenologically implausible position. Nobody would arrive at such a view simply as a result of “returning to the phenomena themselves.” You could only get there if you were in the grips of a (causal) theory.

In short then, I claim that there are phenomenological costs to embracing profligate absence causation in the perceptual domain, costs that do not arise in other domains. There is no parallel phenomenological burden to saying the Queen’s omission caused the plant’s death, and so as a result the pragmatics-based solution seems more promising there than it does for perception. In fact, I think this feeds into an attractive view of absences as *unobservables*, like electrons and genes, that we posit to causally explain various observed effects (gunshot deaths, dead plants, other things that have nothing to do with death), even though we can’t see them. The productive theory of perception naturally supports such a view, as long as it is not combined with a productive theory of causation across all domains.

In conclusion, here is where I think things stand. Late preemption cases like **Censor** place a clear theoretical cost on the difference-making theory of perception. If you are a difference-making theorist, you might have hoped this cost would be outweighed by other benefits, but cases involving absences like **Detector** and **Pierre** seem if anything just to impose *further costs* on your view. This discussion has been too brief to be conclusive, but I think it has set out at least a pro tanto reason to accept the productive theory of perception. And so in turn it has given us a reason to agree that if predictive processing accounts are correct, perception is but controlled (veridical) hallucination.
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