
AN EXTENSION OF HERON’S FORMULA TO TETRAHEDRA,
AND THE PROJECTIVE NATURE OF ITS ZEROS: PART I

TIMOTHY F. HAVEL∗

Abstract. This is the first part of a series of four papers in The ΠME Journal. The focus of
these papers is on a natural extension of Heron’s 2000 year old formula for the area of a triangle
to the volume of a tetrahedron. While it is already quite remarkable that such an extension should
have been overlooked for so long, that turns out to be just one in a long, perhaps even infinite,
sequence of surprises to be unveiled by the new formula. This paper gives a high-level overview
of these results, and then uses a novel fusion of classical vector algebra with Euclidean distance
geometry to show that the areal vectors, or normal vectors weighted by the areas, of the four
faces of a tetrahedron are intimately related to those of its three medial parallelograms. These
relations justify the heterodox point-of-view that the medial parallelograms should be regarded
as interior faces. Of particular note in subsequent papers of the series is the fact (as first shown
by B. D. S. McConnell) that the areas of the interior and exterior faces together determine a
non-degenereate tetrahedron up to isometry, and that they jointly satisfy a quadratic identity
together with a system of 18 linear inequalities. These inequalities, which extend the good old
triangle inequality to three dimensions, will henceforth be known as the tetrahedron inequalities.

1. Introduction. Heron’s formula for the squared area of a triangle is one of
the oldest and most celebrated equations in classical Euclidean geometry [14, 23]. It
has been extended to 𝑛-dimensional simplices for all positive integers 𝑛 via Cayley-
Menger determinants, which similarly give the 𝑛-simplices’ squared hyper-volumes as
homogeneous polynomials in their edge lengths [2, 5, 7, 11, 24, 26], but with one
important difference: For 𝑛 = 2 the three-point determinant can be written as a product
of four signed sums of the edge lengths, which is generally what is meant by “Heron’s
formula,” whereas for 𝑛 > 2 the Cayley-Menger determinants are polynomials in the
squared edge lengths that do not factorize. As a result, the combinatorial geometry of
their zeros is far less transparent than it is with Heron’s formula [12, 13, 15], where
one can see at a glance that there are exactly three ways in which a triangle can have
an area of zero, depending on which one of its vertices lies on the edge spanned by the
other two. Indeed three of the factors in Heron’s formula are simply the deviations of
the three triangle inequalities among the edge lengths from saturation, meaning from
holding as equalities, while the fourth is a non-degeneracy condition that vanishes if &
only if all three vertices coincide.

This paper presents a rather different, but geometrically natural, extension of Heron’s
formula to tetrahedra. This extension gives the fourth power of the volume as a poly-
nomial in six simple rational functions of seven areal magnitudes that are canonically
associated with each and every tetrahedron. Four of these magnitudes are the areas of
the usual four faces of the tetrahedron, while the remaining three are the areas of its
medial parallelograms (as defined in Section 2 below). Accordingly, the latter will be
referred to herein as “interior faces.” As will be shown in Section 3, the exterior and
interior areas together determine a non-degenerate tetrahedron up to isometry. The de-
nominator of all six rational functions is just the exterior surface area of the tetrahedron,
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while each numerator factorizes into a product of two linear factors, one of which is a
non-degeneracy condition and the other of which is the deviation from saturation of an
areal generalization of the triangle inequality.

The significance of this extension lies not in providing yet-another means of cal-
culating the volume of a tetrahedron per se, but in the rather surprising nature of
the geometric insights it yields into all the ways in which a tetrahedron can become
“flat.” Almost all of the formula’s zeros, in fact, correspond to collinear tetrahedra with
vertices at infinite distances from one another, although the ratios of those distances
remain generically well defined. The interpretation of these unconventional Euclidean
configurations, and what they may have to tell us about the physical space in which we
live, are questions of a kind generally seen as too obvious to even think about, and this
paper ineluctably challenges that assumption. Readers who doubt that such questions
could be interesting are invited to consider the following innocent example:

How can the normal vectors of the usual four faces of a tetrahedron
be coplanar but not collinear?

To make it subsequently clear that this extension is indeed geometrically natural, let
us briefly revisit Heron’s formula and its connection to the in-circle of a triangle ABC.
Hence let 𝑎 = |BC | , 𝑏 = |AC | , 𝑐 = |AB | be the lengths of the edges of ABC opposite its
vertices A, B, C, respectively, and let 𝑠 ≔ 1

2 (𝑎 + 𝑏 + 𝑐) be its semi-perimeter. Then the
deviations of the three triangle inequalities from saturation are

𝑢 ≔ 1
2 (−𝑎 + 𝑏 + 𝑐) , 𝑣 ≔ 1

2 (𝑎 − 𝑏 + 𝑐) , 𝑤 ≔ 1
2 (𝑎 + 𝑏 − 𝑐) , (1)

where the factor of 1/2 was introduced so that 𝑎 = 𝑣 + 𝑤, 𝑏 = 𝑢 + 𝑤, 𝑐 = 𝑢 + 𝑣.
These deviations have been called the Heron parameters of a triangle [4] (as well as
“Gromov products” [8]), and clearly determine it up to isometry. The Heron parameters
are however not constrained by the triangle inequality, in that any 𝑢, 𝑣, 𝑤 ≥ 0 will
yield distances that satisfy all three triangle inequalities among them. Together with
𝑠 = 𝑢 + 𝑣 +𝑤, they also enable the squared area of the triangle to be expressed simply as

��ABC
��2 = 𝑠 𝑢𝑣𝑤 = 1

2 (𝑢 + 𝑣 + 𝑤) det


0 𝑢 𝑣

𝑢 0 𝑤

𝑣 𝑤 0

 . (2)

Although this compact version of Heron’s formula is well known, the product 𝑢𝑣𝑤
therein has not previously been viewed as a determinant. Nevertheless, an analogous
4 × 4 determinant will be found in its extension to tetrahedra.

As illustrated in Fig. 1, the Heron parameters are geometrically the distances from
the vertices of the triangle to the in-touch points at which its in-circle “touches” its
edges. They are also equal to the distances from the vertices to the ex-touch points at
which the triangle’s ex-circles touch its edges, as well as the lines spanned by those
edges. Analogously, the aforementioned rational functions in our extension are the
areas of the three triangles into which each exterior face of a tetrahedron is divided
by its in-touch point. There are twelve such areas but, just as occurs with the Heron
parameters of a triangle, these “in-touch triangles” will be found to occur in congruent
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𝑟 = |ABC | / 𝑠
=

√︁
𝑢𝑣𝑤 / 𝑠

𝑠 = 𝑢 + 𝑣 + 𝑤

Figure 1. The geometric interpretation of the Heron parameters 𝑢, 𝑣, 𝑤 as: (left) the distances
between the vertices of the triangle ABC and the in-touch points J, K, L of its in-circle, with
in-center I and in-radius 𝑟; (right) the distances between the vertices of ABC and the ex-touch
points at which its ex-circles intersect its edges, as well as the lines spanned by those edges.
(NB: these and all the other color figures in this paper were made using the GeoGebra dynamic

geometry software [19] unless otherwise specified.)

pairs, giving rise to only six independent areas. These will be defined as the natural
parameters of the tetrahedron. Additional parameters will be defined that are similarly
related to the areas of the triangles into which the exterior faces are divided by their
ex-touch points, and which are again rational functions of the seven facial areas.

Like the tetrahedron itself, all these parameters are uniquely determined by the areas
of the exterior and interior faces together. Expressing this geometric fact in algebraic
terms will require us to take a bit of a detour through some very basic, though not very
widely taught, vector geometry, to which we now turn.

2. Areal relations from elementary vector algebra. The nearly trivial relations
among the inter-vertex vectors of a tetrahedron ABCD,

# ”AB =
# ”AC +

# ”CB =
# ”AC −

# ”BC =
# ”CB −

# ”CA =
# ”DB −

# ”DA , (3)

are the basis for much of what follows. An immediate consequence is that the cross
product of the vectors between any two distinct pairs of vertices can be expanded as e.g.

# ”AB ×
#  ”CD =

# ”AB ×
# ”AD −

# ”AB ×
# ”AC =

# ”AC ×
#  ”CD −

# ”BC ×
#  ”CD

=
# ”AC ×

# ”AD −
# ”BC ×

# ”BD .
(4)

Up to sign, the cross products on the right are of course twice the areal vectors of the
faces (2-faces, or facets) of the tetrahedron ABCD, which are just the (conventionally)
outwards pointing normal vectors of those faces weighted by their areas, but what is the
left-hand side? It can be viewed as four times the cross product of the vector between
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Figure 2. The medial octahedron of a tetrahedron ABCD, with parallel line segments in space all
having the same color. Opposite pairs of edges of the octahedron UVWXYZ have lengths equal to
half that of the parallel edge of the tetrahedron, and its volume is half that of the tetrahedron itself.
The medial parallelograms formed by pairs of parallel and congruent edges are UVZY, UWZX
(heavy lines) & VXYW; their diagonals WX, VY & UZ, which are known as the bimedians of the
tetrahedron, were not drawn to reduce clutter. (This figure was rendered using the Processing

graphics library [31].)

the midpoints of the edges AC & BC and the vector between the midpoints of AC & AD:(
1
2
(
B + C

)
− 1

2
(
A + C

) )
×

(
1
2
(
A + D

)
− 1

2
(
A + C

) )
= 1

4
# ”AB ×

#  ”CD . (5)

This is easily seen to be the same (up to sign) as the cross product of the vectors from
the midpoint of any one of the edges AC, AD, BC, BD to the midpoints of the other two of
those edges sharing a vertex with the first. Thus # ”AB ×

#  ”CD is four times an areal vector
of the medial parallelogram spanned by the midpoints of those four edges. Similar
interpretations also hold for the cross products # ”AC ×

# ”BD & # ”AD ×
# ”BC. This is further

clarified and expanded upon in Fig. 2.
In the following, the areas of the exterior faces will be denoted by��ABC

�� = 1
2


 # ”AB ×

# ”AC


 = 1

2


 # ”AB ×

# ”BC


 = 1

2


 # ”AC ×

# ”BC


 (6)

etc., and the areas of the medial parallelograms (aka interior faces) by��AB|CD
�� = 1

4


 # ”AB ×

#  ”CD


 ,

��AC|BD
�� = 1

4


 # ”AC ×

# ”BD




and
��AD|BC

�� = 1
4


 # ”AD ×

# ”BC


 .

(7)

Then our first (new?) result is:

Proposition 1. The areas of the interior and exterior faces of a tetrahedron ABCD
satisfy a system of 18 linear inequalities, each of which involves one interior and two
exterior faces. These may logically be grouped into six triples, with two triples for each
interior face, a typical example of which is:

4
��AB|CD

�� = 

 # ”AB ×
#  ”CD



 ≤ 

 # ”AB ×
# ”AC



 + 

 # ”AB ×
# ”AD



 = 2
��ABC

�� + 2
��ABD

�� (8a)
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2
��ABC

�� = 

 # ”AB ×
# ”AC



 ≤ 

 # ”AB ×
# ”AD



 + 

 # ”AB ×
#  ”CD



 = 2
��ABD

�� + 4
��AB|CD

�� (8b)

2
��ABD

�� = 

 # ”AB ×
# ”AD



 ≤ 

 # ”AB ×
# ”AC



 + 

 # ”AB ×
#  ”CD



 = 2
��ABC

�� + 4
��AB|CD

�� (8c)

Proof. Equation (8a) follows immediately from the standard triangle inequality for
vectors, v1 = v2 + v3 =⇒ ‖v1‖ ≤ ‖v2‖ + ‖v3‖, applied to the identity given by the first
equality in Eq. (4), while Eqs. (8b) & (8c) follow from the two equations obtained by
swapping terms on its left- & right-hand sides. The remaining five triples of inequalities
are obtained simply by permuting the labels A, B,C & D. �

Note that these are inequalities amongst the areas of the parallelograms spanned by
the inter-vertex and inter-midpoint vectors, not their lengths. For this reason, although
they are technically “triangle inequalities,” it seems more appropriate to call them
tetrahedron inequalities. The deviations of the tetrahedron inequalities from saturation,
expressed in terms of the facial areas, will henceforth be denoted by

T1 [a, b] ≔ 2
��abc

�� + 2
��abd

�� − 4
��ab|cd

�� , (9a)

T2 [a, b] ≔ 4
��ab|cd

�� + 2
��abd

�� − 2
��abc

�� , (9b)

T3 [a, b] ≔ 4
��ab|cd

�� + 2
��abc

�� − 2
��abd

�� , (9c)

and the corresponding non-degeneracy condition by

T0 [a, b] ≔ 2
��abc

�� + 2
��abd

�� + 4
��ab|cd

�� , (9d)

where {a, b, c, d} = {A, B,C,D} and c < d in alphabetic order. In the Euclidean plane,
any single T0 [a, b] = 0 if & only if a = b is not on the line spanned by c ≠ d.

Remark 1. Many additional, albeit weaker, linear inequalities among the seven
facial areas can be derived by adding these deviations together, along with a great many
more lower bounds on the areas having the form of inverse tetrahedron inequalities. An
untypically well-known example is the upper bound on the area of any one exterior face
given by the sum of the other three, e.g.��ABC

�� ≤ ��ABD
�� + ��ACD

�� + ��BCD
�� , (10)

along with the three others obtained by permuting the vertex labels [20, 32]. These four
inequalities are known to be necessary and sufficient for the existence of a tetrahedron
exhibiting the given exterior areas [17, 29].

The following identity is usually attributed to Hermann Minkowski [28].

Lemma 2 (Minkowski’s Identity). The areal vectors of the exterior faces of a
tetrahedron ABCD (times 2) satisfy

# ”AB ×
# ”AC −

# ”AB ×
# ”AD +

# ”AC ×
# ”AD −

# ”BC ×
# ”BD = 0 . (11)

Proof. # ”BC ×
# ”BD =

( # ”BA +
# ”AC

)
×

( # ”BA +
# ”AD

)
=

# ”AB ×
# ”AC −

# ”AB ×
# ”AD +

# ”AC ×
# ”AD. �

This may be extended to the areal vectors of the seven faces together as follows.
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Proposition 3. The areal vectors of the exterior faces (times 4) are equal to the
following signed sums of the areal vectors of the interior faces (also times 4):

# ”AB ×
#  ”CD +

# ”AC ×
# ”BD +

# ”AD ×
# ”BC = 2 # ”AB ×

# ”AD (12a)

−
# ”AB ×

#  ”CD +
# ”AC ×

# ”BD +
# ”AD ×

# ”BC = 2 # ”AB ×
# ”AC (12b)

# ”AB ×
#  ”CD +

# ”AC ×
# ”BD −

# ”AD ×
# ”BC = 2 # ”AC ×

# ”AD (12c)

−
# ”AB ×

#  ”CD +
# ”AC ×

# ”BD −
# ”AD ×

# ”BC = 2 # ”BC ×
# ”BD (12d)

Proof. One can prove Eq. (12a) simply as follows:

# ”AB ×
#  ”CD +

# ”AC ×
# ”BD +

# ”AD ×
# ”BC =

# ”AB ×
( # ”AD −

# ”AC
)
+

# ”AC ×
( # ”AD −

# ”AB
)
+

# ”AD ×
( # ”AC −

# ”AB
)
= 2 # ”AB ×

# ”AD

The proofs of the remaining identities are similar save for Eq. (12d), where Minkowski’s
identity (11) is also needed. �

Remark 2. Applying the triangle inequality for vectors to these relations shows that
the area of each exterior face is bounded above by the sum of the interior areas. They
also show that the areal vectors of the three interior faces (however oriented) deter-
mine those of the exterior faces which, by another well-known theorem of Minkowski
[27], determine the tetrahedron uniquely up to translation. Finally, they show that the
tetrahedron is equi-facial (also termed “equi-areal” [25] or, in the older literature [3],
“isosceles”) if & only if the areal vectors of the interior faces are mutually orthogonal.

We now turn to the trigonometric relations among the areal vectors. While these
formulae can only be ascribed to folklore [9, 22], they are not given explicitly in
otherwise comprehensive surveys of tetrahedral geometry from the early 20th century
[3, 32].

Lemma 4 (The Areal Law of Cosines). Given a tetrahedron ABCD, the areal vectors
of its interior and exterior faces satisfy( # ”AB ×

# ”AC
)
•
( # ”AB ×

# ”AD
)
=



 # ”AB ×
# ”AC



 

 # ”AB ×
# ”AD



 cos(𝜑AB) (13)

=
1
2

( 

 # ”AB ×
# ”AC



2 +


 # ”AB ×

# ”AD


2 −



 # ”AB ×
#  ”CD



2 )
= 1

4
(
T0 [A, B] T1 [A, B] − T2 [A, B] T3 [A, B] )

where “ •” is the vector dot product and 𝜑AB is the internal dihedral angle between ABC
& ABD, along with the five analogous relations obtained by permuting vertex labels.

Proof. The first line of Eq. (13) is just the geometric definition of the dot product
of cross products. The second line is obtained by dotting each side of the first equality
in Eq. (4) with itself, i.e.

 # ”AB ×

#  ”CD


2

=


 # ”AB ×

# ”AC


2 +



 # ”AB ×
# ”AD



2 − 2
( # ”AB ×

# ”AC
)
•
( # ”AB ×

# ”AD
)
,

followed by rearrangement. The third line follows from the definitions in Eq. (9). �
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Lemma 5 (The Areal Law of Sines). Given a tetrahedron ABCD, its edge lengths,
the areas of its exterior faces, and its volume satisfy

 # ”AB



 ��� # ”AB •
( # ”AC ×

# ”AD
) ��� =



 # ”AB ×
# ”AC



 

 # ”AB ×
# ”AD



 sin(𝜑AB) (14)

=

√︂ 

 # ”AB ×
# ”AC



2

 # ”AB ×
# ”AD



2 −
(( # ”AB ×

# ”AC
)
•
( # ”AB ×

# ”AD
))2

= 1
2

√︁
T0 [A, B] T1 [A, B] T2 [A, B] T3 [A, B] ,

where 𝜑AB is the dihedral angle as above, along with the five other relations obtained
by permuting the vertex labels.

Proof. The standard vector algebra identity (p × q) × (p × r) = (
p • (q × r)) p

implies 


( # ”AB ×
# ”AC

)
×

( # ”AB ×
# ”AD

)


 2
=



 # ”AB


2 ( # ”AB •

( # ”AC ×
# ”AD

) )2
. (15)

Together with ‖p × q‖ = ‖p‖‖q‖ sin(∠(p, q)), this gives the first line of Eq. (14). The
second line then follows from Lagrange’s identity ‖p × q‖2 = ‖p‖2 ‖q‖2 − (p • q)2
applied to the left-hand side of Eq. (15). The last line of Eq. (14) follows from
the last line of Eq. (13) together with the easily proven complementary identity
4 ‖ # ”AB ×

# ”AC‖ ‖ # ”AB ×
# ”AD‖ = T0 [A, B] T1 [A, B] + T2 [A, B] T3 [A, B]. �

This areal law of sines is readily shown to imply the spherical law of sines.
Remark 3. It is also possible to derive a law of cosines for the dot product of the

areal vectors of an interior and an exterior face, e.g.( # ”AB ×
# ”AC

)
•
( # ”AB ×

#  ”CD
)
=

1
2

( 

 # ”AB ×
# ”AD



2 −


 # ”AB ×

#  ”CD


2 −



 # ”AB ×
# ”AC



2 )
, (16)

and for the areal vectors of two interior faces, e.g.
( # ”AB ×

#  ”CD
)
•
( # ”AC ×

# ”BD
)
=

1
2

( 

 # ”AB ×
# ”AD



2 +


 # ”AC ×

# ”AD


2 −



 # ”AB ×
# ”AC



2 −


 # ”BC ×

# ”BD


2 )

. (17)

The well-known formula for the volume as 2/3 the area of an interior face |AB CD |
times the perpendicular distance between AB & CD (see e.g. Ex. 12 on pg. 91 of Ref. [3])
can also be viewed as a kind of areal law of sines, as can the rather lovely formula( # ”AB ×

#  ”CD
)
•
( ( # ”AC ×

# ”BD
)
×

( # ”AD ×
# ”BC

) )
= 2

(
# ”AB •

( # ”AC ×
# ”AD

) )2
. (18)

Another formula which has also been called the law of cosines for a tetrahedron
[18, 30] (and hence our addition of the qualifier “areal” above) is:

Lemma 6. Given a tetrahedron ABCD, the areas of and dihedral angles between its
exterior faces satisfy:

 # ”BC ×

# ”BD


2

=


 # ”AB ×

# ”AC


2 +



 # ”AB ×
# ”AD



2 +


 # ”AC ×

# ”AD


2 (19)

− 2


 # ”AB ×

# ”AC




 # ”AB ×

# ”AD


 cos

(
𝜑AB

) − 2


 # ”AB ×

# ”AC




 # ”AC ×

# ”AD


 cos

(
𝜑AC

)
− 2



 # ”AB ×
# ”AD





 # ”AC ×
# ”AD



 cos
(
𝜑AD

)
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Proof. Simply solve Eq. (11) for # ”BC ×
# ”BD, then dot each side with itself and apply

Lemma 4 taking account of
( # ”AB ×

# ”AC
)
•
( # ”AC ×

# ”AD
)
= − ( # ”AC ×

# ”AB
)
•
( # ”AC ×

# ”AD
)
. �

This leads to the algebraic identity that connects the interior and exterior areas.

Proposition 7 (Yetter’s Identity). Given a tetrahedron ABCD, the areas of its inte-
rior and exterior faces satisfy

 # ”AB ×

# ”AC


2 +



 # ”AB ×
# ”AD



2 +


 # ”AC ×

# ”AD


2 +



 # ”BC ×
# ”BD



2

=


 # ”AB ×

#  ”CD


2 +



 # ”AC ×
# ”BD



2 +


 # ”AD ×

# ”BC


2

(20)

⇐⇒ Ξ
(
2
��ABC

��, 2
��ABD

��, 2
��ACD

��, 2
��BCD

��, 4
��AB|CD

��, 4
��AC|BD

��, 4
��AD|BC

��) = 0 ,

where the quadratic polynomial Ξ(𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓 , 𝑔) ≔ 𝑎2 + 𝑏2 + 𝑐2 + 𝑑2 − 𝑒2 − 𝑓 2 − 𝑔2,
written without arguments as “Ξ,” will always refer to the above polynomial in twice
the exterior and four times the interior facial areas.

Proof. By adding and subtracting ‖ # ”AB ×
# ”AC‖2 + ‖ # ”AB ×

# ”AD‖2 + ‖ # ”AC ×
# ”AD‖2 from

the right-hand side of Eq. (19) and applying Lemma 4, it may be rewritten as

 # ”BC ×
# ”BD



2
=



 # ”AB ×
# ”AC −

# ”AB ×
# ”AD



2 +


 # ”AB ×

# ”AC +
# ”AC ×

# ”AD


2

+


 # ”AB ×

# ”AD −
# ”AC ×

# ”AD


2 −



 # ”AB ×
# ”AC



2 −


 # ”AB ×

# ”AD


2 −



 # ”AC ×
# ”AD



2
.

But by Eq. (4) and its permutations, it is easily shown that the sum and differences of
the cross products inside the norms in this equation are four times the areal vectors of
the interior faces, whence Eq. (20) follows. �

This identity was given as Ex. 17 on pg. 294 of Altshiller-Court’s 1935 text [3]. More
recently, it has been extended by David N. Yetter to a family of identities connecting the
“hyper-areas” of the facets and medial sections of 𝑛-simplices for all 𝑛 > 1 [36] (hence
its attribution to him), although only the 𝑛 = 3 case above will be used in this paper.

3. The exterior areal Gram matrices. The (exterior) areal Gram matrix at any
vertex of a tetrahedron ABCD, say A, plays a central role in what follows (extensions to
𝑛-dimensional spaces of constant curvature may be found in Refs. [1, 21]). This is the
3×3 symmetric matrix GA consisting of the dot products of twice the outwards-pointing
areal vectors of the three exterior faces meeting at A, and as such is positive definite for
any non-degenerate tetrahedron. Using the areal law of cosines (Eq. (13)), it may be
expressed as a matrix of polynomials in indeterminates representing the squared facial
areas 𝐹ABC ↔ 4 |ABC |2, . . . , 𝐹AD |BC ↔ 16 |AD BC |2, namely:

G𝐹 [A] ≔


𝐹ABC

1
2

(
𝐹AB|CD −𝐹ABC −𝐹ABD

)
1
2

(
𝐹AC|BD −𝐹ABC −𝐹ACD

)
1
2

(
𝐹AB|CD −𝐹ABC −𝐹ABD

)
𝐹ABD

1
2

(
𝐹AD|BC −𝐹ABD −𝐹ACD

)
1
2

(
𝐹AC|BD −𝐹ABC −𝐹ACD

)
1
2

(
𝐹AD|BC −𝐹ABD −𝐹ACD

)
𝐹ACD

 (21)
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←→ GA ≔


‖ #”AB× #”AC‖2 −

(
#”AB× #”AC

)
•
(

#”AB× #”AD
)
−
(

#”AC× #”AB
)
•
(

#”AC× #”AD
)

−
(

#”AB× #”AC
)
•
(

#”AB× #”AD
) ‖ #”AB× #”AD‖2 −

(
#”AB× #”AD

)
•
(

#”AC× #”AD
)

−
(

#”AC× #”AB
)
•
(

#”AC× #”AD
)
−
(

#”AB× #”AD
)
•
(

#”AC× #”AD
) ‖ #”AC× #”AD‖2


Note that the negative signs before the dot products in the entries adjacent to the diagonal
are due to the way these cross products are signed in Minkowski’s identity (11), while
the negative sign in the corner entries is due to the swap of the vectors in the cross
product of the dot product’s first factor that is needed to apply Eq. (13) directly.

The determinants of these matrices will be denoted by Γ𝐹 [A] ≔ det
(
G𝐹 [A]

) ↔
det

(
GA

)
, and referred to as the Gramian at A. Expansion shows that Γ𝐹 [A] is a

homogeneous cubic polynomial containing 30 terms, as are the Gramians at the other
three vertices Γ𝐹 [B], Γ𝐹 [C] & Γ𝐹 [D]. They are related as follows.

Lemma 8. Given any 𝐹ABC, . . . , 𝐹AD |BC ∈ R, the four Gramians satisfy

Γ𝐹 [A] ≡ Γ𝐹 [B] ≡ Γ𝐹 [C] ≡ Γ𝐹 [D] mod Ξ̆𝐹 , (22)

where Ξ̆𝐹 is the polynomial Ξ of Eq. (20) viewed as a linear form in the indeterminates
𝐹. Thus if the indeterminates satisfy Yetter’s identity Ξ̆𝐹 = 0, the Gramians are all equal.

Proof. Using computer algebra, it is easily shown that

Γ𝐹 [B] − Γ𝐹 [A] =
1
4

( (
𝐹ACD − 𝐹BCD

) (
2 𝐹ABC + 2 𝐹ABD − 𝐹AB |CD

)
+ (

𝐹ABC − 𝐹ABD
) (
𝐹AC |BD − 𝐹AD |BC

) )
Ξ̆𝐹 .

Similar results are obtained for Γ𝐹 [C] − Γ𝐹 [A] and Γ𝐹 [D] − Γ𝐹 [A]. �

The 2 × 2 principal minors of GA are also of interest, and will be denoted by

Γ𝐹 [A; B] ≔ det
[

𝐹ABC
1
2

(
𝐹AB|CD −𝐹ABC −𝐹ABD

)
1
2

(
𝐹AB|CD −𝐹ABC −𝐹ABD

)
𝐹ABD

]
= Γ𝐹 [B; A] , (23)

with analogous definitions for Γ𝐹 [A; C] = Γ𝐹 [C; A], Γ𝐹 [A; D] = Γ𝐹 [D; A] and the other
2 × 2 principal minors of the four Gram matrices.

Lemma 9. Given any 𝑓ABC, . . . , 𝑓AD |BC ∈ R, and letting 𝐹abc ≔ 𝑓 2
abc & 𝐹ab |cd ≔ 𝑓 2

ab |cd
for all {a, . . . , d} ∈ {A, . . . , D}, we have

Γ𝐹 [a; b] = 1
4 T0: 𝑓 [a, b] T1: 𝑓 [a, b] T2: 𝑓 [a, b] T3: 𝑓 [a, b] , (24)

where T1: 𝑓 [a, b] ≔ 𝑓abc + 𝑓abd − 𝑓ab |cd, T2: 𝑓 [a, b] ≔ 𝑓ab |cd + 𝑓abd − 𝑓abc, T3: 𝑓 [a, b] ≔
𝑓ab |cd + 𝑓abc − 𝑓abd (c < d) are the linear forms corresponding to the deviations of the
tetrahedron inequalities from saturation as in Eq. (9), andT0: 𝑓 [a, b] ≔ 𝑓abc+ 𝑓abd+ 𝑓ab |cd
are those of the associated nondegeneracy factors.

Proof. For Euclidean areas this follows directly from Eq. (14). For general indeter-
minates one need only replace each 𝐹 in the Gram matrices (as in Eq. (21)) by 𝑓 2, then
factorize the 2 × 2 principal minors to get the right-hand side of Eq. (24). �
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Observe that the four factors in these formulae are analogous to those in Heron’s formula,
so these minors can likewise be written as three-point Cayley-Menger determinants,
albeit in indeterminates representing one interior and two exterior areas rather than
inter-vertex distances (as in Eq. (25) below).

In order to see what these polynomials are geometrically, recall that the squared
areas of the exterior faces of a tetrahedron ABCD may be expressed in terms of its
squared edge lengths 𝐷AB ↔ |AB |2 etc. as three-point Cayley-Menger determinants
[5, 11], e.g.

4
��ABC

��2 ←→ Δ𝐷 [A, B,C] ≔ − 1
4 det

(
D̄[A, B,C]) ≔ −1

4
det


0 1 1 1
1 0 𝐷AB 𝐷AC

1 𝐷AB 0 𝐷BC

1 𝐷AC 𝐷BC 0

 , (25)

where D̄ denotes the bordered matrix D ≔ [𝐷ab] of squared distances on the right-hand
side. Via Lagrange’s identity and the usual law of cosines, the squared areas of the
interior faces may also be written as polynomials in the squared edge lengths [35] or,
using Cayley-Menger determinants, as e.g.

16
��AB|CD

��2 ←→ Δ𝐷 [A, B] Δ𝐷 [C,D] − Δ𝐷 [A, B; C,D]2 ≕ Δ𝐷 [A, B | C,D] , (26)

wherein the non-symmetric two-point Cayley-Menger determinant is defined as

Δ𝐷 [A, B; C,D] ≔ 1
2 det

[
0 1 1
1 𝐷AC 𝐷AD

1 𝐷BC 𝐷BD

]
= 1

2 (𝐷AD+𝐷BC−𝐷AC−𝐷BD) ↔ # ”AB • #  ”CD, (27)

while Δ𝐷 [A, B] ≔ Δ𝐷 [A, B; A, B] = 𝐷AB and similarly Δ𝐷 [C,D] = 𝐷CD. Because
they are a special case of a determinantal formula for the “hyper-areas” of the medial
sections of 𝑛-simplices discovered by István Talata [33], we shall call the polynomials
Δ𝐷 [A, B C,D] Talata determinants.

These relations allow us to convert polynomials in the squared facial areas into
polynomials in the squared edge lengths by simple substitution.

Proposition 10. Given a Euclidean tetrahedron ABCD, the Gramians Γ𝐹 [a] with
a ∈ {A, B,C,D}, when evaluated at 𝐹ABC = 4 |ABC |2, . . . , 𝐹AD |BC = 16 |AD BC |2, are all
equal to the fourth power of 3! times its volume, henceforth 𝑡4 ≔

(
6 |ABCD | )4. The

2×2 principal minors of the Gram matrices, Γ𝐹 [a; b] with a, b ∈ {A, B,C,D} and a ≠ b,
likewise evaluated at these multiples of the squared areas in ABCD, are equal to |ab |2 𝑡2.

Proof. On substituting for the six squared areas in Γ𝐹 [A] using Eqs. such as (25),
(26) & (27), one obtains (preferably with the aid of computer algebra) the square of the
four-point Cayley-Menger determinant Δ𝐷 [A, B,C,D] ≔ det

(
D̄[A, B,C,D])/8, or

Γ𝐹 [A]
��
𝐹=Δ𝐷

= Δ𝐷 [A, B,C,D]2 ←→ 𝑡4 , (28)

and likewise for the Gramians at the other three vertices (a considerably more com-
plicated proof of the 𝑛-dimensional version may be found in Ref. [34]). Similarly, on
substituting for the squared areas in the 2 × 2 principal minor Γ𝐹 [A; B], one obtains

Γ𝐹 [A; B]
��
𝐹=Δ𝐷

= Δ𝐷 [A, B] Δ𝐷 [A, B,C,D] ←→
��AB

��2 𝑡2 , (29)
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with analogous results for the other 2× 2 principal minors of G𝐹 [A] as well as those of
the Gram matrices at the remaining three vertices. �

Equations (24) & (29) of course constitute a polynomial version of the areal law of sines
(14). It is also easily shown that the Cayley-Menger & Talata determinants themselves
satisfy Yetter’s identity, meaning that Ξ̆

(
Δ𝐷 [A, B,C] , . . . , Δ𝐷 [A,D | B,C]) = 0.

Remark 4. The example 𝐷AB = 𝐷AC = 𝐷BC = 12, 𝐷AD = 𝐷BD = 4 & 𝐷CD = 3
shows that all the three-point Cayley-Menger & Talata determinants can be positive
while the four-point Cayley-Menger determinant Δ𝐷 [A, B,C,D] = −39 is negative.
Nevertheless, on applying Eqs. (24) & (29) to the sum of the six distinct minors
Γ𝐹 [a; b] (a, b ∈ {A, B,C,D}, a ≠ b), one finds easily that the areas in any such metric
space necessarily violate one or more of the tetrahedron inequalities. This shows
that any metric space wherein the Talata determinants in every quadruple are all non-
negative and the corresponding areas satisfy all the tetrahedron inequalities also fulfils
the Euclidean four-point property [5, Def. 50.1]. It is well-known that even when all
the five-point Cayley-Menger determinants vanish, such a metric space need not be
realizable in three-dimensional Euclidean space (cf. Refs. [5, Sec. 44] or [7]).

By first computing the volume 𝑡 using Eq. (28) and then the edge lengths |ab | from
Eq. (29) (a, b ∈ {A, B,C,D}, a ≠ b), one obtains a simple proof that the areas of the
seven faces of a non-degenerate Euclidean tetrahedron determine it up to isometry. This
proof was first given, to this author’s knowledge, in an unpublished paper posted on a
remarkable online Blog by an amateur but dedicated geometer named Billy Don Sterling
McConnell, apparently around 2012 (at the time of writing, this Blog was accessible
at http://hedronometry.com). McConnell also noted that this calculation would
succeed only if the Gramians were strictly positive and the 2 × 2 principal minors non-
negative (and hence likewise strictly positive), i.e. the Gram matrices were all positive
definite. Crane & Yetter subsequently also derived the edge lengths from the areas
using spherical trigonometry [9], but did not carefully identify the conditions that the
putative areas must satisfy in order for their calculation to succeed.

Once the edge lengths, however obtained, are available coordinates for the vertices
can be computed by standard “multi-dimensional scaling” techniques based on the
“lineal” Gram matrices of dot products among the vectors along the edges originating
at any vertex (see e.g. Refs. [6, 10, 16]). The proof given here instead computes vertex
coordinates which reproduce the given areas directly from the areas themselves, without
explicitly determining the edge lengths first. In essence, it exploits the fact that the areal
Gram matrix at A is just the adjugate of the lineal Gram matrix at A.

Theorem 11 (B. D. S. McConnell). Any seven real numbers 𝑓ABC , 𝑓ABD , 𝑓ACD , 𝑓BCD ,
𝑓AB |CD , 𝑓AC |BD , 𝑓AD |BC ≥ 0 are equal to the areas of the exterior (times 2) and interior
(times 4) faces of a non-degenerate Euclidean tetrahedron ABCD if & only if they satisfy
Yetter’s identity Ξ 𝑓 = 0, the 18 tetrahedron inequalities T𝑓 ≥ 0, and yield a Gramian
at A (or any other vertex) Γ𝑓 2 [A] > 0. This tetrahedron is unique up to isometry.

Proof. The necessity of the stated conditions was established above. To prove
sufficiency, note these conditions together with Lemma 9 show that the Gram matrix
GA ≔ G𝐹 [A] computed from the areas via Eq. (21) with 𝐹 ≔ 𝑓 2 is positive definite by
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Sylvester’s criterion. Hence coordinates for the cross-products it represents are obtained
by diagonalizing it as GA = U𝚲U>, letting V ≔ 𝚲1/2 U>, and setting

p ≔ v1 ↔ # ”AB ×
# ”AC , q ≔ v2 ↔ # ”AD ×

# ”AB , r ≔ v3 ↔ # ”AC ×
# ”AD , (30)

where v1, v2, v3 are the columns of V. The dot products among these coordinate vectors
will then reproduce the matrix GA exactly. To convert the cross products’ coordinates
into those of their component vectors, observe first that the cross products of any three
vectors b, c, d ∈ R3 are the columns r, q , p of the adjugate matrix Adj[b, c, d]. Thus
the well-known fact that the adjugate of the adjugate of a square matrix is the original
matrix times its determinant, together with the fact that the determinant of the adjugate
of a 3× 3 matrix is the square of the determinant of the original matrix, establishes that
the coordinates of the vertices of the tetrahedron a, b, c, d are given by

a = 0 , b = p × q / 𝑡 , c = r × p / 𝑡 , d = q × r / 𝑡 , (31)

where 𝑡 =
√︁
|det(V) | = 4

√︁
Γ𝐹 [A] > 0. Uniqueness up to isometry follows since the

vectors # ”AB = b− a, # ”AC = c− a & # ”AD = d− a are translation independent, while rotating
them rotates their cross products identically without changing the matrix of dot products
GA . Equation (21), however, shows that GA uniquely determines the six squared areas
in G𝐹 [A], which also determine the seventh 𝐹BCD via Yetter’s identity.† �

Note that Γ𝑓 2 [A] = 0 if any tetrahedron inequality saturates, so the given conditions
imply T𝑓 > 0. The example 𝑓ABC = 9, 𝑓ABD = 10, 𝑓ACD = 17, 𝑓BCD = 14 & 𝑓AB |CD =√

261, 𝑓AC |BD =
√

76, 𝑓AD |BC =
√

329 shows the Gramians can be negative even when
Yetter’s identity and all 18 tetrahedron inequalities are strictly satisfied.

In the course of his pursuit of “hedronometry,” McConnell has also over a span of
better than three decades used Yetter’s identity (which he independently rediscovered) to
rewrite the polynomial Γ𝐹 [A] in a variety of ingenious ways so as to make it symmetric
under vertex permutations and look in some sense more like Heron’s formula. The
analogies between his formulae and Heron’s are however not compelling, in that they
do not build upon the intimate connection between Heron’s formula and the in-circle of
the triangle seen in Fig. 1. This in turn is the basis for the extension of Heron’s formula
to be derived in Part II of this series.
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As to the need of improvement there can be no question whilst the reign of Euclid
continues. My own idea of a useful course is to begin with arithmetic, and then not
Euclid but algebra. Next, not Euclid, but practical geometry, solid as well as plane;
not demonstration, but to make acquaintance. Then not Euclid, but elementary
vectors, conjoined with algebra, and applied to geometry. Addition first; then the
scalar product. Elementary calculus should go on simultaneously, and come into
the vector algebraic geometry after a bit. Euclid might be an extra course for
learned men, like Homer. But Euclid for children is barbarous.

Oliver Heaviside, 1893

Geometry without algebra is dumb! Algebra without geometry is blind!

David Hestenes & Garret Sobczyk, 1984



AN EXTENSION OF HERON’S FORMULA TO TETRAHEDRA,
AND THE PROJECTIVE NATURE OF ITS ZEROS: PART II

TIMOTHY F. HAVEL∗

Abstract. This is the second part of a series of four papers in the ΠME Journal. It begins by
showing that the “in-touch points” at which a tetrahedron’s in-sphere touches its (exterior) faces
divide those faces into six pairs of congruent triangles. The natural parameters of a tetrahedron
are then defined as the common areas of these six congruent pairs. This geometric definition
may be expressed algebraically by six simple rational functions of the areas of the tetrahedron’s
seven faces (as defined in Part I). The denominators of these rational functions are the exterior
surface area of the tetrahedron, while each numerator is a product of two factors, one of which
is the deviation from saturation of one of the tetrahedron inequalities of Part I and the other of
which is the associated non-degeneracy condition. This leads to an algebraic definition of the
corresponding inverse natural parameters as the rational functions obtained by replacing those
numerators by the product of the deviations of the complementary pair of tetrahedron inequalities
from saturation. They turn out to be related to the areas of the triangles into which the exterior
faces are divided by the “ex-touch points” of the tetrahedron’s ex-spheres. The product of such a
complementary pair of natural and inverse natural parameters is also the square of the product of
an inter-vertex distance with the in-radius, and since the inverse parameters can also be expressed
as rational functions of the natural parameters, this yields the desired extension of Heron’s formula
to tetrahedra. That formula gives the fourth power of the volume as the product of the squared
exterior surface area with a homogeneous quartic polynomial in the natural parameters, which
may in turn be expressed as the negative of a simple 4 × 4 symmetric determinant. A series of
remarks follows which give various perspectives on the formula, and present some other ways of
expressing the fourth power of the volume as a polynomial or rational function of the natural and
inverse parameters together. The paper closes with a conjecture as to how the formula extends to
𝑛-dimensional simplices for all 𝑛 > 3.

1. The natural parameters of a tetrahedron. The first step towards a formula
for the volume of a tetrahedron that can justly be called a natural extension of Heron’s
formula is to find parameters which determine its facial areas in much the same way
that the Heron parameters were shown to determine the edge lengths of a triangle in
Section I:1.† In analogy with the in-touch points of a triangle shown in Fig. I:1, we
shall denote the in-touch points of the in-sphere of a tetrahedron ABCD by J, K, L & N
(“M” was reserved for the Monge point, although it plays no role here). The centrality of
the in-sphere and in-touch points to the geometry of tetrahedra may be demonstrated by
a construction which parameterizes the set of all non-degenerate tetrahedra as follows:

1. Choose a sphere of radius 𝑟 > 0, centered on e.g. the origin, as the in-sphere;

2. Choose four non-coplanar points J, K, L & N on this sphere such that the plane
through any two of them and the center of the sphere separates the remaining two;
these four points will become the in-touch points of the tetrahedron (to eliminate
rotational redundancy from the parametrization, the first point may be chosen on
say the z-axis, and the second in the yz-plane);

∗Retired research staff, MIT.
†A Roman numeral followed by a colon specifies a reference to a numbered entity in another paper of this

series, in this case Section 1 of Part I.
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Figure 1. Two perspectives on a generic tetrahedron ABCD, constructed from its in-sphere (green)
as described in the main text, with its in-center I and in-touch points J ∈ BCD, K ∈ ACD, L ∈ ABD
& N ∈ ABC all labeled accordingly. The congruent line segments connecting each vertex to
its three adjacent in-touch points are drawn using the same color as the vertex. The pair of
congruent triangles ABN & ABL can clearly be seen on the right, and it is evident that AB ⊥ LN.

(This figure was rendered using the Processing graphics library [10].)

3. Take the planes tangent to the sphere at these four points, and intersect them
three-at-a-time to get the vertices A, B, C & D of the tetrahedron.

The results of this construction, carried out in the GeoGebra online dynamic geometry
system [8], are shown in Fig. 1 above.

The first item of business is to establish the following:

Lemma 1. The twelve triangles into which the in-touch points divide the exterior
faces of a tetrahedron occur in six congruent pairs, where each pair shares a common
edge of the tetrahedron. Moreover, the line segment between each pair of in-touch
points is perpendicular to the common edge of the two faces those in-touch points lie in.

Proof. Using the point labels in Fig. 1, the first part of the lemma may be proven
by noting that the vector from A (say) to the in-center I can be written in two ways, i.e.

# ”AL +
#”LI =

#”AI =
# ”AN +

# ”NI , (1)

from which it follows that��AL
��2 + ��LI

��2 + 2 # ”AL • #”LI =
��AN

��2 + ��NI
��2 + 2 # ”AN • # ”NI . (2)

But # ”AL • #”LI = 0 =
# ”AN • # ”NI since # ”AL & # ”AN lie in the planes of the faces ABD & ABC

resp., while #”LI & # ”NI are perpendicular to those faces with a common length equal to
the in-radius 𝑟 by definition. This shows that |AL | = |AN | , and similarly |BL | = |BN | ,
so that ABL is congruent to ABN as claimed. In an analogous fashion, one finds all the
distances from each vertex to its three adjacent in-touch points are equal, i.e.��AL

�� =
��AK

�� =
��AN

�� , ��BJ
�� =

��BL
�� =

��BN
�� ,��CJ

�� =
��CK

�� =
��CN

�� , ��DJ
�� =

��DK
�� =

��DL
�� , (3)

which implies the congruence of all the remaining pairs of triangles, where each pair
meets in an edge of the tetrahedron and the triangles in each pair are spanned by that
edge together with its adjacent in-touch points.
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The second part of the lemma is likewise easily proven using the orthogonality of
the vectors #”IL & # ”IN to the faces ABD & ABC, resp., and hence to their common edge AB:

# ”AB • # ”NL =
# ”AB •

( # ”NI +
#”IL

)
=

# ”AB • # ”NI + # ”AB • #”IL = 0 + 0 = 0 . (4)

The proofs for the pairs of in-touch triangles at the other five edges are similar. �

This leads to the following tetrahedral analogues of the Heron parameters of a triangle.

Definition 2. The natural parameters of a tetrahedron are twice the common areas
of each of these six pairs of congruent triangles, specifically:

𝑢 ≔ 2
��ABL

�� = 2
��ABN

�� , 𝑣 ≔ 2
��ACK

�� = 2
��ACN

�� ,
𝑤 ≔ 2

��ADK
�� = 2

��ADL
�� , 𝑥 ≔ 2

��BCJ
�� = 2

��BCN
�� , (5)

𝑦 ≔ 2
��BDJ

�� = 2
��BDL

�� , 𝑧 ≔ 2
��CDJ

�� = 2
��CDK

�� .
Then because each exterior face of the tetrahedron is subdivided into three triangles
by the lines from the vertices of that face to its in-touch point, the natural parameters
satisfy the following system of linear equations:

𝑢 + 𝑣 + 𝑥 = 2
��ABC

�� , 𝑢 + 𝑤 + 𝑦 = 2
��ABD

�� ,
𝑣 + 𝑤 + 𝑧 = 2

��ACD
�� , 𝑥 + 𝑦 + 𝑧 = 2

��BCD
�� . (6)

The problem is that, unlike the triangle where the three Heron parameters are connected
to the edge lengths by a non-singular system of three linear equations, here there are
only four equations in the six unknowns 𝑢, 𝑣, 𝑤, 𝑥, 𝑦 & 𝑧.

To obtain their values, let the areal vectors of the triangles ABN etc. (times 2) be:

uAB;C ≔
# ”NB ×

# ”NA , uAB;D ≔
# ”LA ×

# ”LB , vAC;B ≔
# ”NA ×

#  ”NC , vAC;D ≔
# ”KC ×

# ”KA ,

wAD;C ≔
# ”KA ×

# ”KD , wAD;B ≔
# ”LD ×

# ”LA , xBC;A ≔
#  ”NC ×

# ”NB , xBC;D ≔
#”JB ×

# ”JC ,

yBD;A ≔
# ”LB ×

# ”LD , yBD;C ≔
# ”JD ×

#”JB , zCD;A ≔
# ”KD ×

# ”KC , zCD;B ≔
# ”JC ×

# ”JD .

(7)

Note that the order of the factors in each cross-product has been chosen so as to ensure
that these are all outwards-pointing vectors if the oriented volume of ABCD is positive,
or inwards-pointing if it is negative. Then the sum of the areal vectors of the two
in-touch triangles sharing a common edge is e.g.

uAB;D + uAB;C =
# ”LA ×

# ”LB −
# ”NA ×

# ”NB =
( # ”LN +

# ”NA
)
×

( # ”LN +
# ”NB

)
−

# ”NA ×
# ”NB

=
# ”NA ×

# ”LN +
# ”LN ×

# ”NB =
# ”LN ×

( # ”NB −
# ”NA

)
=

# ”LN ×
# ”AB . (8)

Since ‖uAB;D‖ = ‖uAB;C‖ = 𝑢 and # ”LN ⊥ # ”AB by Lemma 1, it follows that

 # ”LN ×
# ”AB



2
=



 # ”LN


2 

 # ”AB



2
= ‖uAB;D + uAB;C‖2 = (9)

‖uAB;C‖2 + ‖uAB;D‖2 − 2 ‖uAB;C‖‖uAB;D‖ cos(𝜑AB) = 2 𝑢2 (1 − cos(𝜑AB)
)
,
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where 𝜑AB is the dihedral angle between ABC & ABD, and the “−” in front of the cosine
is because 𝜑AB is the angle between uAB |C & −uAB |D (or vice versa). By the areal law of
cosines (I:13), however, this cosine is equal to

cos(𝜑AB) =
‖ # ”AB ×

# ”AC‖2 + ‖ # ”AB ×
# ”AD‖2 − ‖ # ”AB ×

#  ”CD‖2

2 ‖ # ”AB ×
# ”AC‖ ‖ # ”AB ×

# ”AD‖
(10a)

⇐⇒ 1 − cos(𝜑AB) =
‖ # ”AB ×

#  ”CD‖2 −
(‖ # ”AB ×

# ”AC‖ − ‖ # ”AB ×
# ”AD‖

)2
2 ‖ # ”AB ×

# ”AC‖ ‖ # ”AB ×
# ”AD‖

, (10b)

and plugging that into Eq. (9) then solving for 𝑢2 gives

𝑢2 =
‖ # ”LN‖2 ‖ # ”AB‖2 ‖ # ”AB ×

# ”AC‖ ‖ # ”AB ×
# ”AD‖

‖ # ”AB ×
#  ”CD‖2 −

(‖ # ”AB ×
# ”AC‖ − ‖ # ”AB ×

# ”AD‖
)2 . (11)

To finish the job a formula for ‖ # ”LN‖2 is needed, and it is

 # ”LN


2

=


 # ”IN −

#”IL


2 =



 # ”IN


2 +



 #”IL


2 − 2 #”IL • # ”IN = 2 𝑟2 (

1 + cos(𝜑AB)
)

= 2 𝑟2
(‖ # ”AB ×

# ”AC‖ + ‖ # ”AB ×
# ”AD‖

)2 − ‖ # ”AB ×
#  ”CD‖2

2 ‖ # ”AB ×
# ”AC‖ ‖ # ”AB ×

# ”AD‖
,

(12)

where 𝑟 = ‖ #”IL ‖ = ‖ #”IN ‖ is the in-radius and the change in the sign of the cosine has the
same explanation as above. This leads to the following relatively simple formulae:

𝑢 = 𝑟


 # ”AB



 cot(𝜑AB/2) = 𝑟


 # ”AB



 √︄
1 + cos(𝜑AB)
1 − cos(𝜑AB)

= 𝑟


 # ”AB



 √√√ (‖ # ”AB ×
# ”AC‖ + ‖ # ”AB ×

# ”AD‖
)2 − ‖ # ”AB ×

#  ”CD‖2

‖ # ”AB ×
#  ”CD‖2 −

(‖ # ”AB ×
# ”AC‖ − ‖ # ”AB ×

# ”AD‖
)2 (13)

= 𝑟


 # ”AB



 √︄
T0 [A, B] T1 [A, B]
T2 [A, B] T3 [A, B]

Here T0 [A, B] ≥ 0 is the non-degeneracy factor and T𝑘 [A, B] ≥ 0 (𝑘 = 1, 2, 3) are the
deviations of the tetrahedron inequalities from saturation defined in Eq. (I:9), so the
quantity in the square root is non-negative. Similar expressions can of course be derived
for the other parameters 𝑣, 𝑤, 𝑥, 𝑦 & 𝑧 via the definitions given in Eq. (7).

This expression may be further simplified via the trigonometric identity cot(𝜗/2) =
csc(𝜗) + cot(𝜗), where the sine in csc(𝜑AB) is obtained from the areal law of sines
(I:14). It then follows from Eq. (13) that 𝑢 =

(
𝑟 ‖ # ”AB‖ / sin(𝜑AB)

) (
1 + cos(𝜑AB)

)
=

𝑟


 # ”AB



 ‖ # ”AB ×
# ”AC‖ ‖ # ”AB ×

# ”AD‖
‖ # ”AB‖

�� # ”AB •
(

# ”AC ×
# ”AD

) ��
(
1 +

‖ # ”AB ×
# ”AC‖2 + ‖ # ”AB ×

# ”AD‖2 − ‖ # ”AB ×
#  ”CD‖2

2 ‖ # ”AB ×
# ”AC‖ ‖ # ”AB ×

# ”AD‖

)
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= 𝑟
2 ‖ # ”AB ×

# ”AC‖ ‖ # ”AB ×
# ”AD‖ + ‖ # ”AB ×

# ”AC‖2 + ‖ # ”AB ×
# ”AD‖2 − ‖ # ”AB ×

#  ”CD‖2

2
�� # ”AB •

(
# ”AC ×

# ”AD
) �� (14)

=

(‖ # ”AB ×
# ”AC‖ + ‖ # ”AB ×

# ”AD‖
)2 − ‖ # ”AB ×

#  ”CD‖2
2 𝑠

=
T0 [A, B] T1 [A, B]

2 𝑠
,

where the well-known [1] relation 𝑟 = 𝑡/𝑠 ≔
�� # ”AB •

(
# ”AC ×

# ”AD
) �� / 𝑠 was used to obtain

the last line with 𝑠 ≔ 2 |ABC | + 2 |ABD | + 2 |ACD | + 2 |BCD | equal to twice the exterior
surface area.

A little more generally, we obtain the following expressions for all six of the natural
parameters in terms of the T ’s as defined in Eq. (I:9):

Proposition 3. The natural parameters of a tetrahedron ABCD with 𝑠 > 0 are

𝑢 =
T0 [A, B] T1 [A, B]

2 𝑠
, 𝑣 =

T0 [A,C] T1 [A,C]
2 𝑠

, 𝑤 =
T0 [A,D] T1 [A,D]

2 𝑠
,

𝑧 =
T0 [C,D] T1 [C,D]

2 𝑠
, 𝑦 =

T0 [B,D] T1 [B,D]
2 𝑠

, 𝑥 =
T0 [B,C] T1 [B,C]

2 𝑠
,

(15)

and 0 if 𝑠 = 0.

Proof. This follows simply from the preceding formula for 𝑢 together with analo-
gous calculations starting from the definitions given in Eq. (7). �

2. The inverse natural parameters of a tetrahedron. In light of these formulae
for the natural parameters, we will also define:

Definition 4. The inverse natural parameters complementary to 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 are:

𝑢̃ ≔
T2 [A, B] T3 [A, B]

2 𝑠
, 𝑣̃ ≔

T2 [A,C] T3 [A,C]
2 𝑠

, 𝑤̃ ≔
T2 [A,D] T3 [A,D]

2 𝑠
,

𝑧 ≔
T2 [C,D] T3 [C,D]

2 𝑠
, 𝑦̃ ≔

T2 [B,D] T3 [B,D]
2 𝑠

, 𝑥 ≔
T2 [B,C] T3 [B,C]

2 𝑠

(16)

for 𝑠 > 0, and 0 otherwise.

The following corollary to Proposition 3 justifies the “inverse” qualifier:

Corollary 5. The squared in-radius 𝑟2 times the squared edge lengths are equal
to the products of complementary pairs of natural & inverse natural parameters, specif-
ically:

𝑟2
��AB

��2 = 𝑢𝑢̃ , 𝑟2
��AC

��2 = 𝑣𝑣̃ , 𝑟2
��AD

��2 = 𝑤𝑤̃ ,

𝑟2
��CD

��2 = 𝑧𝑧 , 𝑟2
��BD

��2 = 𝑦𝑦̃ , 𝑟2
��BC

��2 = 𝑥𝑥 .
(17)

Proof. These relations follow easily from Proposition 3 and Definition 4 together
with Eq. (13) and the analogous equations for 𝑣, 𝑤, 𝑥, 𝑦 & 𝑧. �
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Note that 𝑡2 |AB |2 = 𝑠2𝑢𝑢̃ = 1
4 T0 [A, B] T1 [A, B] T2 [A, B] T3 [A, B] etc. are the 2 ×

2 principal minors of the Gram matrices by Lemma I:9, and that these also equal(
4 |ABC | |ABD | sin(𝜑AB)

)2 etc. by the areal law of sines (I:14).
The following further corollary summarizes some of the algebraic identities which

connect the natural and inverse natural parameters with the seven areas.
Corollary 6. With everything defined as above, the following identities hold:

2 (𝑢 + 𝑣 + 𝑤 + 𝑥 + 𝑦 + 𝑧) = 𝑠 + 2Ξ / 𝑠 ; (18a)

𝑢 + 𝑣 + 𝑥 = 2
��ABC

�� + Ξ
/ (2𝑠) , 𝑢 + 𝑤 + 𝑦 = 2

��ABD
�� + Ξ

/ (2𝑠) ,
𝑣 + 𝑤 + 𝑧 = 2

��ACD
�� + Ξ

/ (2𝑠) , 𝑥 + 𝑦 + 𝑧 = 2
��BCD

�� + Ξ
/ (2𝑠) ; (18b)

𝑢 + 𝑣 + 𝑤 =
��ABC

�� + ��ABD
�� + ��ACD

�� − ��BCD
�� + Ξ

/
𝑠 ,

𝑢 + 𝑥 + 𝑦 =
��BCD

�� + ��ABC
�� + ��ABD

�� − ��ACD
�� + Ξ

/
𝑠 ,

𝑣 + 𝑥 + 𝑧 =
��ACD

�� + ��BCD
�� + ��ABC

�� − ��ABD
�� + Ξ

/
𝑠 ,

𝑤 + 𝑦 + 𝑧 =
��ABD

�� + ��ACD
�� + ��BCD

�� − ��ABC
�� + Ξ

/
𝑠 ;

(18c)

𝑢 − 𝑧 =
��ABC

�� + ��ABD
�� − ��ACD

�� − ��BCD
�� ,

𝑣 − 𝑦 =
��ABC

�� + ��ACD
�� − ��ABD

�� − ��BCD
�� , (18d)

𝑤 − 𝑥 =
��ABD

�� + ��ACD
�� − ��ABC

�� − ��BCD
�� ;(

𝑣 + 𝑤 + 𝑥 + 𝑦 − Ξ/𝑠)2 − 4 𝑢𝑧 = 16
��AB|CD

��2 ,(
𝑢 + 𝑤 + 𝑥 + 𝑧 − Ξ/𝑠)2 − 4 𝑣𝑦 = 16

��AC|BD
��2 , (18e)(

𝑢 + 𝑣 + 𝑦 + 𝑧 − Ξ/𝑠)2 − 4𝑤𝑥 = 16
��AD|BC

��2 ;

(𝑢 + 𝑢̃) 𝑠 = 8
��ABC

�� ��ABD
�� , (𝑧 + 𝑧) 𝑠 = 8

��ACD
�� ��BCD

�� ,
(𝑣 + 𝑣̃) 𝑠 = 8

��ABC
�� ��ACD

�� , (𝑦 + 𝑦̃) 𝑠 = 8
��ABD

�� ��BCD
�� ,

(𝑤 + 𝑤̃) 𝑠 = 8
��ABD

�� ��ACD
�� , (𝑥 + 𝑥) 𝑠 = 8

��ABC
�� ��BCD

�� ;

(18f)

(𝑢 − 𝑢̃) 𝑠/2 =
( # ”AB ×

# ”AC
)
•
( # ”AB ×

# ”AD
)
, (𝑧 − 𝑧) 𝑠/2 =

( # ”AC ×
# ”AD

)
•
( # ”BC ×

# ”BD
)
,

(𝑣̃ − 𝑣) 𝑠/2 =
( # ”AB ×

# ”AC
)
•
( # ”AC ×

# ”AD
)
, ( 𝑦̃ − 𝑦) 𝑠/2 =

( # ”AB ×
# ”AD

)
•
( # ”BC ×

# ”BD
)
,

(𝑤 − 𝑤̃) 𝑠/2 =
( # ”AB ×

# ”AD
)
•
( # ”AC ×

# ”AD
)
, (𝑥 − 𝑥) 𝑠/2 =

( # ”AB ×
# ”AC

)
•
( # ”BC ×

# ”BD
)
;

(18g)

𝑠2 − 2 (𝑢̃ + 𝑣̃ + 𝑤̃ + 𝑥 + 𝑦̃ + 𝑧) 𝑠 = 32
( ��AB|CD

��2+ ��AC|BD
��2+ ��AD|BC

��2 )
+ 4Ξ .

(18h)
Proof. The identities in Eq. (18a), (18c) & (18d) follow upon substituting for the

areas therein using those in Eq. (18b). The identities in the latter just reiterate Eq. (6), but
with the addition of the multiple of Ξ needed to make them hold even if Yetter’s identity
is not satisfied and the natural parameters therein are replaced by the rational functions
in Eq. (15). The first identity in Eq. (18e) may likewise be proven by substituting for
the natural parameters therein using Eq. (15), which yields

(𝑣 + 𝑤 + 𝑥 + 𝑦 − Ξ/𝑠)2 − 4 𝑢𝑧
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= 16
(( ��ABC

�� + ��ABD
�� ) ( ��ACD

�� + ��BCD
�� ) + 4

��AB|CD
��2 )2 /

𝑠2

− 16
(( ��ABC

�� + ��ABD
�� )2 − 4

��AB|CD
��2 ) (( ��ACD

�� + ��BCD
�� )2 − 4

��AB|CD
��2 ) /

𝑠2

= 64
( ��ABC

�� + ��ABD
�� + ��ACD

�� + ��BCD
�� )2 ��AB|CD

��2 /
𝑠2 = 16

��AB|CD
��2 .

The other identities in Eq. (18e) may be proven similarly. The identities in Eq. (18g) just
restate the last line of Eq. (I:13), while Eq. (18f ) restates the complementary relation
given following Eq. (I:15). The last identity (18h) will be left as an exercise. �

Remark 1. The analogues of the inverse natural parameters for a triangle are

𝑢̃ =
(𝑎 − 𝑏 + 𝑐) (𝑎 + 𝑏 − 𝑐)

4 𝑠
, 𝑣̃ =

(−𝑎 + 𝑏 + 𝑐) (𝑎 + 𝑏 − 𝑐)
4 𝑠

, (19)

and 𝑤̃ =
(−𝑎 + 𝑏 + 𝑐) (𝑎 − 𝑏 + 𝑐)

4 𝑠
,

where 𝑎, 𝑏, 𝑐 ≥ 0 are its edge lengths and 𝑠 = (𝑎 + 𝑏 + 𝑐)/2 is its semi-perimeter (as in
Section I:1). These may be shown to satisfy

𝑢̃ = 𝑣𝑟/𝑟C = 𝑤𝑟/𝑟B , 𝑣̃ = 𝑢𝑟/𝑟C = 𝑤𝑟/𝑟A , 𝑤̃ = 𝑢𝑟/𝑟B = 𝑣𝑟/𝑟A , (20)

where 𝑟 , 𝑟A = 𝑟𝑠/𝑢, 𝑟B = 𝑟𝑠/𝑣, 𝑟C = 𝑟𝑠/𝑤 are the radii of the in-circle and ex-circles
tangent to the edge of length 𝑎, 𝑏, 𝑐 respectively (cf. Fig. I:1). For a tetrahedron, the
relations between the in-radius and ex-radii given in e.g. Refs. [7, 11, 14], together with
Eq. (18c), show that these quantities satisfy

𝑟A = 1
2 𝑟𝑠/(𝑢 + 𝑣 + 𝑤) , 𝑟B = 1

2 𝑟𝑠/(𝑢 + 𝑥 + 𝑦) ,
𝑟C = 1

2 𝑟𝑠/(𝑣 + 𝑥 + 𝑧) , 𝑟D = 1
2 𝑟𝑠/(𝑤 + 𝑦 + 𝑧) .

(21)

where 𝑟A is the radius of the ex-sphere tangent to the exterior face opposite A, etc.
Furthermore, Lemma 8 (below) can be used to show that

(𝑥+ 𝑦̃+𝑧) 𝑠 = 2 (𝑢+𝑣+𝑤) (𝑥+𝑦+𝑧) , (𝑣̃+𝑤̃+𝑧) 𝑠 = 2 (𝑢+𝑥+𝑦) (𝑣+𝑤+𝑧),
(𝑢̃+𝑤̃+ 𝑦̃) 𝑠 = 2 (𝑣+𝑥+𝑧) (𝑢+𝑤+𝑦) , (𝑢̃+𝑣̃+𝑥) 𝑠 = 2 (𝑤+𝑦+𝑧) (𝑢+𝑣+𝑥), (22)

and hence 2 |ABC | = 𝑢 + 𝑣 + 𝑥 = (𝑢̃ + 𝑣̃ + 𝑥) 𝑟D/𝑟 , etc. This suggests that the inverse
natural parameters of a tetrahedron scaled by the ratios of the ex-radii to the in-radius
may be interpreted as twice the areas of the triangles into which the ex-touch points JA,
KB, LC & ND divide the tetrahedron’s exterior faces, e.g.

𝑟D

𝑟
𝑢̃ = 2

��ABND

�� , 𝑟D

𝑟
𝑣̃ = 2

��ACND

�� , 𝑟D

𝑟
𝑥 = 2

��BCND

�� . (23)

This hypothesis has been shown to hold numerically in randomly generated tetrahedra,
thereby obtaining a “generic” proof of its correctness.



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART II 8

It is readily verified that the non-negativity of all the natural and inverse natural
parameters is equivalent to all 18 tetrahedron inequalities holding, as long as the areas
from which they were obtained are likewise non-negative. This is entirely analogous to
the way in which the non-negativity of the Heron parameters of a triangle assure that
the triangle inequalities are satisfied. In the case of the tetrahedron one also has Yetter’s
identity to deal with, but it turns out that this likewise occasions no difficulties.

Proposition 7. The seven areas calculated from any values for the natural param-
eters via Corollary 6 always satisfy Yetter’s identity.

Proof. Simply use Eqs. (18b) & (18e) to substitute for the squared areas of the
exterior & interior faces in the polynomial Ξ of Yetter’s identity (I:20) and simplify the
result to get 0. �

Next, a similar process will be used to express the inverse natural parameters as
rational functions of the natural parameters.

Lemma 8. The inverse natural parameters of a tetrahedron ABCD are given in terms
of the natural parameters themselves as

𝑢̃ =
2
((𝑣 + 𝑥) (𝑤 + 𝑦) − 𝑢𝑧)

𝑠
, 𝑧 =

2
((𝑣 + 𝑤) (𝑥 + 𝑦) − 𝑢𝑧)

𝑠
,

𝑣̃ =
2
((𝑢 + 𝑥) (𝑤 + 𝑧) − 𝑣𝑦)

𝑠
, 𝑦̃ =

2
((𝑢 + 𝑤) (𝑥 + 𝑧) − 𝑣𝑦)

𝑠
, (24)

𝑤̃ =
2
((𝑢 + 𝑦) (𝑣 + 𝑧) − 𝑤𝑥)

𝑠
, 𝑥 =

2
((𝑢 + 𝑣) (𝑦 + 𝑧) − 𝑤𝑥)

𝑠
.

Proof. We will derive only the first of these formulae, since the others may be
obtained in much the same fashion. From Eqs. (18a), (18b) & (18f ), we obtain

𝑢̃ 𝑠 = 8
��ABC

�� ��ABD
�� − 𝑢 𝑠 = 2 (𝑢+𝑣+𝑥) (𝑢+𝑤+𝑦) − 2 𝑢 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧) ,

which is readily verified to be 𝑠 times the first formula in Eq. (24). �

Remark 2. Note that even when the natural parameters are all non-negative, these
formulae can give negative values for one or more of the inverse natural parameters.
Therefore, unlike the Heron parameters of a triangle, the natural parameters of a
tetrahedron cannot be chosen arbitrarily subject to being merely non-negative.

3. A natural extension of Heron’s formula to tetrahedra. The centerpiece of
this paper, and indeed the entire series, may now be stated as follows.

Theorem 9 (Heron’s Formula for Tetrahedra). With everything defined as above,
the volume |ABCD | = 𝑡/3! of a tetrahedron ABCD may be expressed in terms of its
natural parameters 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 as

𝑡4 = 𝑠2 (
2 𝑣𝑤𝑥𝑦 + 2 𝑢𝑤𝑥𝑧 + 2 𝑢𝑣𝑦𝑧 − 𝑢2𝑧2 − 𝑣2𝑦2 − 𝑤2𝑥2) (25)
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≕ 𝑠2 Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = −4 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧)2 det


0 𝑢 𝑣 𝑤
𝑢 0 𝑥 𝑦
𝑣 𝑥 0 𝑧
𝑤 𝑦 𝑧 0

 ,
where 𝑠 = 2 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧) is twice the exterior surface area, and its in-radius is
given by 𝑟4 = 𝑡4/𝑠4 = Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧)/𝑠2.

Proof. On dividing the formulae in Eq. (17) through by 𝑟2 and substituting for the
inverse natural parameters therein using the formulae from Eq. (24), one obtains��AB

��2 =
2 𝑢

((𝑣+𝑥) (𝑤+𝑦) − 𝑢𝑧)
𝑠 𝑟2 ,

��CD
��2 =

2 𝑧
((𝑣+𝑤) (𝑥+𝑦) − 𝑢𝑧)

𝑠 𝑟2 ,��AC
��2 =

2 𝑣
((𝑢+𝑥) (𝑤+𝑧) − 𝑣𝑦)

𝑠 𝑟2 ,
��BD

��2 =
2 𝑦

((𝑢+𝑤) (𝑥+𝑧) − 𝑣𝑦)
𝑠 𝑟2 ,��AD

��2 =
2𝑤

((𝑢+𝑦) (𝑣+𝑧) − 𝑤𝑥)
𝑠 𝑟2 ,

��BC
��2 =

2 𝑥
((𝑢+𝑣) (𝑦+𝑧) − 𝑤𝑥)

𝑠 𝑟2 .

(26)

Substituting these expressions for the squared distances 𝐷ab ↔ |ab |2 in the usual 4-
point Cayley-Menger determinant Δ𝐷 [A, B,C,D] ↔ 𝑡2 and factorizing the result then
yields

𝑡2 =
2 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧)Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧)2(

𝑠 𝑟2)3 .

Multiplying this equation through by 𝑠3𝑟6 and using the relation 𝑟 = 𝑡/𝑠 thus implies

𝑡8/𝑠3 = 2 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧)Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧)2 .

Multiplying through by 𝑠3, using the relation 𝑠 = 2 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧) from Eq. (18a),
and taking the square roots of both sides thus gives Eq. (25) as desired. �

Remark 3. Equation (25) can also be derived by using Eqs. (18b) & (18e) to
substitute for the squared areas in the Gramian Γ𝐹 [A], which is a little messier but has
the advantage of also being valid in the degenerate case. On the other hand, if one
converts Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) into a rational function in the seven areas using Proposition
3, the numerator turns out to be a polynomial of total degree 8 in the areas containing
420 terms, which does not factorize. Since some of these terms contain odd powers
of the exterior areas, those areas cannot be eliminated using Yetter’s identity, but the
interior areas occur in only even powers and hence can be. If for example one eliminates
|AD BC |2, the resulting polynomial factorizes into the product of 𝑠2 and a polynomial
of total degree 6 in the remaining six areas containing mere 22 terms. (Curiously, this
degree 6 polynomial is equal to 4 times a four-point Cayley-Menger determinant in the
remaining six areas, wherein the exterior areas occupy the positions of the edge lengths
in a quadrilateral and the two interior areas occupy the positions of its diagonals.) It turns
out that this 22-term polynomial is the same as that which is obtained on eliminating
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|AD BC |2 from the Gramian of the areal vectors of the interior faces, namely

det
(
Gint

)
≔ det




 #”AB×

# ”CD


2 (

#”AB×
# ”CD

)
•
(

#”AC×
#”BD
) (

#”AB×
# ”CD

)
•
(

#”AD×
#”BC
)(

#”AB×
# ”CD

)
•
(

#”AC×
#”BD
) 

 #”AC×

#”BD


2 (

#”AC×
#”BD
)
•
(

#”AD×
#”BC
)(

#”AB×
# ”CD

)
•
(

#”AD×
#”BC
) (

#”AC×
#”BD
)
•
(

#”AD×
#”BC
) 

 #”AD×

#”BC


2

 , (27)

which may be constructed from the areas using the areal law of cosines for the interior
faces given in Eq. (I:17). This determinant in turn equals the sum of the exterior
Gramians at the four vertices plus

( |ABC |2 + |ABD |2 + |ACD |2 + |BCD |2) Ξ2. In this
way one can convert the polynomial in Eq. (25) into one that is equivalent modulo Ξ to
the Gramians, but at the expense of losing the symmetry under vertex permutations or
having to impose Yetter’s identity as a constraint (or both).

One consequence of this remark together with Theorem I:11, Proposition 3, Defi-
nition 4, Corollary 6 and Proposition 7 is:

Corollary 10. Any given 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 ∈ R are the natural parameters of a non-
degenerate Euclidean tetrahedron if & only if they are positive, the corresponding
inverse parameters obtained via Lemma 8 are positive, and the fourth power of the
volume as calculated from Eq. (25), or equivalently Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) by itself, is
likewise positive.

Remark 4. Under the correspondence 𝑢 ↔ 𝐷AB , . . ., 𝑧 ↔ 𝐷CD , the non-negativity
of the negative determinant Ω in Eq. (25) is algebraically analogous to the well-known
inequality −det

(
D
) ≥ 0 with D ≔ [𝐷ab]. Factorization of that determinant shows that

this in turn implies Ptolemy’s three inequalities among the distances
√
𝐷ab between four

points in Euclidean space (see e.g. Ex. 2 on pg. 80 of Ref. [2]). In a similar fashion, Ω
factorizes into a product wherein each factor is linear in the products of the square-roots
of “opposite” pairs of natural parameters, i.e. Ω(𝑢̂2, 𝑣̂2, 𝑤̂2, 𝑥2, 𝑦̂2, 𝑧2) =(

𝑢̂𝑧 + 𝑣̂ 𝑦̂ + 𝑤̂𝑥) (𝑣̂ 𝑦̂ + 𝑤̂𝑥 − 𝑢̂𝑧) (𝑤̂𝑥 + 𝑢̂𝑧 − 𝑣̂ 𝑦̂) (𝑢̂𝑧 + 𝑣̂ 𝑦̂ − 𝑤̂𝑥) , (28)

where 𝑢̂ ≔
√
𝑢 , . . . , 𝑧 ≔

√
𝑧 . Nevertheless, even when they determine a non-

degenerate Euclidean tetrahedron, the natural parameters are not necessarily equal
to the squared distances among four Euclidean points, because their square-roots can
violate the triangle inequality or give a negative four-point Cayley-Menger determi-
nant (as happens, for example, when [𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧] = [2, 4, 1, 10, 5, 6]). Because
Ptolemy’s inequalities saturate if & only if the four points in question lie on a circle
in a plane or are collinear, this algebraic analogy provides a way to visualize some of
the zeros of Ω, but it does not extend to a geometrically meaningful relationship. The
factorization (28) will nonetheless play a central role in Part III of this series.

Remark 5. The expression of the quartic polynomialΩ(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) as a determi-
nant suggests that the formula (25) does have a non-Euclidean geometric interpretation.
Specifically, it is well known that the matrix of squared distances among a set of points
in Euclidean space can be interpreted as the Gram matrix of a set of vectors on the
null cone of an indefinite space with signature [−1,−1, . . . ,−1, +1], and normalized
so that their inner product with a fixed null vector, which serves as the point-at-infinity
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of inversive geometry, is unity; this corresponds to the border of 1’s in Cayley-Menger
determinants [6, 12, 13]. Although this normalization is not applicable in the present
situation, the rest of that geometric interpretation holds, in that the signature of the ma-
trix in Eq. (25) is [−1,−1,−1, +1]. Because the interior of the null cone, projectively
viewed, constitutes a model of hyperbolic space [3], it is likely that hyperbolic geometry,
and the inversive geometry of its boundary at infinity, will give deeper insights into the
meaning of the formula (25).

Remark 6. Euler’s theorem on homogeneous functions shows that 3Δ𝐷 [A, B,C,D] =
d • ∇dΔ𝐷 [A, B,C,D], where d ≔ [𝐷AB , . . . , 𝐷CD]> is a vector of squared distances.
The derivatives of the determinant in ∇dΔ𝐷 , in turn, are the cofactors of the corre-
sponding matrix, which Lemma I:4 shows are the dot products of the areal vectors of
pairs of exterior faces. It thus follows from Corollary 5, 𝑟 = 𝑡/𝑠 and Eq. (18g) that

𝑡2 = 1
3 d • ∇dΔ𝐷 [A, B,C,D] =

𝑠3

6 𝑡2
(
𝑢𝑢̃ (𝑧 − 𝑧) + 𝑣𝑣̃ (𝑦 − 𝑦̃) + 𝑤𝑤̃ (𝑥 − 𝑥) (29)

+ 𝑥𝑥 (𝑤 − 𝑤̃) + 𝑦𝑦̃ (𝑣 − 𝑣̃) + 𝑧𝑧 (𝑢 − 𝑢̃)) .
From this, one obtains another formula for 𝑡4 that is (outside of 𝑠) antisymmetric
w.r.t. interchange of the natural and inverse natural parameters. On substituting for the
inverse parameters using Lemma 8, one again arrives at Eq. (25).

Alternatively, one can write the off-diagonal entries of GA in terms of 𝑢, 𝑢̃, 𝑣, 𝑣̃, 𝑤, 𝑤̃
& 𝑠 using Eq. (18g), and its diagonal entries as 8 |ABC |2 = 𝑠 (𝑢 + 𝑢̃) (𝑣 + 𝑣̃)/(𝑤 + 𝑤̃),
8 |ABD |2 = 𝑠 (𝑢 + 𝑢̃) (𝑤 + 𝑤̃)/(𝑣 + 𝑣̃), 8 |ACD |2 = 𝑠 (𝑣 + 𝑣̃) (𝑤 + 𝑤̃)/(𝑢 + 𝑢̃) by Eq. (18f ).
The Gramian then becomes a rational function with a numerator which factorizes into a
product of four cubic factors in the square-roots of those natural and of the corresponding
inverse natural parameters 𝑢̌ ≔

√
𝑢̃, 𝑣̌ ≔

√
𝑣̃, 𝑤̌ ≔

√
𝑤̃, thereby showing that:

𝑡4 =
𝑠3

2 (𝑢 + 𝑢̃) (𝑣 + 𝑣̃) (𝑤 + 𝑤̃)
( − 𝑢̂𝑣̂𝑤̂ + 𝑢̌𝑣̌𝑤̂ + 𝑢̌𝑣̂𝑤̌ + 𝑢̂𝑣̌𝑤̌) · · · (30)

· · · (𝑢̂𝑣̂𝑤̂ − 𝑢̌𝑣̌𝑤̂ + 𝑢̌𝑣̂𝑤̌ + 𝑢̂𝑣̌𝑤̌) (
𝑢̂𝑣̂𝑤̂ + 𝑢̌𝑣̌𝑤̂ − 𝑢̌𝑣̂𝑤̌ + 𝑢̂𝑣̌𝑤̌) (

𝑢̂𝑣̂𝑤̂ + 𝑢̌𝑣̌𝑤̂ + 𝑢̌𝑣̂𝑤̌ − 𝑢̂𝑣̌𝑤̌)
Analogous expressions can of course be derived from the Gramians at the other three
vertices.

Remark 7. A rather different expression which also relates the natural parameters
to the volume of the tetrahedron is

𝑠 (𝑢 − 𝑧) (𝑣 − 𝑦) (𝑤 − 𝑥) (𝑢+𝑣+𝑤) (𝑢+𝑥+𝑦) (𝑣+𝑥+𝑧) (𝑤+𝑦+𝑧) (31)

(cf. Eqs. (18a), (18c) & (18d)). Unlike Eq. (25) this can be expanded into a polynomial
in only the squared exterior areas, and hence may also be written as a polynomial in
the squared distances via Eq. (I:25). This later polynomial factorizes into a product of
the four-point Cayley-Menger determinant and another factor, dubbed the “𝑋-factor,”
of total degree 5 in the squared distances. By construction the 𝑋-factor vanishes
whenever any one exterior area equals the sum of the other three, or the sum of any two
exterior areas equals the sum of the other two (and hence, in particular, for equi-facial
tetrahedra), but it is not necessarily non-negative even in the Euclidean case, and its full
geometric interpretation remains an open problem.
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The determinantal form of Eq. (25) immediately suggests a further extension to
Euclidean spaces of dimension 𝑛 > 3, as well. Clearly for a Euclidean 𝑛-simplex the
analogues of the in-touch triangles of a tetrahedron are the “in-touch (𝑛−1)-simplices”
into which its facets are divided by their respective in-touch points. There are 𝑛 (𝑛 + 1)
of these, and it is reasonable to expect that they will again come in congruent pairs.
Taking (𝑛−1)! times the “hyper-areas” of these pairs of (𝑛−1)-simplices as the natural
parameters of the 𝑛-simplex then leads to the following:

Conjecture 11. The hyper-volume of an 𝑛-simplex ABC · · · is given in terms of its
(𝑛 + 1) 𝑛/2 natural parameters 𝑢, 𝑣, . . . , 𝑤, 𝑥 , . . . 𝑦, . . . 𝑧, . . . by(

𝑛!
�� ABC · · ·

��)2(𝑛−1) =

(−1)𝑛 (
2 (𝑢+𝑣+ · · · +𝑧+ · · · ))𝑛−1 det


0 𝑢 𝑣 · · · 𝑤
𝑢 0 𝑥 · · · 𝑦
𝑣 𝑥 0 · · · 𝑧
...

...
...

. . .
...

𝑤 𝑦 𝑧 · · · 0


.

(32)

Note the linear factor on the right contributes (𝑛 − 1)2 to the dimensionality, while the
determinantal factor adds another (𝑛 − 1) (𝑛 + 1), matching the total of 2 𝑛 (𝑛 − 1) on
the left.

Remark 8. By computing the relevant quantities in multiple random 4-simplices, it
has been numerically confirmed that the volumes of the 20 tetrahedra into which the
in-touch points divide their facets are equal when they share a 2-face, and that putting
these 10 numbers into Eq. (32) does indeed give the sixth power of 4! times their
hyper-volumes. (Note added in proof: A purely geometric proof of this conjecture is in
preparation.)

REFERENCES
[1] Apostol, T. M. and Mnatsakanian, M. A., New Horizons in Geometry, Math. Assoc.

Amer., Washinton DC, U.S.A., 2012, doi:10.5948/upo9781614442004.
[2] Blumenthal, L. M., “Theory and Applications of Distance Geometry,” Oxford Univ. Press,

Oxford, UK, 1953. Reprinted by Chelsea Publ. Co., Bronx, NY, 1970.
[3] Coxeter, H. S. M., “Non-Euclidean Geometry,” Math. Assoc. Amer., Washington DC,

U.S.A., 1998, doi:10.3138/9781442653207.
[4] Crippen, G. M. and Havel, T. F., “Distance Geometry and Molecular Conformation,” John

Wiley & Sons, New York, NY, U.S.A., 1988, doi:10.1086/416483.
[5] Dress, A. W. M. and Havel, T. F., Some combinatorial properties of discriminants in

metric vector spaces, Adv. Math., vol. 62, pp. 285–312, 1986, doi:10.1016/0001-8708(86)
90104-0.

[6] ———, Distance geometry and geometric algebra, Found. Phys., vol. 23, pp. 1357–1374,
1993, doi:10.1007/bf01883783.

[7] Hajja, M., The existence of triangles, tetrahedra, and higher-dimensional simplices with
prescribed exradii, Math. Gazette, vol. 102, pp. 257–263, 2018, doi:10.1017/mag.2018.56.



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART II 13

[8] International GeoGebra Inst., GeoGebra online dynamic geometry system (version 5),
2021. URL http://geogebra.org.

[9] Marx, V., Method of the year: protein structure prediction, Nature Methods, vol. 19, pp.
5–10, 2022, doi:10.1038/s41592-021-01359-1.

[10] Reas, C. and Fry, B., “Processing, second edition: A Programming Handbook for Visual
Designers and Artists,” The MIT Press, Cambridge MA, USA, 2014.

[11] Richardson, G., The trigonometry of the tetrahedron, Math. Gazette, vol. 2, pp. 149–158,
1902, doi:10.2307/3603090.

[12] Seidel, J. J., Distance-geometric development of two-dimensional Euclidean, hyperbolical
and spherical geometry, Simon Stevin: Wis- en Natuurkundig Tĳdschrift„ vol. 29, pp.
32–50, 65–76, 1952.

[13] ———, Discrete non-Euclidean geometry, in Handbook of Incidence Geometry: Buildings
and Foundations, edited by Buekenhout, F., chap. 15, (pp. 843–920), Elsevier B.V.,
Amsterdam, NL, 1995, doi:10.1016/b978-0-444-88355-1.x5000-2.

[14] Toda, A. A., Radii of the inscribed and escribed spheres of a simplex, Intl. J. Geom., vol. 3,
no. 2, pp. 5–13, 2014, doi:10.5951/mt.72.6.0462.

Biography. The author obtained his doctoral degree in Biophysics from the Uni-
versity of California at Berkeley in 1982, where he co-developed the “distance geome-
try” approach to the analysis and computation of molecular conformation with G. M.
Crippen & I. D. Kuntz (both then at U. C. San Francisco). He then embarked upon a
long and checkered career that took him back and forth across the Atlantic and through
many nominally unrelated fields of mathematics, science and engineering. He has
written widely used software for computing protein structures from nuclear magnetic
resonance (NMR) data (with Prof. Kurt Wüthrich & Gerhard Wagner at the Swiss Fed-
eral Technical Institute in Zürich) as well as from multiple sequence alignments with
homologues of known structure (at the Research Institute of Scripps Clinic in La Jolla,
California and at the Univ. of Michigan in Ann Arbor), work which ultimately con-
tributed to the “solution” of the Protein Folding Problem [9]. He has also co-authored
a book on the theory and applications of distance geometry to molecular conformation
with Prof. Crippen [4], and written papers on the combinatorial structure of metric
vector spaces with Prof. Andreas W. M. Dress at the Univ. of Bielefeld in Germany
[5]. He settled in Boston, Massachusetts in 1990, where he spent a number of years
developing matrix methods for the analysis of biomolecular NMR data in the Dept. of
Biological Chemistry and Molecular Pharmacology the Harvard Medical School. Dur-
ing this time he also began dabbling in geometric (aka Clifford) algebras and their
applications to distance geometry [6] as well as mathematical physics more generally.
This latter interest (and his funding) led him to move to the Dept. of Nuclear Science and
Engineering at MIT around the turn of the century, where he worked with Prof. David
G. Cory on applying geometric algebra techniques to the design and analysis of ex-
periments demonstrating the principles of quantum computing by NMR spectroscopy.
After a stint attempting to commercialize thermochemical and nano-mechanical forms
of energy storage, he unofficially retired circa 2016 and devoted much of his time to
learning about neuroscience, artificial intelligence and applied category theory in the
rich intellectual environment of the greater Boston area. This paper is an outcome of
his self-imposed isolation during the Coronavirus Pandemic of 2020-22.



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART II 14

This series of papers is dedicated to the memory of my doctoral
co-advisor, Gordon M. Crippen (1945–2022).

If this [the Mysterium cosmographicum] is published, others will perhaps make
discoveries I might have reserved for myself. But we are all ephemeral creatures
(and none more so than I). I have, therefore, for the Glory of God, who wants to be
recognized from the book of Nature, that these things may be published as quickly
as possible. The more others build on my work the happier I shall be.

Johannes Kepler, 1595

Every formula which expresses a law of nature is a hymn of praise to God.

Maria Mitchell, date unknown
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Abstract. This is the third part of a series of four papers in The ΠME Journal. It explores the
structure of the zeros of the extension of Heron’s formula to tetrahedra that was derived in Part II.
First, it is shown that almost all the zeros, specifically those for which the areal Gram matrices of
Part I have rank 2, are the limits of sequences of non-degenerate tetrahedra the vertices of which
go off to infinity along a line while the areas of their interior and exterior faces remain finite
and the latter non-zero. Zeros with areal Gram matrices of rank 1, in contrast, correspond to
quadruples of points in the (finite) affine plane. The full five-dimensional zero set is then shown
to be canonically homeomorphic to a certain quotient of the well-known Klein quadric under
a (generically) faithful action of the group Z4

2. The zero set also admits a natural stratification
according to which 2× 2 minors of the areal Gram matrices vanish, and this gives it the structure
of a finite graded lattice with the set of generic degenerate tetrahedra as its supremum and the set
of all quadruples in the affine plane as its infimum. Finally, it is shown that the algebraic structure
of the zeros in the affine plane naturally defines the associated four-element, rank 3 chirotope,
aka affine oriented matroid. The paper closes with some remarks on the potential significance of
these results in mathematics and physics, along with possible directions for future research.

1. The projective nature of the zeros of 𝛀. In this paper, a tetrahedron will be
called “degenerate” whenever the polynomial Ω from the extension of Heron’s formula
to tetrahedra given in Theorem II:9† vanishes. Equivalently, a tetrahedron is degenerate
when the determinant of the exterior areal Gram matrix from Part I at any (and hence
all) of its vertices is zero. It is geometrically clear that the areal Gram matrices of any
quadruple of points in the Euclidean plane will have a rank of 1, since the areal vectors
of the seven faces in any such configuration are of course all collinear. The infinitely
more common class of zeros for which these Gram matrices have a rank of 2, however,
does not correspond to planar configurations, nor to any other configuration of points
heretofore considered in classical Euclidean geometry.

In order to gain some insight into what these are, we may express the squared
distances in a three-point Cayley-Menger determinant in terms of the natural param-
eters just as was done with the four-point determinant in the proof of Theorem II:9
(specifically, Eq. (II:26)), obtaining e.g. Δ𝐷 [A, B,C] ↔

− 1
4 det


0 1 1 1
1 0 𝑢𝑢̃/𝑟2 𝑣𝑣̃/𝑟2

1 𝑢𝑢̃/𝑟2 0 𝑥𝑥/𝑟2

1 𝑣𝑣̃/𝑟2 𝑥𝑥/𝑟2 0

 = 1
4 𝑟
−4 Ω(𝑢, 𝑣, 𝑥, 𝑥, 𝑣̃, 𝑢̃) (1)

= 𝑟−4 (𝑢 + 𝑣 + 𝑥)2 Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) /𝑠2 = (𝑢 + 𝑣 + 𝑥)2 = 4
��ABC

��2 ,

where 𝑟 = 𝑡/𝑠 is the in-radius as usual. On multiplying through by 𝑟4, we see that all four
three-point Cayley-Menger determinants in the complementary products 𝑢𝑢̃, . . . , 𝑧𝑧,

∗Retired research staff, MIT.
†A Roman numeral followed by a colon specifies a reference to a numbered entity in another paper of this

series, in this case Theorem 9 of Part II.
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namely Δ
𝐷̃

(where 𝐷AB ↔ 𝑢𝑢̃, . . . , 𝐷CD ↔ 𝑧𝑧) or

Ω(𝑢, 𝑣, 𝑥, 𝑥, 𝑣̃, 𝑢̃ )/4 = 4 𝑟4
��ABC

��2 , Ω(𝑢, 𝑤, 𝑦, 𝑦̃, 𝑤̃, 𝑢̃)/4 = 4 𝑟4
��ABD

��2 ,
Ω(𝑣, 𝑤, 𝑧, 𝑧, 𝑤̃, 𝑣̃)/4 = 4 𝑟4

��ACD
��2 , Ω(𝑥, 𝑦, 𝑧, 𝑧, 𝑦̃, 𝑥)/4 = 4 𝑟4

��BCD
��2 , (2)

vanish identically in the limit of a degenerate tetrahedron for which 𝑟4 = Ω/𝑠2 =
0. Since the four-point Cayley-Menger determinant in the complementary products,
Δ
𝐷̃
[A, B,C,D] ↔ 𝑟8 𝑠2, also vanishes in that limit, it follows that in any degener-

ate tetrahedron these complementary products are (formally) the squared distances 𝐷
among four points on a Euclidean line. The tetrahedron’s actual squared inter-vertex
distances, however, diverge towards infinity as 𝑟−2 times the corresponding complemen-
tary product, providing that product does not itself go to zero. Thus these degenerate
tetrahedra can be said to have collinear vertices separated by infinite distances, but with
generically well-defined ratios |AB | / |AC | = 𝑢𝑢̃/𝑣𝑣̃ etc., and with interior & exterior
faces of finite, and generally non-zero, area.

These degenerate tetrahedra cannot be viewed as simply a quadruple of points on a
line in the projective completion of Euclidean three-space, because it is possible for all
the vertices in such configurations to be at infinite distances from each other whereas a
line in that completion has only one point at infinity. One way to construct such zeros is
to take a random non-degenerate tetrahedron in R3, apply an affine transformation with
diagonal matrix Diag(𝜎−1, 𝜎−1, 𝜎) for some 𝜎 > 0 to its vertices, and take the limit as
𝜎 →∞. It is easily seen that this transformation acts asymptotically on the (interior and
exterior) faces as a two-dimensional affine squeeze of the form Diag(𝜎−1, 𝜎). Since
such a squeeze preserves areas, it follows that as 𝜎 →∞ the seven areas will converge
to well-defined finite values while the inter-vertex distances approach infinity and the
volume goes to zero. On putting the resulting limits of the areas into Eq. (I:21), one
obtains a Gram matrix at A (or any other vertex) of rank 2. Areas corresponding to rank
1 zeros, in contrast, are readily obtained by projecting a random tetrahedron onto any
plane, although these areas obviously determine the resulting planar configuration only
up to special (area preserving) affine transformations.

The proper interpretation of these unconventional Euclidean configurations within
the framework of projective geometry, reaffirming Arthur Cayley’s claim that “projec-
tive geometry is all geometry” [1], will be left as a challenge to the experts in that field
(Refs. [4, 5] might be a good place to start). Instead, this paper will seek to motivate the
further study of such questions, by showing that the zeros of the formula (II:25) can be
placed in a one-to-one correspondence with a certain quotient of the Klein quadric K
by an action of a discrete group of reflections on the Plücker coordinates. It will further
explore the combinatorial structure imposed on the set of all degenerate tetrahedra by
the various possible combinations of vanishing complementary products, and show (see
also Appendix IV:A) that the aforementioned rank 1 zeros in the affine plane are exactly
those wherein all six complementary products vanish.

We end this section with a technical lemma which is needed to achieve these goals.

Lemma 1. Given any 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 ∈ R with 𝑠 = 2 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧) ≠ 0, let 𝑢̃,
𝑣̃, 𝑤̃, 𝑥, 𝑦̃, 𝑧 be the values of the rational functions in Eq. (II:24). Then if any one of
the complementary products 𝑢𝑢̃, 𝑣𝑣̃, 𝑤𝑤̃, 𝑥𝑥, 𝑦𝑦̃ or 𝑧𝑧 vanishes, the polynomial Ω in
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Eq. (II:25) satisfies Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) ≤ 0. Conversely, given 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 ≥ 0 with
Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = 0, the rational functions’ values 𝑢̃, 𝑣̃, 𝑤̃, 𝑥, 𝑦̃, 𝑧 from Eq. (II:24) are
all non-negative, as are the corresponding complementary products.

Proof. To prove the first claim, suppose for example 𝑢𝑢̃ = 0 so that either 𝑢 = 0 or
𝑢̃ = 0. In the former case we find that Ω|𝑢=0 = −(𝑤𝑥 − 𝑣𝑦)2 ≤ 0, whereas if 𝑢 ≠ 0 we
may solve 𝑢̃ = 2

((𝑣 + 𝑥) (𝑤 + 𝑦) − 𝑢𝑧)/𝑠 = 0 in Eq. (II:24) for 𝑧∗ = (𝑣 + 𝑥) (𝑤 + 𝑦)/𝑢,
whence Ω|𝑧=𝑧∗ = −(𝑣𝑤 − 𝑥𝑦)2 ≤ 0 as well. The proof if any of the other products
vanish is of course similar.

To prove the second claim, we solve Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = 0 for the product 𝑢𝑧,
obtaining

𝑢𝑧 = 𝑤𝑥 + 𝑣𝑦 ± 2√𝑣𝑤𝑥𝑦 =
(
𝑤̂𝑥 ± 𝑣̂ 𝑦̂

)2
. (3)

If 𝑠 = 0 the claim holds vacuously, and otherwise substituting this value of 𝑢𝑧 into
Eq. (24) for 𝑢̃ yields

𝑢̃ = 2
(
𝑣𝑤 + 𝑥𝑦 ± 2√𝑣𝑤𝑥𝑦)/𝑠 = 2

(
𝑣̂𝑤̂ ± 𝑥𝑦̂

)2/𝑠 ≥ 0 , (4)

as desired. The proof for the remaining five products is again similar. �

Remark 1. The second claim of this lemma suggests that 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 ≥ 0 and
Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) ≥ 0 implies 𝑢̃, 𝑣̃, 𝑤̃, 𝑥, 𝑦̃, 𝑧 ≥ 0. Assuming these inequalities are strict,
this strengthening of Corollary II:10 can be proven by noting that Ω > 0 implies
the Gram matrix GA at A (say) has either zero or two negative eigenvalues (since
det

(
GA

)
= 𝑡4 = 𝑠2Ω > 0). Because the inverse natural parameters are all positive

in the former case, we need only prove our claim in the latter. To do so, first note
that the diagonal entries of GA are the squared exterior areas 4 |ABC |2 = (𝑢 + 𝑣 + 𝑥)2,
4 |ABD |2 = (𝑢+𝑤+𝑦)2, 4 |ACD |2 = (𝑣+𝑤+𝑧)2 by Eq. (II:18b) and hence positive. This in
turn implies all three 2×2 principal minors 𝑠2𝑢𝑢̃, 𝑠2𝑣𝑣̃, 𝑠2𝑤𝑤̃ (see the note immediately
preceding Corollary II:6) must be negative, since otherwise GA would be positive
definite by Sylvester’s criterion. It follows that 𝑢, 𝑣, 𝑤 > 0 implies 𝑢̃, 𝑣̃, 𝑤̃ < 0 and hence
𝑢̃ + 𝑣̃ + 𝑤̃ < 0. Upon substituting for 𝑢̃, 𝑣̃ & 𝑤̃ in that sum using Lemma II:8, however,
we obtain the manifest contradiction 2(𝑢𝑣+𝑢𝑤+𝑣𝑤+𝑢𝑧+𝑣𝑦+𝑤𝑥+𝑥𝑦+𝑥𝑧+ 𝑦𝑧)/𝑠 < 0.

2. The connection to the Klein quadric. The analysis of the zeros of Ω that fol-
lows benefited greatly from an exposition of a connection between planar polygons and
Grassmannians recently given by Cantarella et al. [8]. Specifically, when rank

(
GA

) ≤ 2
the areal vectors of the exterior faces of a tetrahedron are coplanar, and when signed
correctly sum to zero by Minkowski’s identity (I:11) just like the edge vectors of a
planar quadrilateral (this analogy was also briefly considered for non-degenerate sim-
plices in Ref. [21]). Thus it is possible to visualize these degenerate tetrahedra as planar
quadrilaterals, though it should be noted that the vertices of such quadrilaterals are not
those of the tetrahedra themselves, and that the cyclic order of their edges is arbitrary.

The approach used by Cantarella et al. equates the components of four such vectors
in R2 to the real & imaginary parts of the squares of four complex numbers 𝑚A+ 𝑖𝑛A ,
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. . . , 𝑚D+ 𝑖𝑛D, so that
# ”AB ×

# ”AC = (𝑚2
D − 𝑛2

D) e1+ 2𝑚D𝑛D e2 , −
# ”AB ×

# ”AD = (𝑚2
C − 𝑛2

C) e1+ 2𝑚C𝑛C e2 ,
# ”AC ×

# ”AD = (𝑚2
B − 𝑛2

B) e1+ 2𝑚B𝑛B e2 , −
# ”BC ×

# ”BD = (𝑚2
A − 𝑛2

A) e1+ 2𝑚A𝑛A e2 ,
(5)

where e1, e2 is any orthonormal basis of their common plane (in practice, the basis
obtained by diagonalizing GA is a convenient one to use). It follows that the norms of
these cross products are given quite simply by

𝑚2
A+𝑛2

A = 2
��BCD

�� , 𝑚2
B+𝑛2

B = 2
��ACD

�� , 𝑚2
C+𝑛2

C = 2
��ABD

�� , 𝑚2
D+𝑛2

D = 2
��ABC

�� . (6)

The fact that the vectors in Eq. (5) sum to 0 further implies that the vectors m ≔
[𝑚A, 𝑚B, 𝑚C, 𝑚D]>, n ≔ [𝑛A, 𝑛B, 𝑛C, 𝑛D]> in R4 satisfy m •n = 0 & ‖m‖2= ‖n‖2= 𝑠/2,
where 𝑠 is twice the exterior surface area as usual. These vectors are determined only
up to improper rotations in the plane they span, and a rotation by an angle 𝜗 in their
common plane corresponds to a rotation of the areal vectors by 2𝜗.

We will now derive two equivalent formulae for each of the three interior facial
areas in terms of the real and imaginary parts of these complex numbers.

Lemma 2. With everything defined as above:

16
��AB|CD

��2 =
((𝑚B + 𝑛A)2 + (𝑚A − 𝑛B)2

) ((𝑚B − 𝑛A)2 + (𝑚A + 𝑛B)2
)

(7a)
=

((𝑚D + 𝑛C)2 + (𝑚C − 𝑛D)2
) ((𝑚D − 𝑛C)2 + (𝑚C + 𝑛D)2

)
;

16
��AC|BD

��2 =
((𝑚D + 𝑛B)2 + (𝑚B − 𝑛D)2

) ((𝑚D − 𝑛B)2 + (𝑚B + 𝑛D)2
)

(7b)
=

((𝑚C + 𝑛A)2 + (𝑚A − 𝑛C)2
) ((𝑚C − 𝑛A)2 + (𝑚A + 𝑛C)2

)
;

16
��AD|BC

��2 =
((𝑚D + 𝑛A)2 + (𝑚A − 𝑛D)2

) ((𝑚D − 𝑛A)2 + (𝑚A + 𝑛D)2
)

(7c)
=

((𝑚C + 𝑛B)2 + (𝑚B − 𝑛C)2
) ((𝑚C − 𝑛B)2 + (𝑚B + 𝑛C)2

)
.

Proof. To prove the first of the above formulae, we use Eq. (5) and the usual
expression for the dot product of vectors in terms of their coordinates to obtain

− ( # ”AC ×
# ”AD

)
•
( # ”BC ×

# ”BD
)
= (𝑚2

A − 𝑛2
A) (𝑚2

B − 𝑛2
B) + 4𝑚A𝑛A𝑚B𝑛B .

By the areal law of cosines (I:13) together with Eq. (6), however, 16 |AB|CD |2 =

 # ”AB ×
#  ”CD



2
=



 # ”AC ×
# ”AD



2 +


 # ”BC ×

# ”BD


2 − 2

( # ”AC ×
# ”AD

)
•
( # ”BC ×

# ”BD
)

=
(
𝑚2

A + 𝑛2
A
)2+ (

𝑚2
B + 𝑛2

B
)2+ 2 (𝑚2

A − 𝑛2
A) (𝑚2

B − 𝑛2
B) + 8𝑚A𝑛A𝑚B𝑛B

=
((𝑚B + 𝑛A)2 + (𝑚A − 𝑛B)2

) ((𝑚B − 𝑛A)2 + (𝑚A + 𝑛B)2
)
.

A similar procedure, applied to the alternative expression ‖ # ”AB ×
#  ”CD‖2 = ‖ # ”AB ×

# ”AC‖2
+ ‖ # ”AB ×

# ”AD‖2 − 2
( # ”AB ×

# ”AC
)
•
( # ”AB ×

# ”AD
)
, yields the second formula for 16 |AB CD |2.

The remaining formulae can be established in an analogous fashion. �
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These results allow us to express the natural and inverse natural parameters of a
degenerate tetrahedron in terms of the 𝑚’s & 𝑛’s quite simply as follows.

Proposition 3. Given a tetrahedron with volume |ABCD | = 0 and exterior surface
area (times 2) 𝑠 > 0, together with vectors m, n ∈ R4 as above, the natural parameters
are given by

𝑢 = 2 (𝑚C𝑛D − 𝑚D𝑛C)2/𝑠 , 𝑧 = 2 (𝑚A𝑛B − 𝑚B𝑛A)2/𝑠 ,
𝑣 = 2 (𝑚B𝑛D − 𝑚D𝑛B)2/𝑠 , 𝑦 = 2 (𝑚A𝑛C − 𝑚C𝑛A)2/𝑠 ,
𝑤 = 2 (𝑚B𝑛C − 𝑚C𝑛B)2/𝑠 , 𝑥 = 2 (𝑚A𝑛D − 𝑚D𝑛A)2/𝑠 ,

(8)

while the inverse natural parameters are given by

𝑢̃ = 2 (𝑚C𝑚D + 𝑛D𝑛C)2/𝑠 , 𝑧 = 2 (𝑚A𝑚B + 𝑛B𝑛A)2/𝑠 ,
𝑣̃ = 2 (𝑚B𝑚D + 𝑛D𝑛B)2/𝑠 , 𝑦̃ = 2 (𝑚A𝑚C + 𝑛C𝑛A)2/𝑠 ,
𝑤̃ = 2 (𝑚B𝑚C + 𝑛C𝑛B)2/𝑠 , 𝑥 = 2 (𝑚A𝑚D + 𝑛D𝑛A)2/𝑠 .

(9)

If 𝑠 = 0, of course, the natural and inverse natural parameters are all zero as well.

Proof. Upon substituting for the exterior & interior areas in the expression for 𝑢
from Proposition II:3 using Eqs. (6) & (7), we obtain

2𝑠𝑢 =
(
2
��ABC

�� + 2
��ABD

�� )2 − 16
��AB|CD

��2 =(
𝑚2

D + 𝑛2
D + 𝑚2

C + 𝑛2
C
)2 − ((𝑚D + 𝑛C)2 + (𝑚C − 𝑛D)2

) ((𝑚D − 𝑛C)2 + (𝑚C + 𝑛D)2
)

= 4 (𝑚C𝑛D − 𝑚D𝑛C)2 ,

as desired. Similarly, upon substituting for the areas in the expression for 𝑢̃ from
Definition II:4 (Eq. (II:16)), we obtain

2𝑠𝑢̃ = 16
��AB|CD

��2 − (
2
��ABC

�� − 2
��ABD

�� )2 =((𝑚D + 𝑛C)2 + (𝑚C − 𝑛D)2
) ((𝑚D − 𝑛C)2 + (𝑚C + 𝑛D)2

) − (
𝑚2

D + 𝑛2
D − 𝑚2

C − 𝑛2
C
)2

= 4 (𝑚C𝑚D + 𝑛D𝑛C)2 .

The proofs of the expressions for the remaining natural and inverse natural parameters
are analogous. �

The above expressions for the natural parameters involve the Plücker coordinates in
the exterior product m ∧ n of m, n ∈ R4; these will henceforth be denoted by

𝑝AB ≔ 𝑚A𝑛B − 𝑚B𝑛A , 𝑝AC ≔ 𝑚A𝑛C − 𝑚C𝑛A , 𝑝AD ≔ 𝑚A𝑛D − 𝑚D𝑛A ,

𝑝BC ≔ 𝑚B𝑛C − 𝑚C𝑛B , 𝑝BD ≔ 𝑚B𝑛D − 𝑚D𝑛B , 𝑝CD ≔ 𝑚C𝑛D − 𝑚D𝑛C ,
(10)

so that m∧n = [ 𝑝AB , . . . , 𝑝CD ]> ∈ R6. As is well known (see e.g. Refs. [8, 26]), these
satisfy the Plücker identity 𝑝AB 𝑝CD − 𝑝AC 𝑝BD + 𝑝AD 𝑝BC = 0, which in turn defines the
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Klein quadricK ≔ {p ∈ R6 | 𝑝1𝑝6 − 𝑝2𝑝5 + 𝑝3𝑝4 = 0}. Together with Proposition 3,
this notation allows us to express the products of opposite pairs of natural parameters as

𝑢 𝑧 = 4 𝑝 2
AB 𝑝 2

CD/𝑠2 , 𝑣 𝑦 = 4 𝑝 2
AC 𝑝 2

BD/𝑠2 , 𝑤 𝑥 = 4 𝑝 2
AD 𝑝 2

BC/𝑠2 , (11)

where the squared exterior surface area is 𝑠2/4 = ‖m‖2‖n‖2 = ‖m ∧ n‖2.
The key to fully defining the correspondence between the natural parameters of de-

generate tetrahedra and the Klein quadric, viewed non-projectively as a five-dimensional
variety K ⊂ R6, is to observe the similarity between the factors in Eq. (II:28), which
factorizes the polynomial Ω of Eq. (II:25) into four quadratic factors in the square-roots
𝑢̂, . . . , 𝑧 of the natural parameters, and the Plücker identity. Which of these quadratic
factors corresponds to the Plücker identity depends on the relative signs of the products
of “opposite” pairs of Plücker coordinates. Specifically, by Eq. (11) together with the
Plücker identity itself,

(𝑠/2) (sign(𝑝AB 𝑝CD) 𝑢̂𝑧 − sign(𝑝AC 𝑝BD) 𝑣̂ 𝑦̂ + sign(𝑝AD 𝑝BC) 𝑤̂𝑥
)
= (12)

sign(𝑝AB𝑝CD) |𝑝AB𝑝CD | − sign(𝑝AC𝑝BD) |𝑝AC𝑝BD | + sign(𝑝AD𝑝BC) |𝑝AD𝑝BC |
= 𝑝AB 𝑝CD − 𝑝AC 𝑝BD + 𝑝AD 𝑝BC = 0 .

Clearly there are eight possible combinations of signs for the three terms in this equa-
tion, each of which corresponds to one of the four factors in Eq. (II:28) or (equivalently)
its negative vanishing. The two corresponding to the first factor in Eq. (II:28), namely
those with sign(𝑝AB 𝑝CD) = −sign(𝑝AC 𝑝BD) = sign(𝑝AD 𝑝BC), only hold when all three
products of opposite pairs of Plücker coordinates vanish simultaneously. In the follow-
ing, these factors will be denoted by

Ω0 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) ≔ 𝑢̂𝑧 + 𝑣̂ 𝑦̂ + 𝑤̂𝑥 , Ω1 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) ≔ 𝑣̂ 𝑦̂ + 𝑤̂𝑥 − 𝑢̂𝑧 ,
Ω2 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) ≔ 𝑤̂𝑥 + 𝑢̂𝑧 − 𝑣̂ 𝑦̂ , Ω3 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) ≔ 𝑢̂𝑧 + 𝑣̂ 𝑦̂ − 𝑤̂𝑥 . (13)

The first complication to be dealt with in fully defining the correspondence between
the zeros of Ω and K stems from the fact that the signs of the square-roots of the
four complex numbers given by the components of the vectors in Eq. (5) are arbitrary.
To simplify the presentation we will restrict ourselves for now to zeros of Ω where
the natural parameters are all strictly positive and none of the Plücker coordinates
vanish, so they correspond to vectors in the “generic” Klein quadratic K∗ ≔ { p ∈ K |
𝑝1, . . . , 𝑝6 ≠ 0 }. Then, starting from any given choice of signs for these four square-
roots, all the others are obtained by reflecting the vectors m, n ∈ R4 in the subspaces
orthogonal to the four coordinate axes. The group generated by these reflections is
isomorphic to the direct product Z4

2 of four cyclic groups Z2 of order 2, and the action
of this group on the Plücker coordinates m∧n either maintains the signs of the products
of opposite pairs 𝑝AB𝑝CD, 𝑝AC𝑝BD, 𝑝AD𝑝BC thereof or else changes all those signs
identically.

This group action, however, is not faithful because changing the signs of all four
of the square-roots does not change the signs of the Plücker coordinates, although
changing all the latter’s signs identically also maintains the relative signs of the products
of opposite pairs. A faithful action of Z4

2 on the generic Klein quadric K∗ which does
give all the combinations of signs consistent with a specific factor Ω𝑘 (𝑘 = 1, 2, 3)
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of Ω vanishing is defined by [𝜖0𝜖1𝑝AB, 𝜖0𝜖2𝑝AC, 𝜖0𝜖3𝑝AD, 𝜖3𝑝BC, 𝜖2𝑝BD, 𝜖1𝑝CD], where
𝜖0, 𝜖1, 𝜖2, 𝜖3 can assume any combination of values in {−1, +1}. In what follows, the
set of sixteen-vector orbits generated by this action of Z4

2 on K∗ will be denoted by
Z4

2 ◦ K∗, and the corresponding quotient by K∗/Z4
2.

Theorem 4. The natural parameters 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 > 0 of a tetrahedron ABCD with
Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = 0 are in one-to-one correspondence with points in the quotient
space K∗/Z4

2 via Eq. (12), or equivalently, with sixteen-vector subsets of K∗ wherein
these subsets are the orbits of the group action Z4

2 ◦ K∗.
Proof. First, note that the given conditions together with the second part of Lemma

1 imply that the inverse parameters 𝑢̃, 𝑣̃, 𝑤̃, 𝑥, 𝑦̃, 𝑧 are non-negative, so the parameters
𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 determine a proper but degenerate Euclidean tetrahedron. We may now
define a corresponding vector of Plücker coordinates (cf. Eq. (13)) as follows:

[𝑝AB, 𝑝AC, 𝑝AD, 𝑝BC, 𝑝BD, 𝑝CD] ≔


√︁
𝑠/2 [𝑧, 𝑦̂, 𝑥, 𝑤̂, −𝑣̂, −𝑢̂] if Ω1 = 0;√︁
𝑠/2 [𝑧, 𝑦̂, 𝑥, 𝑤̂, 𝑣̂, 𝑢̂] if Ω2 = 0;√︁
𝑠/2 [𝑧, 𝑦̂, 𝑥, −𝑤̂, −𝑣̂, 𝑢̂] if Ω3 = 0;

(note that Ω0 > 0 since 𝑢̂, . . . , 𝑧 are strictly positive). These coordinates will satisfy the
Plücker identity, and letting Z4

2 act on them as previously described will generate a set
of sixteen distinct vectors onK∗ corresponding to the same factor Ω𝑘 = 0 (𝑘 = 1, 2, 3).

Conversely, given any set of sixteen vectors in an orbit Z4
2 ◦K∗, the relative signs of

the products of the three opposite pairs of Plücker coordinates therein will consistently
determine which of the factors Ω𝑘 (𝑘 = 1, 2, 3) of Ω vanishes, where the square-roots
of the natural parameters in question are

√︁
2/𝑠 times the coordinates’ absolute values

as in Proposition 3. It follows that these natural parameters satisfy Ω = 0 as desired;
the non-negativity of the inverse natural parameters then follows from the second part
of Lemma 1 as before, so these natural parameters indeed correspond to a proper
degenerate Euclidean tetrahedron. �

Remark 2. Clearly this correspondence between K∗/Z4
2 and the generic zeros of

Ω is bicontinuous, so by continuity the zeros of Ω are canonically homeomorphic to
K/Z4

2 in the usual (quotient) topology. Note also that these sixteen-vector subsets of
K∗ will consist of eight “antipodal” pairs related by an overall change of sign. Given
any vector in K for which one or more of the Plücker coordinates are zero, these sign
changes will of course have no effect on those coordinates and hence some of the sixteen
vectors in Z4

2 ◦ K will coincide. While exactly two non-opposite natural parameters
cannot vanish unless Ω(𝑢, . . . , 𝑧) < 0, it is possible for three non-opposite parameters
to vanish, in which case all four factors in Eq. (13) will vanish and the signs of the
three non-zero Plücker coordinates can be chosen arbitrarily, giving rise to only four
antipodal pairs of vectors inK. For example, if [𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧] = [1, 1, 1, 0, 0, 0], then
𝑝AB = 𝑝AC = 𝑝AD = 0 while 𝑝BC, 𝑝BD, 𝑝CD = ±√3 and rank

(
GA

)
= 2. The example

[𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧] = [0, 0, 0, 1, 1, 1], where 𝑝AB, 𝑝AC, 𝑝AD = ±√3 while 𝑝BC = 𝑝BD =
𝑝CD = 0, shows that this can also happen when rank(GA) = 1.
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3. A stratification giving the zeros a lattice structure. Recall that when Ω = 0
the products of complementary natural and inverse natural parameters are the squared
distances among four points on a line. This may also be shown by extending the two-
dimensional basis of Eq. (5) to an orthonormal three-dimensional basis [e1, e2, e3] and
computing the cross products of the coplanar areal vectors therein. These will all be
parallel to e3, and their components along that axis are simply

e3 •
( ( # ”AB ×

# ”AC
)
×

(
−

# ”AB ×
# ”AD

) )
=

(𝑚2
D − 𝑛2

D) 2𝑚C𝑛C − 2𝑚D𝑛D (𝑚2
C − 𝑛2

C) = ±2 𝑝CD 𝑞CD ,

e3 •
( ( # ”AB ×

# ”AC
)
×

( # ”AC ×
# ”AD

) )
=

(𝑚2
D − 𝑛2

D) 2𝑚B𝑛B − 2𝑚D𝑛D (𝑚2
B − 𝑛2

B) = ±2 𝑝BD 𝑞BD ,

e3 •
( ( # ”AB ×

# ”AC
)
×

(
−

# ”BC ×
# ”BD

) )
=

(𝑚2
D − 𝑛2

D) 2𝑚A𝑛A − 2𝑚D𝑛D (𝑚2
A − 𝑛2

A) = ±2 𝑝AD 𝑞AD ,

e3 •
( (
−

# ”AB ×
# ”AD

)
×

( # ”AC ×
# ”AD

) )
=

(𝑚2
C − 𝑛2

C) 2𝑚B𝑛B − 2𝑚C 𝑛C (𝑚2
B − 𝑛2

B) = ±2 𝑝BC 𝑞BC ,
(14)

e3 •
( (
−

# ”AB ×
# ”AD

)
×

(
−

# ”BC ×
# ”BD

) )
=

(𝑚2
C − 𝑛2

C) 2𝑚A𝑛A − 2𝑚C𝑛C (𝑚2
A − 𝑛2

A) = ±2 𝑝AC 𝑞AC ,

e3 •
( ( # ”AC ×

# ”AD
)
×

(
−

# ”BC ×
# ”BD

) )
=

(𝑚2
B − 𝑛2

B) 2𝑚A𝑛A − 2𝑚B𝑛B (𝑚2
A − 𝑛2

A) = ±2 𝑝AB 𝑞AB ,

where 𝑝ab are the Plücker coordinates from Eq. (10), 𝑞ab ≔ 𝑚a𝑚b + 𝑛a𝑛b are the
corresponding inner products (a ≠ b ∈ {A, B,C,D}), and the signs depend on the
orientation of [e1, e2, e3]. Observe that the sum of the cross products in the first three
of these equations is minus the cross product of # ”AB ×

# ”AC with itself by Minkowski’s
identity (I:11) and so equals 0; the sums of the other three triples of cross products
sharing a common factor also vanish.

This shows that the quantities ±2𝑝ab𝑞ab in Eq. (14) are the signed distances among
a quadruple of points along the e3 axis. Because their positions relative to the origin 0
are also determined by these relations but the orientation of the basis is arbitrary, they
are better seen as a set of four collinear vectors modulo inversion in the origin. Our next
result gives the values of these vectors explicitly in terms of the natural parameters.

Proposition 5. Given a tetrahedron ABCD for which Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = 0, the
complementary products 𝑢𝑢̃, . . . , 𝑧𝑧 are the squared distances among at least one of
the four quadruples of points given relative to the origin by the following four quadruples
of vectors in R1 ≈ R (wherein 𝑠 ≔

√︁
𝑠/2):

{ 𝑢̂𝑣̂𝑤̂/𝑠, 𝑢̂𝑥 𝑦̂/𝑠, 𝑣̂𝑥𝑧/𝑠, 𝑤̂ 𝑦̂𝑧/𝑠 } if Ω0 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) = 0 ;
{ 𝑢̂𝑣̂𝑤̂/𝑠, 𝑢̂𝑥 𝑦̂/𝑠, − 𝑣̂𝑥𝑧/𝑠, − 𝑤̂ 𝑦̂𝑧/𝑠 } if Ω1 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) = 0 ;
{ 𝑢̂𝑣̂𝑤̂/𝑠, − 𝑢̂𝑥 𝑦̂/𝑠, 𝑣̂𝑥𝑧/𝑠, − 𝑤̂ 𝑦̂𝑧/𝑠 } if Ω2 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) = 0 ;
{ 𝑢̂𝑣̂𝑤̂/𝑠, − 𝑢̂𝑥 𝑦̂/𝑠, − 𝑣̂𝑥𝑧/𝑠, 𝑤̂ 𝑦̂𝑧/𝑠 } if Ω3 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) = 0 .

(15)
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Proof. Let us define:

𝑢̃± ≔
2 (𝑣̂𝑤̂ ± 𝑥𝑦̂)2

𝑠
, 𝑣̃± ≔

2 (𝑢̂𝑤̂ ± 𝑥𝑧)2
𝑠

, 𝑤̃± ≔
2 (𝑢̂𝑣̂ ± 𝑦̂𝑧)2

𝑠
,

𝑥± ≔
2 (𝑢̂ 𝑦̂ ± 𝑣̂𝑧)2

𝑠
, 𝑦̃± ≔

2 (𝑢̂𝑥 ± 𝑤̂𝑧)2
𝑠

, 𝑧± ≔
2 (𝑣̂𝑥 ± 𝑤̂ 𝑦̂)2

𝑠
.

Then if we regard 𝑢̃, . . . , 𝑧 as rational functions of the natural parameters 𝑢, . . . , 𝑧 as
in Eq. (II:24), it is easily shown that when e.g. Ω1 (𝑢̂, 𝑣̂, 𝑤̂, 𝑥, 𝑦̂, 𝑧) = 0:

𝑢̃ |𝑢𝑧=( 𝑣̂ 𝑦̂+𝑤̂ 𝑥̂)2 = 𝑢̃− ; 𝑧 |𝑢𝑧=( 𝑣̂ 𝑦̂+𝑤̂ 𝑥̂)2 = 𝑧− ;
𝑣̃ |𝑣𝑦=(𝑢̂ 𝑧̂−𝑤̂ 𝑥̂)2 = 𝑣̃+ ; 𝑦̃ |𝑣𝑦=(𝑢̂ 𝑧̂−𝑤̂ 𝑥̂)2 = 𝑦̃+ ;
𝑤̃ |𝑤𝑥=(𝑢̂ 𝑧̂−𝑣̂ 𝑦̂)2 = 𝑤̃+ ; 𝑥 |𝑤𝑥=(𝑢̂ 𝑧̂−𝑣̂ 𝑦̂)2 = 𝑥+ .

It is now a matter of inspection to verify that, on multiplying these expressions for the
inverse parameters by the corresponding natural parameters, the resulting complemen-
tary products are indeed the squared distances among the four points specified by the
vectors on the second line of Eq. (15). The proofs for the remaining three cases are
similar. �

Remark 3. Given any 𝛼, 𝛽, 𝛾, 𝛿, 𝜍 ∈ R with 𝛼𝛽𝛾𝛿 > 0 but not all with the same
sign, the equations 𝛼2 = 2 𝑢𝑣𝑤/𝜍, 𝛽2 = 2 𝑢𝑥𝑦/𝜍, 𝛾2 = 2 𝑣𝑥𝑧/𝜍 , 𝛿2 = 2𝑤𝑦𝑧/𝜍 together
with 𝜍 = 𝑠 = 2 (𝑢+𝑣+𝑤+𝑥+𝑦+𝑧) and Ω = 0 can be solved to obtain a relation between
these five numbers and the natural parameters of degenerate tetrahedra, providing 𝜍
exceeds a positive lower bound determined by 𝛼, 𝛽, 𝛾 & 𝛿. The key is to note that when
the first four of these equations hold, we have

(𝛽𝛾)/(𝛼𝛿) = 𝑥/𝑤 , (𝛽𝛿)/(𝛼𝛾) = 𝑦/𝑣 , (𝛾𝛿)/(𝛼𝛽) = 𝑧/𝑢 , (16)

and this may be used to eliminate three non-opposite natural parameters from the
equations Ω = 0 and 𝜍 = 2(𝑢+𝑣+𝑤+𝑥+𝑦+𝑧). This yields two linear equations in three
unknowns, say 𝑢, 𝑣, 𝑤, with which two of these three unknowns may be eliminated from
𝑢𝑣𝑤 = 𝜍𝛼2/2, say 𝑣 & 𝑤, resulting in a cubic equation for the remaining parameter
𝑢. Numerical examples suggest for sufficiently large 𝜍 this cubic generically has three
distinct real roots, two of which yield positive values for 𝑢 as well as 𝑣 & 𝑤 upon back-
substitution; moreover the same parameters are obtained if 𝛼, 𝛽, 𝛾 & 𝛿 are negated,
thereby establishing a 2 : 2 relation between these two semi-algebraic sets. Further
discussion of this less redundant, but more complicated, parametrization of the set of
generic degenerate tetrahedra may be found in Appendix IV:D.
Note that ifΩ0 = 0 some triple of non-opposite parameters must vanish (e.g. 𝑢, 𝑣, 𝑤 = 0;
𝑢, 𝑣, 𝑥 = 0; etc.), in which case at most one of the vectors 𝛼, 𝛽, 𝛾, 𝛿 is non-zero, and that
they all vanish whenever any pair of opposite parameters are both zero (e.g. 𝑢, 𝑧 = 0).

We now turn to the non-generic case in which two or more of the four collinear
vectors coincide, or equivalently, some of the complementary products 𝑢𝑢̃, 𝑣𝑣̃ etc. van-
ish. The fact that “distance equals zero” is an equivalence relation implies that only
certain combinations of the complementary products can vanish simultaneously, which
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 Ω(u, v, w, x, y, z) > 0
(Nondegenerate Tetrahedron)

 Ω(u, v, w, x, y, z) = 0
(Generic Degenerate Tetrahedron)

ũu = 0 z̃z = 0 x̃x = 0w̃w = 0yỹ = 0vṽ = 0

ũu = 0 
vṽ = 0 
x̃x = 0

ũu = 0 
w̃w = 0 
yỹ = 0

vṽ = 0 
w̃w = 0 
z̃z = 0

x̃x = 0 
yỹ = 0 
z̃z = 0

ũu = 0;  z̃z = 0 vṽ = 0;  yỹ = 0 w̃w = 0;  x̃x = 0 

  ũu = vṽ = … = z̃z = 0
(Planar Affine Tetrahedron)

s = 2 (u + v + w + x + y + z) = 0 
(Finite Collinear Tetrahedron)

rank(GA) = 3

rank(GA) = 2

rank(GA) = 1

rank(GA) = 0

6D

5D

3D

0D

4D

3D

3D

Figure 1. The lattice of inclusions in R 6
≥0 defined by Ω(𝑢, . . . , 𝑧) = 0 and all possible simulta-

neous subsets of the equations 𝑢𝑢̃ = 0 , . . . , 𝑧𝑧 = 0 (see text). The ranks of the areal Gram matrix
GA at the levels separated by dotted lines are shown on the left, while the generic dimensions of

the sets defined by the equations at each level are shown on the right.

in turn implies the lattice of inclusions depicted in Fig. 1 among the semi-algebraic sets
defined by such simultaneous subsets of the six equations 𝑢𝑢̃ = 0, . . . , 𝑧𝑧 = 0. Via
Theorem 4, this combinatorial structure leads to an apparently novel stratification of
the Grassmannian corresponding to K, although that will not be further explored here.

While the semi-algebraic set in R 6
≥0 defined by Ω = 0 is five-dimensional, also

requiring any one complementary product to vanish reduces the dimension of that so-
lution set to four. The four exterior areas can then be used as local coordinates on
each of these six four-dimensional sets since, as will now be illustrated, the three in-
terior areas can be computed from them. Clearly one of the interior areas is given by
the sum or a difference of two of the exterior areas, depending on which tetrahedron
inequality saturates (i.e. T𝑘 [a, b] = 0) in order to make the corresponding complemen-
tary product vanish. To see how to obtain the other two, suppose for example that
𝑢 = 0 ⇒ 2 |AB CD | = |ABC | + |ABD | . Upon using Yetter’s identity Ξ = 0 to eliminate
|AD BC | from the Gramian det

(
GA

)
and then eliminating |AB CD | from the result using

this linear relation, we obtain

0 ≤ det
(
GA

)
= −16

( ��ABC
�� ( ��ABD

��2 − ��BCD
��2 ) + ��ABD

�� ( ��ABC
��2 − ��ACD

��2 )
+ 4

��AC|BD
��2 ( ��ABC

�� + ��ABD
�� ) )2 .

(17)

Thus the polynomial inside the main parentheses vanishes and can readily be solved
to obtain |AC BD |2, whereupon |AD BC |2 may be obtained from Yetter’s identity. In



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART III 11

a similar fashion one can show that the exterior areas uniquely determine the interior
whenever any single one of the tetrahedron inequalities saturates.

Requiring more than one complementary product to vanish immediately reduces the
generic dimensionality of the subset of degenerate tetrahedra defined by that requirement
to three. In contradistinction with intersection theory over algebraically closed fields,
the dimension remains three even as additional complementary products are required to
vanish; this, of course, is because these semi-algebraic sets intersect non-transversely in
R6. In all of these cases Yetter’s identity, a vanishing Gramian and the linear equations
corresponding to those tetrahedron inequalities that saturate can be solved to express
the exterior areas in terms of the interior. Although a full proof would involve a fairly
intricate case-by-case analysis, it appears that whenever the equations are consistent their
solutions are simply signed sums of the three interior areas, i.e. linear combinations
with coefficients equal to ±1. These coefficients are determined by which combinations
of the eighteen tetrahedron inequalities are saturated.

At the lowest level of the hierarchy of three-dimensional solutions all six comple-
mentary products vanish, meaning the 1D vectors of Proposition 5 all coincide and at
least one T𝑘 [a, b] = 0 in each of the six triples of tetrahedron inequalities. These six
linear equations in the four unknown exterior areas generally do not have a simultaneous
solution, but when they do it is a signed sum of the interior areas as above which also
satisfies Yetter’s identity as well as 𝑢𝑣𝑤 = 𝑢𝑥𝑦 = 𝑣𝑥𝑧 = 𝑤𝑦𝑧 = 0 = Ω. We close this
section by proving, as indicated in Fig. 1, that this level of the lattice corresponds to
those configurations for which rank

(
GA

)
= 1.

Proposition 6. Given a (not-necessarily-degenerate) Euclidean tetrahedron ABCD
with natural parameters 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 and inverse natural parameters 𝑢̃, 𝑣̃, 𝑤̃, 𝑥, 𝑦̃, 𝑧,
the rank of the Gram matrix GA at vertex A (or any other vertex) is at most 1 if & only if

𝑢𝑢̃ = 𝑣𝑣̃ = 𝑤𝑤̃ = 𝑥𝑥 = 𝑦𝑦̃ = 𝑧𝑧 = 0 . (18)

Thus the planar situation is characterized by these complementarity relations between
the natural and inverse natural parameters.

Proof. In proving this proposition, it is convenient to consider the full 4 × 4 Gram
matrix of twice the outwards-pointing areal vectors of the exterior faces. Letting
𝐹ABC ↔ 4 |ABC |2, . . . , 𝐹AD |BC ↔ 16 |AD BC |2 be indeterminates representing the
squared areas as usual, this may be written as Gext ↔ G𝐹 [A, B,C,D] ≔

𝐹ABC
1
2

(
𝐹AB|CD −𝐹ABC −𝐹ABD

)
1
2

(
𝐹AC|BD −𝐹ABC −𝐹ACD

)
1
2

(
𝐹AD|BC −𝐹ABC −𝐹BCD

)
1
2

(
𝐹AB|CD −𝐹ABC −𝐹ABD

)
𝐹ABD

1
2

(
𝐹AD|BC −𝐹ABD −𝐹ACD

)
1
2

(
𝐹AC|BD −𝐹ABD −𝐹BCD

)
1
2

(
𝐹AC|BD −𝐹ABC −𝐹ACD

)
1
2

(
𝐹AD|BC −𝐹ABD −𝐹ACD

)
𝐹ACD

1
2

(
𝐹AB|CD −𝐹ACD −𝐹BCD

)
1
2

(
𝐹AD|BC −𝐹ABC −𝐹BCD

)
1
2

(
𝐹AC|BD −𝐹ABD −𝐹BCD

)
1
2

(
𝐹AB|CD −𝐹ACD −𝐹BCD

)
𝐹BCD


.

As a Gram matrix amongst vectors in a Euclidean space Gext is assured of being
positive semi-definite, as are its 3×3 principal submatrices GA, GB, GC & GD. It is also
easily seen that 1 = [1, 1, 1, 1]> is an eigenvector of G𝐹 [A, B,C,D] with eigenvalue
−Ξ̆𝐹/2 = 0, so det

(
Gext

)
= 0. If rank

(
GA

)
= 1, then the areal vectors of the three

exterior faces meeting at A are collinear, and Minkowski’s identity (11) requires that
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the areal vector of the fourth exterior face BCD also be collinear with those vectors. It
follows that rank

(
Gext

)
= 1 = rank

(
GB

)
= rank

(
GC

)
= rank

(
GD

)
, as well. Because the

2 × 2 principal minors of Gext are T0 [A, B]T1 [A, B]T2 [A, B]T3 [A, B]/4 = 𝑠2𝑢𝑢̃ etc., this
establishes that Eq. (18) holds if 𝑠 > 0. It also holds, of course, if 𝑠 = 2(𝑢 + · · · + 𝑧) = 0
and hence in general, as claimed.

Conversely, if Eq. (18) holds then all the 2 × 2 principal minors of Gext vanish, and
since its determinant also vanishes this matrix will have a rank of 1 if all of its 3 × 3
principal minors vanish, i.e. det

(
GA

)
= det

(
GB

)
= det

(
GC

)
= det

(
GD

)
= 0. These

determinants are equal by Lemma 8 since Ξ = 0 by Proposition 7, while det
(
GA

)
= 𝑡4

by Eq. (21) and 𝑡4 = 𝑠2 Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) by Theorem 9. But Lemma 1 shows that if
any one of the complementary products 𝑢𝑢̃ , . . . , 𝑧𝑧 vanish then Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) ≤ 0,
whereas Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) ≥ 0 in the Euclidean case assumed here. It follows that both
Ω and all the 3 × 3 principal minors vanish as desired. �

Figure 2. Enumeration of the 16 classes of the zeros of Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) that jointly cover the set
of four-point configurations in the affine plane. This enumeration was done by fixing the triangle
BCD and moving A around while monitoring the deviations of all 18 tetrahedron inequalities
from saturation, using the GeoGebra online dynamic geometry system [20]. (Note that, to make
them fit, the deviations of the tetrahedron inequalities from saturation T𝑘 [a, b] are written here
as T (𝑘)ab for a ≠ b ∈ {A, B,C,D} & 𝑘 = 0, 1, 2, 3.) Placing vertex A in each of the seven regions
separated by the dashed lines through the edges of BCD makes the sets of natural & inverse
natural parameters indicated in the drawing vanish. The four regions wherein three non-opposite
natural parameters vanish, i.e. three type (1) deviations T (1)ab = 0, are those for which one vertex
lies in the convex span of the other three (as seen in the drawing for A ∈ BCD⇔ 𝑢, 𝑣, 𝑤, 𝑥, 𝑦̃, 𝑧 = 0,
along with the three medial, aka Varignon, parallelograms in red, green & yellow). The three
regions wherein one pair of opposite natural parameters vanishes when A falls within them may
be further divided into four subregions each, which are distinguished by which type (2) & (3)
deviations vanish, i.e. T (2)ab = 0 & T (3)ab = 0. These subregions are separated by the dotted lines

through each vertex of the fixed triangle BCD and parallel to its opposite edge.



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART III 13

Remark 4. As illustrated in Fig. 2, only seven of the 26 = 64 possible combinations
of complementary natural or inverse natural (but not both) parameters vanishing so as
to satisfy Eq. (18) can occur in any planar configuration; these are exactly those for
which the vectors 𝛼, 𝛽, 𝛾, 𝛿 ∈ R1 in Remark 3 are all zero. In analogy to the way in
which the 3!/2 = 3 linear orders (up to inversion) for three points on a line correspond
to the zeros of Heron’s formula, these combinations correspond to the seven uniform
rank 3 chirotopes (aka affine oriented matroids) of four-point configurations in the affine
plane [7]. The three combinations wherein every vertex is an extreme point of their
convex hull may be further divided into four subclasses each, depending on exactly
which combinations of tetrahedron inequalities saturate, and these in turn may be
distinguished by their allowable sequences as defined by Goodman & Pollack [16, 17].
Although distances realizing the given areas (or equivalently natural parameters) do
not exist when rank

(
Gext

)
= 2, in the planar (rank

(
Gext

)
= 1) situation they exist and

determine the associated chirotope [9]. They are, however, not unique because the
distances in any special (area preserving) affine transform thereof will also realize those
same areas via Eqs. (I:25) & (I:26).

The details of this analysis of the combinatorics of the rank 1 zeros, the existence
of canonical distances realizing the areas in the rank 1 case, an extension of Theorem
I:11 that characterizes the algebraic relations among the polynomials involved even if
the indeterminates therein are not equal to Euclidean invariants in a non-degenerate
tetrahedron, and the equations involved in the 2 : 2 parametrization of the generic rank
2 zeros from Remark 3, may be found in Appendices IV:A – IV:D of the last part of this
series, respectively; Appendix IV:E gives the definitions and a preliminary analysis of
two non-commuting involutions on the set of all Euclidean tetrahedra, non-degenerate
and otherwise.

4. Closing remarks. Collectively, Parts I–III of this series contained two fairly
big surprises. The first is that anything therein was new, especially considering the
classical nature of the subject matter and the elementary techniques used to derive the
results. This can be explained, at least in part, by the advent of computer algebra
systems (such as the SageMath software package used for the calculations presented
herein) which now enable an average student to accomplish many feats beyond even the
grand masters of that distant era when low-dimensional Euclidean geometry was still at
the cutting edge of mathematics and physics research [11]. Vector algebra techniques,
which the geometers of the late 19th and early 20th centuries seem to have largely
relegated to the domain of physics, also proved enabling here. The most salient reason,
however, is probably the fact that the Hamiltonians of classical physics depend on the
distances between pairs of particles but not on the areas spanned by triples thereof (let
alone the areas of medial parallelograms). As a result, many of the algebraic relations
dealt with herein are not inherent in most people’s physical intuition. The possibility
that these relations have a role to play in quantum mechanics [6, 15, 34] or quantum
gravity [25, 31] remains to be explored.

The second, not entirely unrelated, surprise is of course the “projective” nature of
the zeros of our extension of Heron’s formula (II:25). Given that this extension has a
pretty strong claim to being intrinsic to classical Euclidean geometry, it is difficult to
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argue that these collinear tetrahedra with vertices separated by infinite distances are not
part of three-dimensional Euclidean space. Are they then also part of the Euclidean
plane, and if not, where do they belong? (One might almost be tempted to ask “is
Flatland a bigger place than A. Square ever knew?” [36]!) As noted in Section 1 above,
they cannot reasonably be embedded even in the projective completion of Euclidean
space, and furthermore, having certain well-defined metrical properties, namely the
areas of the seven faces, or equivalently, the six natural parameters, it seems unlikely
they can be fully rationalized in purely projective terms. If, as suggested in Remark
II:5, hyperbolic geometry has an important role to play in the geometric interpretation
of the zeros of the determinant Ω, then the well-known fact that the inertial world-lines
through an event in space-time can be viewed as points in the hyperboloid model of
hyperbolic space [14, 37] also hints at future applications in relativistic physics [28, 29].

Such interpretational issues aside, the results presented herein suggest a number
of new lines of inquiry, the first of which is to work out a proof of Conjecture II:11
as to how the formula (II:25) extends to higher dimensions. Given its validity in 2
& 3 dimensions, and that numerical examples strongly suggest it also holds in 4, it
would be surprising indeed if it failed in higher dimensions. The geometric relations
it deals with, however, must have algebraic counterparts taking the form of rational
functions in the “hyper-areas” of the 𝑛-simplices’ facets and medial sections. Vector
algebra only works in three dimensions, but higher dimensional generalizations are
available, some of which actually predate it [10]. Today these are usually called Clifford
algebras by mathematicians, although most of their users in the engineering and physics
communities prefer the appellation geometric algebra, as did W. K. Clifford himself
(even though these algebras were considered only briefly in E. Artin’s more recent book
by that name [3]). They acquire particular power when applied to a vector space model
of inversive geometry, wherein the group of Euclidean similarities corresponds to the
stabilizer of the point-at-infinity [12, 13, 19, 23, 24, 35]. In that form, they should be
ideally suited to the task of proving this conjecture [18].

Beyond that, it might be interesting to study the level sets defined by the equations
𝑇 = 𝑠2Ω(𝑢, . . . , 𝑧) for 𝑇 > 0, which can be shown to be likewise unbounded [18], and
in particular how they are stratified by the ratios of pairs of inter-vertex distances. A
purely algebraic challenge would be to invert the system of equations (II:24) so as to
obtain the natural parameters as (roots of?) rational functions of the inverse parameters;
the corresponding problem in the plane (cf. Remark II:1) has the solution 𝑢2 = 𝑠 𝑣̃𝑤̃/𝑢̃
etc., but it does not seem that 𝑠 can be simply expressed in terms of 𝑢̃, 𝑣̃ & 𝑤̃ alone
even in triangles. Some of the ideas herein might fruitfully be applied to the study
of three-dimensional polyhedra based in their triangulations [22, 32] (in this regard,
it should be noted that a triangulation of any medial parallelogram of a tetrahedron
is not generated by its standard barycentric subdivision). It may also be possible to
derive “Heron-like” formulae for polyhedra and other convex solids which admit an
in-sphere, similar to those for tangential (circumscriptable) polygons [2, Chs. 4 & 13].
The connections between the rank 1 zeros and the order-theoretic structure of planar
four-point configurations noted above in Remark 4 (cf. Fig. 2) may also inspire new
developments in discrete and combinatorial geometry [30, 33, 38]. Certainly, it will not
be long before the computational commutative algebra community finds new directions
in which to extend and generalize the elementary results presented herein [26, 27].
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Wir mussen wissen. Wir werden wissen.

from the tomb of David Hilbert

After reading the section, “Problem Solvers and Theorizers,” a mathematician
friend (one of the most distinguished living mathematicians) wrote that he would
not speak to the author ever again . . . The truth offends.

Gian-Carlo Rota, “Indiscrete Thoughts,” 1997



AN EXTENSION OF HERON’S FORMULA TO TETRAHEDRA,
AND THE PROJECTIVE NATURE OF ITS ZEROS: PART IV

TIMOTHY F. HAVEL∗

Abstract. This is the last part of a series of four papers in The ΠME Journal. It consists of
five appendices A–E, each of which considers and partially resolves certain issues left open in
the first three parts, and closing in some cases with further conjectures. Appendix A shows that
the set of all quadruples of points in general position in the affine plane decomposes naturally
into 16 classes according to which combinations of the 18 tetrahedron inequalities from Part
I saturate, and that these classes refine the seven cases distinguished by their chirotopes (aka
affine oriented matroids). Appendix B further shows that every such quadruple is canonically
associated with a unique four-point configuration in the Euclidean plane which minimizes the
radius of gyration about their centroid subject to preserving the seven areas, and conjectures that
this correspondence can be extended to the full set of zeros of the polynomialΩ in our extension of
Heron’s formula from Part II (Theorem II:9). Appendix C is devoted to a single theorem proving
that in non-degenerate tetrahedra the image of the polynomial map from squared distances to
squared areas is defined by Yetter’s identity (cf. Proposition I:7), and extends this characterization
to general indeterminates representing squared areas and distances which may not be realizable in
Euclidean space (and may even be negative). Appendix D studies a parametrization of the generic
zeros ofΩ from Part III, presenting evidence that it induces a two-to-two correspondence between
these five parameters and the zeros, and shows that in non-degenerate tetrahedra the absolute
values of the four “1-dimensional vector” parameters are nothing but the vertex-to-in-touch-point
distances. Finally, Appendix E delves into two involutions on the set of all tetrahedra, one of
which has previously been studied by M. Fiedler and the other of which appears to be new, and
conjectures that they may jointly generate a finite group.

A. The combinatorial structure of the rank 1 zeros. Proposition III:6† estab-
lished that the rank

(
GA

) ≤ 1 situation is characterized by a complementarity relation
between the natural and inverse natural parameters. Remark III:4 and Fig. III:2 then
noted that only seven of the 26 = 64 complementary combinations can actually be
realized in the affine plane. This is because, a little more generally, only sixteen of the
36 = 729 combinations of T𝑘 [a, b] = 0 (with 𝑘 = 1, 2 or 3 for all a, b ∈ {A, B,C,D}
& a < b) constitute a consistent system of linear equations connecting the seven areas.
As illustrated in Fig. III:2, an example of each of these sixteen combinations may be
obtained by fixing the triangle BCD, and placing A in one of the sixteen regions into
which the plane is divided by the lines through that triangle’s edges together with the
lines through each of its vertices and parallel to the opposite edge. To facilitate the
ensuing discussion, Fig. 1 of this part of the series again shows these 16 regions, now
labeled by the pool ball icons 0 through 15.

The seven combinations of natural and inverse natural parameters vanishing so as
to satisfy the complementarity relations will henceforth be referred to as “cases,” to
distinguish them from the full set of sixteen “classes,” or combinations of equations
T𝑘 [a, b] = 0 that are mutually consistent. In the four cases realized by placing A in the

∗Retired research staff, MIT.
†A Roman numeral followed by a colon specifies a reference to a numbered entity in another paper of this

series, in this case Proposition 6 of Part III.
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Figure 1. The 16 classes of rank 1 zeros from Fig. 2, labelled by pool ball icons for easy reference.

regions labeled by the pool balls 0 through 3, three non-opposite natural and three non-
opposite inverse natural parameters vanish, while in the remaining three cases a pair of
opposite natural parameters vanishes along with the four non-complementary inverse
natural parameters. Geometrically, the first four cases are characterized by having one
vertex in the convex span of the other three, while all four vertices are extreme points
of their convex hull in the remaining three cases.

In the first four cases it is easily seen that the vanishing of each triple of non-opposite
natural parameters ensures that Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = 0, but in the latter three cases we
have

𝑢 = 𝑧 = 0 =⇒ Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = −(𝑤𝑥 − 𝑣𝑦)2 ≤ 0 ,

𝑣 = 𝑦 = 0 =⇒ Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = −(𝑤𝑥 − 𝑢𝑧)2 ≤ 0 ,

𝑤 = 𝑥 = 0 =⇒ Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = −(𝑣𝑦 − 𝑢𝑧)2 ≤ 0 .

(1)

This shows that in the latter three cases there are likewise only three natural parameters
that can be freely varied without making Ω negative. This is consistent with our
earlier observation that for rank 1 tetrahedra the natural parameters do not determine
a four-point configuration in the plane up to Euclidean isometries, but only up to
area-preserving affine transformations. Since the special affine group of the plane is
a five-dimensional Lie group, the space of four-point configurations modulo its action
has dimension 2 · 4 − 5 = 3 in accord with this expectation.

We will now show how each of the sixteen consistent combinations of these equa-
tions corresponds to one of the sixteen classes of affine four-point configurations il-
lustrated in Fig. 1, and that each class can be parameterized by the areas of the three
interior faces (better known, in planar quadrilaterals, as Varignon parallelograms). We
do this by expressing the areas of the four exterior faces as signed sums of the areas
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Table 1. The first four rows give the signed sumsΥ𝑘 (𝑘 = 1, 2, 3) of the interior areas that equal the
exterior areas specified in the leftmost column for each of the 16 configuration classes illustrated
in Fig. 1, where Υ𝑘 ≔ 𝜀1 |AB CD | + 𝜀2 |AC BD | + 𝜀3 |AD BC | with 𝜀𝑘 = −1, 𝜀𝑖 = 𝜀 𝑗 = +1
({𝑖, 𝑗 , 𝑘} = {1, 2, 3}) and Υ0 ≔ Υ1 + Υ2 + Υ3. The last three rows gives the signs of the
barycentric coordinates 𝛼B, 𝛼C, 𝛼D of A versus the fixed triangle BCD in each configuration class.

The vertical lines of the table separate classes with differing chirotopes (see text).

Class ID

|ABC | Υ3 Υ2 Υ1 Υ0 Υ3 −Υ1 Υ2 Υ0 Υ3 Υ0 Υ1 −Υ2 −Υ3 Υ2 Υ0 Υ1

|ABD | Υ2 Υ3 Υ0 Υ1 Υ2 Υ0 Υ3 −Υ1 −Υ2 Υ1 Υ0 Υ3 Υ2 −Υ3 Υ1 Υ0

|ACD | Υ1 Υ0 Υ3 Υ2 −Υ1 Υ3 Υ0 Υ2 Υ1 −Υ2 Υ3 Υ0 Υ1 Υ0 Υ2 −Υ3

|BCD | Υ0 Υ1 Υ2 Υ3 Υ0 Υ2 −Υ1 Υ3 Υ0 Υ3 −Υ2 Υ1 Υ0 Υ1 −Υ3 Υ2

sign(𝛼B) + + − − − − − − + + + + + + + +
sign(𝛼C) + − + − + + + + − − − − + + + +
sign(𝛼D) + − − + + + + + + + + + − − − −

of the interior faces, where each such quadruple of linear relations is particular to the
configuration class in question, and then showing how the barycentric coordinates of A
relative to BCD can be obtained from these four (unsigned) areas.

When 𝑢 = 𝑣 = 𝑤 = 0 = 𝑧 = 𝑦̃ = 𝑥, for example (specifically, the class with A ∈ BCD
as depicted in Fig. 1), the seven areas satisfy the system of six linear equations

T1 [A, B] = T1 [A,C] = T1 [A,D] = T3 [C,D] = T3 [B,D] = T3 [B,C] = 0 . (2)

Written out in terms of matrices, this system of equations is

1 1 0 0
1 0 1 0
0 1 1 0
0 0 −1 1
0 −1 0 1
−1 0 0 1




|ABC |
|ABD |
|ACD |
|BCD |

 = 2



|AB |CD |
|AC |BD |
|AD |BC |
|AB |CD |
|AC |BD |
|AD |BC |


. (3)

The left kernel of this matrix is spanned by [1, 0,−1,−1, 0, 1] & [0, 1,−1, 0,−1, 1],
and since these vectors are orthogonal to the right-hand side, the equations admit the
exact solution: 

|ABC |
|ABD |
|ACD |
|BCD |

 =


|AB |CD | + |AC |BD | − |AD |BC |
|AB |CD | − |AC |BD | + |AD |BC |
− |AB |CD | + |AC |BD | + |AD |BC |
|AB |CD | + |AC |BD | + |AD |BC |

 . (4)

It is easily shown that these four linear relations among the seven areas imply bothΞ = 0
in Eq. (I:20) and Ω = 0 in Eq. (II:25). By performing similar analyses for each of the
sixteen classes illustrated in Fig. 1, one arrives at the sixteen linear relations among the
areas specified by the first 4 rows of Table 1.
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Note that, even though the three signed sums of the interior areasΥ1, Υ2, Υ3 defined
in Table 1’s caption are not necessarily non-negative (and hence not the deviations from
saturation of geometric inequalities), their signs are the same for all configurations
in each quadruple of four consecutive columns in the table. The signed sum that is
negative is manifest in the negated Υ𝑘 which appears the last twelve columns of the
table. Subject to those sign constraints, this table allows one to compute the exterior
areas from the interior on each configuration class. The last three rows of the table
give the signs of the barycentric coordinates 𝛼B, 𝛼C & 𝛼D of A versus BCD, the absolute
values of which are of course the ratios of the external areas, namely

|𝛼B | =
|ACD |
|BCD | , |𝛼C | =

|ABD |
|BCD | , |𝛼D | =

|ABC |
|BCD | . (5)

Thus these are the signs one must give the absolute values of 𝛼B, 𝛼C & 𝛼D, depending
on which one of the 16 configuration classes is being parameterized.

As is well known, the signs of the three barycentric coordinates also determine
which of the seven realizable, uniform, four-point, rank 3 chirotopes (or affine oriented
matroids) each class corresponds to [5, 19]. Thus these seven chirotopes correspond
exactly to the seven cases separated by vertical lines in Table 1, which Fig. 1 shows
are determined by the sets of natural and inverse natural parameters that vanish. The
full classification of four-point configurations into sixteen classes thus constitutes a
refinement of the cases distinguished by their chirotopes, specifically a division of the
three cases covered by the last 12 columns of Table 1 into four classes each. Goodman
& Pollack [12, 13] also defined a classification of affine point configurations which
is finer than the chirotope one, and which is based upon the concept of “allowable
sequences” of permutations of point labels. Each permutation is obtained by projecting
the points onto an oriented line in the plane, while the sequence of permutations is
obtained by rotating the line through 2𝜋 radians; such periodic sequences are uniquely
defined by the configuration up to inversion of all the permutations therein and reversal
of the overall sequence.

Based on an enumeration of the allowable sequences, again using the GeoGebra
dynamic geometry system [18], it has been confirmed that the four classes into which
each of the convex chirotope cases is divided (columns 4–7, 8–11 & 12–15 in Table

Table 2. The periodic sequences of allowable permutations which are generated when A is placed
in the regions labeled by the pool balls 4, 5, 6 & 7 in Fig. 1, where each sequence starts from
an orthogonal projection of the points onto a line parallel to CD which is rotated up to the first
inversion of the starting permutation (see text). Permutations which differ between the sequences

are underlined for emphasis.

Class Cyclic Sequence of Permutations up to First Inversion

CBAD BCAD BCDA BDCA BDAC DBAC DABC

CBAD BCAD BCDA BDCA DBCA DBAC DABC

CBAD CBDA BCDA BDCA DBCA DBAC DABC

CBAD CBDA BCDA BDCA BDAC DBAC DABC



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART IV 5

1) are distinguished by their allowable sequences. This is illustrated by the allowable
sequences for classes 4–7 which are shown in Table 2. It also appears that those
allowable sequences are well defined for each class, in that moving the vertex A around
within each of the regions separated by dotted lines in Fig. 1 merely changes the
permutation to its predecessor or successor in the allowable sequence. This analysis
suggests that more generally there may be a connection between the allowable sequences
of affine configurations and the lines parallel to those spanned by pairs of points in the
configuration, but through points other than the pair spanned by that line. If so, this
may serve to make the “combinatorial types” distinguished by allowable sequences
up to relabeling more amenable to analysis than they currently seem to be, at least in
comparison to the better known “order types” distinguished by chirotopes [14].

B. Canonical distances for rank 1 configurations. Given any values of the
natural parameters for which the Gram matrix GA has rank 1, a specific Euclidean con-
figuration will be determined generically by any two Euclidean but not affine invariants
associated with the planar tetrahedron, for example any two of the distances between its
vertices. It is also possible, however, to specify a canonical planar Euclidean tetrahe-
dron which realizes the areas, which in turn are determined by the natural parameters
via Corollary II:6. This canonical planar tetrahedron is the one consistent with the given
natural parameters and associated areas that minimizes the squared radius of gyration
of the points about their centroid. By a well-known theorem of Lagrange [9, 11, 16],
this in turn is equal to 1/16 times the sum of the six squared distances among the four
vertices. It will now be shown how this problem can be solved by Lagrange’s method
of undetermined multipliers. As an interesting by-product, this proves that even though
the squared areas cannot be realized by Cayley-Menger and Talata (Eqs. (I:25) & (I:26))
determinants in the general rank ≤ 2 case, they always can be in the rank 1 case.

To find such distances, consider the three-point instance of Schönberg’s quadratic
form [6, 9, 16, 20]:

𝑆BCD (𝛿B, 𝛿C, 𝛿D) ≔ − 1
2

[
𝛿B 𝛿C 𝛿D

] [
0 𝐷BC 𝐷BD

𝐷BC 0 𝐷CD

𝐷BD 𝐷CD 0

] [
𝛿B

𝛿C

𝛿D

]
. (6)

It is well known [op. cit.] that 𝐷BC , 𝐷BD , 𝐷CD ≥ 0 are the squared distances |BC |2,
|BD |2, |CD |2 among the vertices of a triangle BCD in the Euclidean plane if & only if
𝑆BCD (𝛿B, 𝛿C, 𝛿D) ≥ 0 for all 𝛿B + 𝛿C + 𝛿D = 0. It is however seldom mentioned that, in
this case, if A & A′ are two points in the plane and 𝛼B, 𝛼C, 𝛼D & 𝛼′B, 𝛼

′
C, 𝛼

′
D are their

barycentric coordinates w.r.t. BCD (𝛼B + 𝛼C + 𝛼D = 1 = 𝛼′B + 𝛼′C + 𝛼′D), then

𝛿B = 𝛼B− 𝛼′B , 𝛿C = 𝛼C− 𝛼′C , 𝛿D = 𝛼D− 𝛼′D =⇒
��AA′

��2 = 𝑆BCD (𝛿B, 𝛿C, 𝛿D) . (7)

This implies, in particular, that the squared distances from the vertex A to the vertices
of BCD itself are given by��AB

��2 = 𝑆BCD (𝛼B − 1, 𝛼C , 𝛼D) = 𝑆BCD (−𝛼C − 𝛼D , 𝛼C , 𝛼D) ,��AC
��2 = 𝑆BCD (𝛼B , 𝛼C − 1, 𝛼D) = 𝑆BCD (𝛼B , −𝛼B − 𝛼D , 𝛼D) ,��AD
��2 = 𝑆BCD (𝛼B , 𝛼C , 𝛼D − 1) = 𝑆BCD (𝛼B , 𝛼C , −𝛼B − 𝛼C) ,

(8)
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where the right-hand sides rewrite the left in homogeneous form by substituting for
1 = 𝛼B + 𝛼C + 𝛼D. This means that the sum of all six squared distances among the four
vertices can be written as a function of the squared distances among the vertices of the
triangle BCD alone:

16 𝑅G = 𝑆BCD (−𝛼C − 𝛼D, 𝛼C, 𝛼D) + 𝑆BCD (𝛼B,−𝛼B − 𝛼D, 𝛼D)
+ 𝑆BCD (𝛼B, 𝛼C,−𝛼B − 𝛼C) +

(
𝛼B + 𝛼C + 𝛼D

)2 ( ��BC
��2 + ��BD

��2 + ��CD
��2 )

= 16 𝜚BC

��BC
��2 + 16 𝜚BD

��BD
��2 + 16 𝜚CD

��CD
��2 , (9)

where 𝑅G =
( |AB |2 + · · · + |CD |2 )/16 is the squared radius of gyration, and

𝜚BC ≔ 1
16

(
2𝛼2

B + 2𝛼2
C + 𝛼2

D + 𝛼B𝛼C + 3𝛼B𝛼D + 3𝛼C𝛼D
)
,

𝜚BD ≔ 1
16

(
2𝛼2

B + 𝛼2
C + 2𝛼2

D + 3𝛼B𝛼C + 𝛼B𝛼D + 3𝛼C𝛼D
)
,

𝜚CD ≔ 1
16

(
𝛼2

B + 2𝛼2
C + 2𝛼2

D + 3𝛼B𝛼C + 3𝛼B𝛼D + 𝛼C𝛼D
)
.

(10)

Regarding 𝑅G now as a polynomial function of 𝐷BC, 𝐷BD & 𝐷CD, consider the
Lagrangian for the minimization of 1

2 𝑅G subject to the constraint on the three-point
Cayley-Menger determinant Δ𝐷 [B,C,D] = 𝑓 2

BCD, namely

𝐿𝜆 (𝐷BC, 𝐷BD, 𝐷CD) ≔ 1
2
(
𝜚BC𝐷BC + 𝜚BD𝐷BD + 𝜚CD𝐷CD

) − 𝜆
(
Δ𝐷 [B,C,D] − 𝑓 2

BCD
)

(11)
where𝜆 is a Lagrange multiplier, 𝑓BCD is the value of |BCD | (times 2), and the barycentric
coordinates 𝛼B, 𝛼C, 𝛼D are obtained from the natural parameters via Corollary II:6
together with the relations between these coordinates and the areas given in Table 1 &
Eq. (5). Setting the gradient of 𝐿𝜆 w.r.t. 𝐷BC, 𝐷BD, 𝐷CD to 0 gives

0 = ∇𝐿𝜆 =
1
2

[
𝜚BC

𝜚BD

𝜚CD

]
−

𝜆

2

[
𝐷BD +𝐷CD −𝐷BC

𝐷CD +𝐷BC −𝐷BD

𝐷BC +𝐷BD −𝐷CD

]
, (12)

and on adding these three equations together and solving for 𝜆, one obtains

𝜆∗ =
𝜚BC + 𝜚BD + 𝜚CD

𝐷BC + 𝐷BD + 𝐷CD
. (13)

Substituting this value of 𝜆 back into Eq. (12) and clearing denominators by multiplying
through by 𝐷BC + 𝐷BD + 𝐷CD then leads to the following linear system of equations:[

2 𝜚BC + 𝜚BD + 𝜚CD − 𝜚BD − 𝜚CD − 𝜚BD − 𝜚CD

− 𝜚BC − 𝜚CD 𝜚BC + 2 𝜚BD + 𝜚CD − 𝜚BC − 𝜚CD

− 𝜚BC − 𝜚BD − 𝜚BC − 𝜚BD 𝜚BC + 𝜚BD + 2 𝜚CD

] [
𝐷BC

𝐷BD

𝐷CD

]
=

[
0
0
0

]
. (14)

The right-kernel of this matrix is spanned by [𝜚BD + 𝜚CD , 𝜚BC + 𝜚CD , 𝜚BC + 𝜚BD]>, so
the optimum squared distances are

𝐷∗BC = 𝜁 (𝜚BD + 𝜚CD) , 𝐷∗BD = 𝜁 (𝜚BC + 𝜚CD) , 𝐷∗CD = 𝜁 (𝜚BC + 𝜚BD) (15)
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for some 𝜁 > 0. Its value may be found by substituting these values of the squared
distances into the constraint, which gives

Δ∗𝐷 [B,C,D] = 𝜁2 (𝜚BC𝜚BD + 𝜚BC𝜚CD + 𝜚BD𝜚CD) = 𝑓 2
BCD , (16)

so that 𝜁 = 𝑓BCD /√𝜚BC𝜚BD + 𝜚BC𝜚CD + 𝜚BD𝜚CD. Once the distances within BCD are
known, the remaining optimum distances can be computed from Eq. (8).

Note that even though the process by which this optimum was obtained singled
out BCD as a barycentric basis, it remains canonical in that the same squared distances
would’ve been found for any other choice of basis. Just as importantly, the three-point
Cayley-Menger and Talata determinants computed from those squared distances will all
match the squares of the areas obtained directly from the natural parameters as above.
Finally, if so desired Cartesian coordinates which realize these squared distances can
be computed via standard eigenvalue methods [8, 9], and the areas computed from
these coordinates will also match those obtained directly from the natural parameters.
It follows that in the rank

(
GA

)
= 1 case the natural parameters not only determine a

four-point planar configuration up to special affine transformation, but also determine
a unique Euclidean configuration which minimizes the squared radius of gyration 𝑅G
subject to reproducing the areas as calculated from those natural parameters.

Because the set of all sets of four points in the Euclidean plane modulo isometries
is five-dimensional just like the set of all tetrahedra with Ω = 0 (cf. Fig. III:1), it is
tempting to speculate that the above canonical map can be extended to a canonical
bĳection between these two five-dimensional sets. This would be much more in accord
with the intuition, which has been taken for granted by scientists and mathematicians
throughout history, that the boundary of the six-dimensional set of non-degenerate
tetrahedra is the set of all quadruples of points in the Euclidean plane. This possibility
seems interesting enough to be stated formally as a conjecture:

Conjecture 1. The bĳection between the set of all quadruples in the special affine
plane and those quadruples in the Euclidean plane for which the radius of gyration
attains its unique minimum, subject to maintaining the areas of the triangles and
Varignon parallelograms in the affine quadruple, can be extended to a bĳection of
the set of all degenerate tetrahedra, as defined by the zeros of Ω, with the set of all
quadruples in the Euclidean plane; moreover this mapping is or can be chosen to be
canonical, so these two sets can be identified.

Appendix C below shows how least-squares fits of the Cayley-Menger Δ𝐷 [a, b, c]
& TalataΔ𝐷 [a, b | c, d] determinants to any given squared areas can be used to uniquely
determine the distances from the areas in the non-degenerate case. Such least-squares
fits will achieve an exact fit precisely when the given areas satisfy Yetter’s identity. The
above results imply these fits will also achieve an exact fit in the rank 1 case, although it
will no longer be unique. By adding a multiple of the squared radius of gyration on to
the sum of squares being minimized and taking the limit as the multiplier goes to zero,
such a sequence of fits should yield the above canonical distances. Therefore, even
though the fits of the distances to the areas would no longer be exact, it is reasonable to
hope that in the rank 2 case a similar procedure will yield the conjectured extension.
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C. The polynomial map from squared distances to squared areas. Theorem
I:11 showed that the squared areas of a non-degenerate tetrahedron ABCD determine it
uniquely up to isometry. This appendix will prove a stronger result, namely that any
vector f ∈ R7 of “squared areas” is either in the range of the polynomial map from
“squared distances” d ∈ R6 to squared areas (as defined by Eqs. (I:25) & (I:26)) or its
negative only if the squared areas satisfy Yetter’s identity Ξ̆ f = 0. Moreover, it is in
the range of this polynomial map precisely when the Gramian Γf [A] at A (or any other
vertex) is positive, and in the range of its negative when Γf [A] is negative.

Theorem 2. Let p± be the two quadratic polynomial mappings from the semi-
algebraic set D ≔ { d ∈ R6 | Δd [A, B,C,D] ≠ 0 } into R7 that are given by

p± (d) ≔ ±
[
Δd [A, B,C] , Δd [A, B,D] , Δd [A,C,D] , Δd [B,C,D] ,

Δd [A, B | C,D] , Δd [A,C | B,D] , Δd [A,D | B,C] ]>. (17)

Then if Yetter’s identity Ξ̆ f = 0 is satisfied by the given squared areas f = [𝐹ABC , . . . ,
𝐹AD |BC]> ∈ R7, there exist squared distances d = [𝐷AB , . . . , 𝐷CD]> ∈ D such that

f = p+ (d) if Γf [A] > 0 , or f = p− (d) if Γf [A] < 0 , (18)

where Γf [A] is the Gramian at A, and otherwise p± (d) ≠ f ∀ d ∈ D. In other
words, the semi-algebraic set { f ∈ R7 | Γf [A] ≠ 0, Ξ̆ f = 0 } = p+ (D) ¤∪ p− (D) where
“ ¤∪” is the disjoint union of these two images of D, and each component is explicitly
parameterized by the corresponding mapping p± .

Proof. Let Q abc& Q ab |cd
(
a, b, c, d ∈ {A, B,C,D} | |{a, b, c, d}| = 4

)
be the matrices

of the quadratic forms defined by the Cayley-Menger & Talata determinants relative to
the order of the squared distances in d, e.g.

Q BCD ≔
1
4


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 1 1
0 0 0 1 −1 1
0 0 0 1 1 −1


, Q AB |CD ≔

1
4


0 0 0 0 0 2
0 −1 1 1 −1 0
0 1 −1 −1 1 0
0 1 −1 −1 1 0
0 −1 1 1 −1 0
2 0 0 0 0 0


. (19)

Then the vector-valued functions p± can be written as

p± (d) = ±
[
d>QABC d , d>QABD d , d>QACD d , d>QBCD d ,

d>QAB |CD d , d>QAC |BD d , d>QAD |BC d
]>

. (20)

Now consider the pair of least-squares problems:

min
d∈D

( 1
2 Σ

2
± (d)

)
, where Σ2

± (d) ≔ ‖p± (d) − f ‖2 (
d ∈ D)

. (21)

The Jacobians J± = J± (d) of 1
2 Σ

2± will have the vectors ±d>QABC, ±d>QABD, ±d>QACD
& ±d>QBCD as their first four rows, and ±d>QAB |CD, ±d>QAC |BD & ±d>QAD |BC as their
last three rows. As is well-known [4], the change in squared distances δd obtained by



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART IV 9

applying the Gauss-Newton method to these least-squares problems satisfies the normal
equations

J>±J± δd = − J>± δ𝚺± , (22)

where δ𝚺± = δ𝚺± (d) ≔ p± (d) − f are the vectors of residuals. The right-hand side
is the negative gradient of each sum-of-squares 1

2∇Σ2± , and it will vanish if & only if
Σ± (d)2 = 0 or δ𝚺± (d) lies in the generically one-dimensional right null space of J>± .
Written out in full, these two matrices are given by:

± 2 J>± (d) =


−𝐷AB+𝐷AC+𝐷BC −𝐷AB+𝐷AD+𝐷BD 0 0 · · ·
𝐷AB−𝐷AC+𝐷BC 0 −𝐷AC+𝐷AD+𝐷CD 0 · · ·

0 𝐷AB−𝐷AD+𝐷BD 𝐷AC−𝐷AD+𝐷CD 0 · · ·
𝐷AB+𝐷AC−𝐷BC 0 0 −𝐷BC+𝐷BD+𝐷CD · · ·

0 𝐷AB+𝐷AD−𝐷BD 0 𝐷BC−𝐷BD+𝐷CD · · ·
0 0 𝐷AC+𝐷AD−𝐷CD 𝐷BC+𝐷BD−𝐷CD · · ·

· · · 2 𝐷CD −𝐷AB+𝐷AD+𝐷BC−𝐷CD −𝐷AB+𝐷AC+𝐷BD−𝐷CD

· · · −𝐷AC+𝐷AD+𝐷BC−𝐷BD 2 𝐷BD 𝐷AB−𝐷AC−𝐷BD+𝐷CD

· · · 𝐷AC−𝐷AD−𝐷BC+𝐷BD 𝐷AB−𝐷AD−𝐷BC+𝐷CD 2 𝐷BC

· · · 𝐷AC−𝐷AD−𝐷BC+𝐷BD 𝐷AB−𝐷AD−𝐷BC+𝐷CD 2 𝐷AD

· · · −𝐷AC+𝐷AD+𝐷BC−𝐷BD 2 𝐷AC 𝐷AB−𝐷AC−𝐷BD+𝐷CD

· · · 2 𝐷AB −𝐷AB+𝐷AD+𝐷BC−𝐷CD −𝐷AB+𝐷AC+𝐷BD−𝐷CD


. (23)

Using computer algebra, it is readily shown that det
(
J>± (d) J± (d)

)
= 28Δd [A, B,C,D]4

≠ 0, so the Jacobians J± are of full rank 6 and the mappings p± : D → R7 are injective.
It is also easily seen that the vector n ≔ [1, 1, 1, 1,−1,−1,−1]> always lies in these
Jacobians’ left null space, meaning that J>± (d) n = 0 for all d ∈ D. Thus the residual
vector δ𝚺± at any critical point d∗± of Σ2± can be written as 𝜎± n for some 𝜎± ∈ R,
but it can also be written as δ𝚺± (d∗±) = p± (d∗±) − f. By expanding the corresponding
Cayley-Menger & Talata determinants, it is easily shown that p± (d) always satisfies
Yetter’s identity, i.e. n>p± = 0, and hence

Σ2
± =



 δ𝚺±

2
= n>n𝜎2

± = 7𝜎2
± = 𝜎± n>

(
p± (d∗±) − f

)
= − 𝜎± n> f . (24)

It follows that the residual vanishes at every critical point of Σ2± if & only if n> f = 0,
i.e. the given squared areas f satisfy Yetter’s identity Ξ̆ f = 0.

This shows that when Ξ̆ f = 0 every critical point d∗± of Σ2± is a global minimum
with value Σ2± (d∗±) = 0, but it does not establish the existence of a critical point, and
indeed it is easy to find examples of f’s for which numerical evidence indicates that
either Σ+ or Σ− has no critical points, in that minimization of Σ2+ or Σ2− the drives entries
in d towards ±∞. It will now be shown, however, that for every f ∈ R7 with n>f = 0
and Γf [A] ≠ 0 exactly one of the functions Σ2+ or Σ2− defined by f has a critical point.
Towards that end, first note that by Euler’s theorem on homogeneous functions,

p± (d) = 1
2 J± (d) d = ± 1

2 J+ (d) d (25)

for all d ∈ D, and since every critical point d∗± of Σ2± achieves a residual δΣ± (d∗±) = 0,

f = p∗± ≔ p± (d∗±) = 1
2 J± (d∗±) d∗± ≕ 1

2 J∗± d∗± . (26)
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Next, we denote the “three-point” Cayley-Menger determinants in the squared areas by

Δf [a, b] ≔ 1
2
(
𝐹abc𝐹abd + 𝐹abc𝐹ab |cd + 𝐹abd𝐹ab |cd

) − 1
4
(
𝐹2

abc + 𝐹2
abd + 𝐹2

ab |cd

)
(27)

for {a, b, c, d} = {A, B,C,D}. Let Q ab be the 7× 7 matrices of these six quadratic forms
versus the order of the squared areas in f, e.g.

Q AB ≔
1
4


−1 1 0 0 1 0 0
1 −1 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 1 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


, . . . , Q CD ≔

1
4


0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 1 1 0 0
0 0 1 −1 1 0 0
0 0 1 1 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0


. (28)

At a critical point d∗± these quadratic forms are equal to

f>Q ab f = p∗>± Q ab p∗± = 1
4 d∗>± J∗>± Q ab J∗± d∗± = 𝐷∗ab Δd∗±

[A, B,C,D] , (29)

where 𝐷∗ab is the associated entry of d∗± and the last equality may readily be proven
by applying any computer algebra program to the definitions (cf. Eq. (I:14)). Given
any 𝛿 ≠ 0, we now set 𝐷ab ≔ 𝛿 f>Q ab f for a, b ∈ {A, B,C,D} (a ≠ b), and denote the
result of substituting these values of 𝐷ab in Δd [A, B,C,D] by Δ𝛿;f [A, B,C,D]. Then it
is easily seen that equations (29) will be satisfied when

𝛿 = 𝛿∗ ≔
1

4
√︁
Δ1; f [A, B,C,D]

. (30)

which of course requires that Δ1; f [A, B,C,D] > 0. It turns out, however, that if one
eliminates 𝐹BCD from Δ1; f [A, B,C,D] using Yetter’s identity 𝐹BCD = 𝐹AB |CD + 𝐹AC |BD +
𝐹AD |BC − 𝐹ABC − 𝐹ABD − 𝐹ACD, it factorizes to Γf [A]2. Therefore Δ1; f [A, B,C,D] is
indeed strictly positive by hypothesis, and we have satisfied the necessary conditions
for a critical point in Eq. (29).

Finally, upon setting the entries of d∗ to 𝐷 ∗ab = 𝛿∗ f>Q ab f in the given order, and
again eliminating 𝐹BCD using Yetter’s identity as above, one finds that the Cayley-Menger
& Talata determinants factorize as

±p± (d∗) = p+ (d∗) = (𝛿∗)2 Γf [A] f . (31)

Since
��Γf [A]

�� = Δ1;f [A, B,C,D]1/2 = (𝛿∗)−2, it follows that the defining equation for a
critical point p± (d∗) = f is satisfied by p+ when Γf [A] > 0, or by p− when Γf [A] < 0,
as desired. �

Remark 1. This proof also shows that the maps p± are diffeomorphisms onto their
respective images. Because Σ2± (d) = Σ2± (−d) for all d ∈ D, the functions Σ2± would
have 0 as a saddle point but for 0 ∉ D. Other critical points not in D are easy
to construct simply by setting the entries of d to the squared distances in a random
planar tetrahedron, finding a left null vector n⊥ of J± (d) orthogonal to n, and setting
f± = p± (d) + 𝜈 n⊥ for any 𝜈 ∈ R. Such vectors f± will satisfy n>f± = 0 & Γf± [A] ≠ 0
unless 𝜈 = 0, and d will generally also be a saddle point of Σ2± extended toR6. Although
most vectors f ∈ R7 with n>f = 0 & Γ f [A] = 0 will not be equal to the Cayley-Menger
& Talata determinants for any d ∈ R6, it was shown in Appendix B that they are when
the entries of f are the squared areas of a tetrahedron in the (finite) Euclidean plane.
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D. Towards a 2-to-2 parametrization of the generic zeros. This appendix
presents the details of the 2 : 2 parametrization of the “generic” zeros of Ω that was
briefly described in Remark III:3. It is based upon the parameters 𝛼, 𝛽, 𝛾 & 𝛿 ∈ R
introduced in that remark together with the exterior surface area 𝑠 which, when treated
in this way as an independent parameter, will be denoted by 𝜍 . Here, “generic” means
merely that 𝛼2, 𝛽2, 𝛾2& 𝛿2 are all non-zero and distinct, although they are subject to the
constraint 𝛼𝛽𝛾𝛿 > 0 (see Proposition III:5) along with |𝛼 |+ |𝛽 |+ |𝛾 |+ |𝛿 | > |𝛼+𝛽+𝛾+𝛿 |
(so they do not all have the same sign). In addition, 𝜍 must exceed a positive lower
bound determined by 𝛼, 𝛽, 𝛾, 𝛿 (to be derived below).

Before diving into the intricacies of this matter, however, we will show how the
squared magnitudes of the “1D vectors” represented by the first four parameters, namely

𝛼2 = 2 𝑢𝑣𝑤/𝑠 , 𝛽2 = 2 𝑢𝑥𝑦/𝑠 , 𝛾2 = 2 𝑣𝑥𝑧/𝑠 , 𝛿2 = 2𝑤𝑦𝑧/𝑠 , (32)

can be interpreted geometrically in non-degenerate tetrahedra.

Proposition 3. The three equal squared distances from each vertex of a non-degen-
erate tetrahedron ABCD to the in-touch points J, K, L,N lying on the three exterior faces
meeting in that vertex are��AN

��2 =
��AL

��2 =
��AK

��2 = 𝛼2/𝑟2 ,
��BN

��2 =
��BL

��2 =
��BJ

��2 = 𝛽2/𝑟2 ,��CN
��2 =

��CK
��2 =

��CJ
��2 = 𝛾2/𝑟2 ,

��DL
��2 =

��DK
��2 =

��DJ
��2 = 𝛿2/𝑟2 ,

(33)

where 𝑠 is twice the surface area and 𝑟 = 𝑡/𝑠 is the in-radius as usual.

Proof. As is well known and easily shown, the barycentric coordinates of the in-
center I ∈ ABCD are the ratios of the exterior areas to the total exterior surface area 𝑠/2.
Hence the squared distance from e.g. vertex A to I may be obtained from Schönberg’s
quadratic form (cf. Eq. (6) above) as:

��AI
��2 =

−1
2 𝑠2


2 |BCD | − 𝑠

2 |ACD |
2 |ABD |
2 |ABC |


> 

0 |AB |2 |AC |2 |AD |2

|AB |2 0 |BC |2 |BD |2

|AC |2 |BC |2 0 |CD |2

|AD |2 |BD |2 |CD |2 0




2 |BCD | − 𝑠
2 |ACD |
2 |ABD |
2 |ABC |

 (34)

On substituting for the squared distances on the right-hand side using Eq. (II:26) and
for the areas using Eq. (II:18b), this squared distance becomes simply��AI

��2 =
2 𝑠 𝑢𝑣𝑤 + Ω(𝑢, . . . , 𝑧)

𝑟2𝑠2 = 2 𝑢𝑣𝑤/(𝑟2𝑠) + 𝑟2 , (35)

where we have used the relation 𝑟4 = Ω/𝑠2 from Theorem II:9 to get the right-hand side.
The result now follows from the orthogonality of the vectors #”IN, #”IL & #”IK, all of length
𝑟 , to # ”AN, # ”AL & # ”AK respectively. The proofs for the other three vertices are similar. �

Thus in the non-degenerate case the absolute values of the four “vectors” in Propo-
sition III:15 are just the vertex-to-in-touch-point distances times 𝑟. Moreover, in the
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degenerate case the ratios of those distances to one another as well as to the inter-vertex
distances are also generically well defined.

This geometric interpretation of these quantities is of particular interest when com-
bined with the following lemma, the proof of which will be left as an easy exercise in
computer algebra (cf. Lemma II:8).

Lemma 4. The inverse natural parameters of a tetrahedron (non-degenerate or
otherwise) can be written in terms of the square-roots of the natural parameters as

𝑢̃ 𝑠/2 = (𝑣̂𝑤̂ − 𝑥𝑦̂)2 + Ω0Ω1 = (𝑣̂𝑤̂ + 𝑥𝑦̂)2 − Ω2Ω3 (36a)
𝑣̃ 𝑠/2 = (𝑢̂𝑤̂ − 𝑥𝑧)2 + Ω0Ω2 = (𝑢̂𝑤̂ + 𝑥𝑧)2 − Ω1Ω3 (36b)
𝑤̃ 𝑠/2 = (𝑢̂𝑣̂ − 𝑦̂𝑧)2 + Ω0Ω3 = (𝑢̂𝑣̂ + 𝑦̂𝑧)2 − Ω1Ω2 (36c)
𝑥 𝑠/2 = (𝑢̂ 𝑦̂ − 𝑣̂𝑧)2 + Ω0Ω3 = (𝑢̂ 𝑦̂ + 𝑣̂𝑧)2 − Ω1Ω2 (36d)
𝑦̃ 𝑠/2 = (𝑢̂𝑥 − 𝑤̂𝑧)2 + Ω0Ω2 = (𝑢̂𝑥 + 𝑤̂𝑧)2 − Ω1Ω3 (36e)
𝑧 𝑠/2 = (𝑣̂𝑥 − 𝑤̂ 𝑦̂)2 + Ω0Ω1 = (𝑣̂𝑥 + 𝑤̂ 𝑦̂)2 − Ω2Ω3 (36f)

where Ω𝑘 (𝑘 = 0, 1, 2, 3) are the factors of Ω regarded as a polynomial in the square-
roots of the natural parameters from Eq. (III:13).

These ways of writing the inverse natural parameters make it quite clear why the
substitutions used in the proof of Proposition III:5 yield the results that they do.

In the non-degenerate case, this lemma together with Corollary II:5 shows that e.g.

𝑢𝑢̃ 𝑠/2 = (𝑢̂𝑣̂𝑤̂ − 𝑢̂𝑥 𝑦̂)2 + 𝑢̂2 Ω0Ω1 = (𝑢̂𝑣̂𝑤̂ + 𝑢̂𝑥 𝑦̂)2 − 𝑢̂2 Ω2Ω3

⇐⇒
��AB

��2 =
( ��AN

�� − ��BN
�� )2 + 2 𝑢

𝑟2𝑠
Ω0Ω1 =

( ��AN
�� + ��BN

�� )2 − 2 𝑢
𝑟2𝑠

Ω2Ω3

=
( ��AL

�� − ��BL
�� )2 + 2 𝑢

𝑟2𝑠
Ω0Ω1 =

( ��AL
�� + ��BL

�� )2 − 2 𝑢
𝑟2𝑠

Ω2Ω3

(37)

and similarly for the other complementary products and squared inter-vertex distances,
where the second line was obtained from the first by dividing through by 𝑟2𝑠/2 then
applying Proposition 3 and Corollary II:5, and the last line from |AL | = |AN | &
|BL | = |BN | . This observation leads to the following:

Corollary 5. In a non-degenerate tetrahedron ABCD with in-radius 𝑟, surface
area 𝑠 (times 2), natural parameters 𝑢, . . . , 𝑧 and with 𝛼, 𝛽, 𝛾, 𝛿 equal to the positive
square-roots of the corresponding squares in Eq. (32), the products Ω0Ω𝑘 & Ω𝑘Ωℓ

(𝑘, ℓ = 1, 2, 3; 𝑘 ≠ ℓ) are related to the inter-vertex distances 𝑎 ≔ |AB | , 𝑏 ≔ |AC | ,
𝑐 ≔ |AD | , 𝑑 ≔ |BC | , 𝑒 ≔ |BD | , 𝑓 ≔ |CD | as:

2 𝑢Ω0Ω1 = 𝑠 (𝑎𝑟 − 𝛼 + 𝛽) (𝑎𝑟 + 𝛼 − 𝛽) , 2 𝑢Ω2Ω3 = 𝑠 (𝛼 + 𝛽 + 𝑎𝑟) (𝛼 + 𝛽 − 𝑎𝑟) ;
2 𝑣Ω0Ω2 = 𝑠 (𝑏𝑟 − 𝛼 + 𝛾) (𝑏𝑟 + 𝛼 − 𝛾) , 2 𝑣Ω1Ω3 = 𝑠 (𝛼 + 𝛾 + 𝑏𝑟) (𝛼 + 𝛾 − 𝑏𝑟) ;
2𝑤Ω0Ω3 = 𝑠 (𝑐𝑟 − 𝛼 + 𝛿) (𝑐𝑟 + 𝛼 − 𝛿) , 2𝑤Ω1Ω2 = 𝑠 (𝛼 + 𝛿 + 𝑐𝑟) (𝛼 + 𝛿 − 𝑐𝑟) ;
2 𝑥Ω0Ω3 = 𝑠 (𝑑𝑟 − 𝛽 + 𝛾) (𝑑𝑟 + 𝛽 − 𝛾) , 2 𝑥Ω1Ω2 = 𝑠 (𝛽 + 𝛾 + 𝑑𝑟) (𝛽 + 𝛾 − 𝑑𝑟) ;
2 𝑦Ω0Ω2 = 𝑠 (𝑒𝑟 − 𝛽 + 𝛿) (𝑒𝑟 + 𝛽 − 𝛿) , 2 𝑦Ω1Ω3 = 𝑠 (𝛽 + 𝛿 + 𝑒𝑟) (𝛽 + 𝛿 − 𝑒𝑟) ;
2 𝑧Ω0Ω1 = 𝑠 ( 𝑓 𝑟 − 𝛾 + 𝛿) ( 𝑓 𝑟 + 𝛾 − 𝛿) , 2 𝑧Ω2Ω3 = 𝑠 (𝛾 + 𝛿 + 𝑓 𝑟) (𝛾 + 𝛿 − 𝑓 𝑟) .

(38)
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Note that multiplying the two equations on any given line in the above yields e.g.

4 𝑢2Ω0Ω1Ω2Ω3 = 𝑠2 (𝛼 + 𝛽 + 𝑎𝑟) (𝛼 + 𝛽 − 𝑎𝑟) (𝑎𝑟 − 𝛼 + 𝛽) (𝑎𝑟 + 𝛼 − 𝛽)
⇐⇒ 4 𝑢2𝑡4/𝑠2 = 𝑟4𝑠2

( ( ��AB
��2 + ��AN

��2 + ��BN
��2)2 − 2

( ��AB
��4 + ��AN

��4 + ��BN
��4) ) .

(39)
This last equation can be derived directly by noting that the expression in parentheses
on the right is four times the Cayley-Menger determinant of the three points A, B,N, or
4 𝑢2, and that 𝑟4𝑠2 = Ω = Ω0Ω1Ω2Ω3 = 𝑡4/𝑠2.

Returning now to our generic parametrization, we use the relations in Eq. (III:16)
to eliminate 𝑥, 𝑦, 𝑧 from the polynomial Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧), thereby obtaining

Ω(𝑢, 𝑣, 𝑤) ≔ 𝛼2𝛽2𝛾2𝛿2 Ω(𝑢, 𝑣, 𝑤, 𝑤 𝛽𝛾/𝛼𝛿, 𝑣 𝛽𝛿/𝛼𝛾, 𝑢 𝛾𝛿/𝛼𝛽) = (40)
(𝛾𝛿 𝑢 + 𝛽𝛿𝑣 + 𝛽𝛾𝑤) (−𝛾𝛿 𝑢 + 𝛽𝛿𝑣 + 𝛽𝛾𝑤) (𝛾𝛿 𝑢 − 𝛽𝛿𝑣 + 𝛽𝛾𝑤) (𝛾𝛿 𝑢 + 𝛽𝛿𝑣 − 𝛽𝛾𝑤)

≕ Ω0 (𝑢, 𝑣, 𝑤)Ω1 (𝑢, 𝑣, 𝑤)Ω2 (𝑢, 𝑣, 𝑤)Ω3 (𝑢, 𝑣, 𝑤) ,

so that 𝜏4 = 𝜍2Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) = 𝜍2Ω(𝑢, 𝑣, 𝑤)/(𝛼𝛽𝛾𝛿)2 where 𝜏 & 𝜍 are the assumed
values of 𝑡 & 𝑠, resp. Similarly, on using Eq. (III:16) to eliminate 𝑥, 𝑦, 𝑧 from the
expression 2 (𝑢 + · · · + 𝑧) for the surface area 𝑠, we get

𝜍 = 2 (𝑢 + 𝑣 + 𝑤 + 𝑤 𝛽𝛾/𝛼𝛿 + 𝑣 𝛽𝛿/𝛼𝛾 + 𝑢 𝛾𝛿/𝛼𝛽) ≕ Σ(𝑢, 𝑣, 𝑤)/(𝛼𝛽𝛾𝛿) (41)
=

(
2 (𝛼𝛽 + 𝛾𝛿) 𝛾𝛿 𝑢 + 2 (𝛼𝛾 + 𝛽𝛿) 𝛽𝛿 𝑣 + 2 (𝛼𝛿 + 𝛽𝛾) 𝛽𝛾 𝑤)/(𝛼𝛽𝛾𝛿) .

These two equations together with 𝑢𝑣𝑤 = 𝛼2𝜍2/2 can be inverted to obtain a multi-
valued relation between the natural parameters 𝑢, 𝑣, 𝑤 (which determine 𝑥, 𝑦, 𝑧 via
Eq. (III:16)) and 𝛼, 𝛽, 𝛾, 𝛿 together with 𝜍 & 𝜏. Numerical experiments with the
Bertini program for solving polynomial systems of equations [3] indicate that these
equations (which imply all those in Eq. (32)) are highly ill-conditioned whenever the
latter six parameters are anywhere close to those in a regular tetrahedron. For a regular
tetrahedron, the equations have a single positive real solution of multiplicity 6.

A considerable simplification is possible in the degenerate (𝜏 = 0) case, providing
that one gives 𝛼, 𝛽, 𝛾, 𝛿 the signs indicated in Proposition III:5 according to which
factor Ω𝑘 (𝑘 = 1, 2, 3) of Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) vanishes in Eq. (III:15). When this is done,
the trivariate linear polynomial Ω0 (𝑢, 𝑣, 𝑤) in Eq. (40) will always be zero no matter
which factor of Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) in Eq. (III:15) vanishes. Numerical experiments with
Bertini indicate that the resulting system of two linear and one cubic equation in 𝑢, 𝑣, 𝑤,
namely

0 = Ω0 (𝑢, 𝑣, 𝑤) , 0 = Σ(𝑢, 𝑣, 𝑤) − 𝛼𝛽𝛾𝛿 𝜍 , 0 = 𝑢𝑣𝑤 − 𝜍 𝛼2/2 , (42)

generically possesses three real solutions two of which satisfy 𝑢, 𝑣, 𝑤, 𝑢′, 𝑣′, 𝑤′ > 0.
Upon substituting their values into Eq. (III:16), one also obtains 𝑥, 𝑦, 𝑧, 𝑥 ′, 𝑦′, 𝑧′ > 0
satisfying

(𝑢/𝑢′) = (𝑧/𝑧′) , (𝑣/𝑣′) = (𝑦/𝑦′) , (𝑤/𝑤′) = (𝑥/𝑥 ′) , (𝑢𝑣𝑤)/(𝑢′𝑣′𝑤′) = 1 .
(43)
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This indicates that degenerate tetrahedra generically come in pairs related by these four
equations as well as 𝑠 = 𝑠′ (other pairings applicable to degenerate tetrahedra may be
found in Appendix E).

Some additional insight into the equations (42) can be obtained by using 0 =
Ω0 (𝑢, 𝑣, 𝑤) to eliminate 𝑤 from 0 = Σ(𝑢, 𝑣, 𝑤) − 𝛼𝛽𝛾𝛿 𝜍, which yields

0 = Res(Ω0 (𝑢, 𝑣, 𝑤), Σ(𝑢, 𝑣, 𝑤) − 𝛼𝛽𝛾𝛿 𝜍; 𝑤) (44)
= 𝛽𝛾𝛿

(
2
(
𝛾 (𝛼 − 𝛾) (𝛽 − 𝛿) 𝑢 + 𝛽 (𝛼 − 𝛽) (𝛾 − 𝛿) 𝑣) − 𝛼𝛽𝛾 𝜍

)
,

where “Res” is the resultant of its first two arguments with respect to the third. The
overall factor of 𝛽𝛾𝛿 is non-zero by our genericity assumption and may be dropped.
On also eliminating 𝑤 from the equations 0 = Ω0 (𝑢, 𝑣, 𝑤) and 0 = 𝑢𝑣𝑤 − 𝜍𝛼2/2, one
obtains

0 = Res(𝜍𝛼2/2 − 𝑢𝑣𝑤, Ω0 (𝑢, 𝑣, 𝑤); 𝑤) = 𝛿 (𝛾 𝑢 + 𝛽 𝑣) 𝑢𝑣 + 𝜍𝛼2𝛽𝛾/2 . (45)

Finally, upon taking the resultant of the right-hand sides of Eqs. (44) & (45) w.r.t. 𝑣 and
dropping the overall non-zero factors, we obtain a cubic equation for 𝑢:

0 = Ψ(𝑢) = 𝑎Ψ𝑢
3 + 𝑏Ψ𝑢2 + 𝑐Ψ𝑢 + 𝑑Ψ ≔ 4 𝛾𝛿 (𝛼 − 𝛾) (𝛼 − 𝛿) (𝛽 − 𝛾) (𝛽 − 𝛿) 𝑢3

− 2𝛼𝛽𝛾𝛿
((𝛼 − 𝛾) (𝛽 − 𝛿) + (𝛼 − 𝛿) (𝛽 − 𝛾)) 𝜍 𝑢2

+ 𝛼2𝛽2𝛾𝛿 𝜍2 𝑢 + 2𝛼2𝛽2 (𝛼 − 𝛽)2 (𝛾 − 𝛿)2 𝜍
(46)

= 𝛾𝛿
(
2 (𝛼 − 𝛿) (𝛽 − 𝛾) 𝑢 − 𝛼𝛽 𝜍 ) (2 (𝛼 − 𝛾) (𝛽 − 𝛿) 𝑢 − 𝛼𝛽 𝜍 ) 𝑢 + 𝑑Ψ

Clearly the constant term is positive, but the signs of the remaining coefficients depend
on the relative signs & magnitudes of 𝛼, 𝛽, 𝛾, 𝛿. Numerical examples nevertheless
suggest that when 𝜍 is sufficiently large this cubic always has either 2 or 3 positive
roots, depending on if 𝑎Ψ > 0 or 𝑎Ψ < 0, but that in the latter case putting the largest
root into Eqs. (44) & (45) yields negative values for 𝑣, 𝑤.

The discriminant of this cubic is 𝜍2 times a quadratic polynomial in 𝜍2, namely:

18 𝑎Ψ𝑏Ψ𝑐Ψ𝑑Ψ − 4 (𝑏Ψ)3𝑑Ψ + (𝑏Ψ𝑐Ψ)2 − 4 𝑎Ψ (𝑐Ψ)3 − 27 (𝑎Ψ𝑑Ψ)2 =

4𝛼6𝛽6𝛾4𝛿4 (𝛼−𝛽)2 (𝛾−𝛿)2 𝜍6 + 32𝛼5𝛽5𝛾3𝛿3 ((𝛼−𝛾) (𝛽−𝛿) + (𝛼−𝛿) (𝛽−𝛾)) · · ·
· · · ((𝛼−𝛽) (𝛾−𝛿) + (𝛼−𝛾) (𝛽−𝛿)) ((𝛼−𝛽) (𝛾−𝛿) − (𝛼−𝛿) (𝛽−𝛾)) (𝛼−𝛽)2 (𝛾−𝛿)2 𝜍4

− 1728𝛼4𝛽4𝛾2𝛿2 (𝛼−𝛽)4 (𝛼−𝛾)2 (𝛼−𝛿)2 (𝛽−𝛾)2 (𝛽−𝛿)2 (𝛾−𝛿)4 𝜍2

(47)

Since the constant term is negative while the leading coefficient is positive, Descartes’
rule of signs shows that this quadratic has a single positive root 𝜚+ (𝛼, 𝛽, 𝛾, 𝛿), and for
all 𝜍2 exceeding this root the cubic in Eq. (46) will have three real roots. This suggests
that the equations (42) are only valid when 𝜍 observes this lower bound and, in accord
with this expectation, it has been observed that in random examples with 𝜍2 < 𝜚+
Bertini returns only a single non-positive solution.

Since negating all the parameters 𝛼, 𝛽, 𝛾, 𝛿 does not change the equations, all these
observations lead to the following:
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Conjecture 6. The equations (42) & (III:16) generically define a 2 : 2 relation
between the natural parameters of degenerate tetrahedra and the semi-algebraic set{
𝛼, 𝛽, 𝛾, 𝛿, 𝜍 ∈ R

�� |𝛼 |+ |𝛽 |+ |𝛾 |+ |𝛿 | > |𝛼+𝛽+𝛾+𝛿 |, 𝛼𝛽𝛾𝛿 > 0, 𝜍2 > 𝜚+ (𝛼, 𝛽, 𝛾, 𝛿)
}
.

The author is thanks Silviana Amethyst for assistance with the Bertini calculations
described herein.

E. Two involutions on tetrahedra, non-degenerate and otherwise. The late
Czech mathematician Miroslov Fiedler has studied an interesting involution between
𝑛-simplices, which yields what he called the inverse simplex [10]. It may be viewed
as a Euclidean specialization of the more general polarity involution defined on convex
polytopes in affine geometry, see e.g. §2.3 in Ref. [21]. In the non-degenerate case,
Fiedler’s inverse simplex is most simply obtained by computing the (Moore-Penrose)
pseudo-inverse of the lineal Gram matrix formed from the inner products of the vectors
from the centroid of the simplex to the vertices thereof, and then computing coordinates
for the inverse’s vertices via diagonalization, exactly as one could recover the coordinates
of the original simplex from its lineal Gram matrix [7, 8, 15]. Fiedler further showed
that the pseudo-inverse of the full (hyper-)areal Gram matrix of a non-degenerate 𝑛-
simplex, over the square of 𝑛 times its (hyper-)volume, is equal to this lineal Gram
matrix (and vice versa), which provides an alternative geometric interpretation of the
latter’s pseudo-inverse. Finally, he extended his inverse involution to degenerate 𝑛-
simplices via a matrix construction called a “generalized biorthogonal system,” which
involves a Gale transform [21] of the corresponding affinely dependent configuration.

For a non-degenerate tetrahedron, Fiedler’s inverse may also be obtained by taking
the pseudo-inverse of the full 4 × 4 areal Gram matrix Gext as defined in the proof of
Proposition III:6, multiplying by 16, and then computing vertex coordinates from a
3 × 3 principal submatrix thereof as in the proof of Theorem I:11 (see Fig. 2). For a
(conventional) degenerate tetrahedron (in the finite Euclidean plane), however, Fiedler’s
inverse involution must be based upon the lineal Gram matrix rather than the areal, since
the areal Gram matrix has rank 1 and only defines the configuration up to area-preserving
affine transformations. In the general rank 2 case, moreover, Fiedler’s definition of the
inverse involution does not apply at all, because the inter-vertex distances are generally
infinite so that the lineal Gram matrix does not even exist.

This appendix will further explore the nature of Fiedler’s inverse involution for
non-degenerate tetrahedra, adapt it to the areal Gram matrices of degenerate tetrahedra
with 𝑠2Ω = 0, and define an apparently new involution that is specific to the 𝑛 = 3
tetrahedral case. For these purposes it is more convenient to focus upon the interior
areal Gram matrix Gint as defined in Eq. (II:27), rather than the exterior. These two
matrices are related by a simple equivalence transformation, namely

Gext = MGintM> where M ≔
1
2


1 −1 −1
1 1 1
−1 −1 1
−1 1 −1

 , (48)

which may be derived from Eq. (I:12). Since the Moore-Penrose pseudo-inverse of
M is M	 = M>, in the non-degenerate case the pseudo-inverse of Gext is simply
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Figure 2. Diagram illustrating how Fiedler’s concept of inverse simplices applies to the lineal
and areal Gram matrices of tetrahedra in the non-degenerate case (see text).

G	ext = MG−1
int M>. Because the pseudo-inverse of a diagonal matrix is diagonal, this

formulation of Fiedler’s inverse together with Remark I:2 shows immediately that the
inverse of an equi-facial tetrahedron is again equi-facial. It can also be shown that
the inverse G−1

int is nothing more (or less) than the lineal Gram matrix of the oriented
bimedians times 𝑡−2, specifically # ”ZU, # ”VY, #   ”XW in the notation of Fig. I:2, or:

# ”ZU = 1
2
(
A + B − C − D

)
= − 1

2
( # ”AC +

# ”BD
)
= − 1

2
( # ”AD +

# ”BC
)

(49a)
# ”VY = 1

2
(
B + D − A − C

)
= 1

2
( # ”AB +

#  ”CD
)
= 1

2
( # ”AD −

# ”BC
)

(49b)
#   ”XW = 1

2
(
A + D − B − C

)
= 1

2
( # ”BD −

# ”AC
)
= 1

2
( #  ”CD −

# ”AB
)

(49c)

This makes it possible to compute G−1
int without explicitly taking a matrix inverse.

The determinant of the Gram matrix of the oriented bimedians is easily shown to
be 𝑡2/4, whereas det

(
Gint

)
= 4 𝑡4 ⇔ det

(
G−1

int
)
= 1/(4 𝑡4). It follows that the volume

of the inverse tetrahedron is 4/𝑡, which in turn implies that # ”AB ×
#  ”CD / 𝑡, # ”AC ×

# ”BD / 𝑡,
# ”AD ×

# ”BC / 𝑡 can be viewed as the oriented bimedians of the inverse. The positions of B,
C, D relative to A may be obtained from the original’s bimedians as

# ”AB =
# ”VY −

#   ”XW ,
# ”AC = −

# ”ZU −
#   ”XW ,

# ”AD =
# ”VY −

# ”ZU , (50)

and similarly the positions of the inverse’s vertices B′, C′, D′ relative to A′ may be
obtained as

#     ”

A′B′ =
1
𝑡

( # ”AC ×
# ”BD −

# ”AD ×
# ”BC

)
, (51a)



T. F. Havel HERON’S FORMULA FOR TETRAHEDRA: PART IV 17

#     ”

A′C′ = −
1
𝑡

( # ”AB ×
#  ”CD +

# ”AD ×
# ”BC

)
, (51b)

#     ”

A′D′ =
1
𝑡

( # ”AC ×
# ”BD −

# ”AB ×
#  ”CD

)
. (51c)

This shows that one can obtain the inverse tetrahedron not only without explicitly
computing G−1

int , but also without converting it to G	ext and diagonalizing that matrix.
All of these observations, of course, only apply to the non-degenerate case; when

𝑡 = 0 one can still compute G	ext = MG	intM>, but these pseudo-inverses are no longer
(𝑡/4)2 times the corresponding lineal Gram matrices of the inverse tetrahedron (for
obvious reasons). What nevertheless can be done is to take the square roots of the
diagonal entries of G	ext & G	int to be the values of the seven areas in another degenerate
(𝑠2 Ω = 0) tetrahedron. These determine what will be called the reciprocal tetrahedron,
to distinguish it from Fiedler’s inverse for (conventional) degenerate tetrahedra. It
coincides with Fiedler’s inverse only in the non-degenerate case (with suitable multiples
of 𝑡2 or 1/𝑡2 thrown in, as in Fig. 2).

We now turn to another, completely different involution on the set of tetrahedra as
parameterized by their natural parameters.

Definition 7. Given a tetrahedron, non-degenerate or otherwise, with natural
parameters 𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧 , its twin is the tetrahedron obtained by swapping their values
in all three opposite pairs, i.e. 𝑢 ↔ 𝑧 , 𝑣 ↔ 𝑦, 𝑤 ↔ 𝑥, whereas the given tetrahedron
will be referred to as the base tetrahedron for contrast.

Remark 2. Note the twin as defined here differs from that in Ref. [2]; the latter is
just the mirror image of the tetrahedron superimposed upon it so that both have the
same circumscribing parallelopiped. Note also that swapping the values of opposite
pairs of inter-vertex distances in a non-degenerate tetrahedron does not in general
yield a distance matrix that can be realized in Euclidean space. It can be shown that
the tetrahedra obtained by swapping the values of any single pair of opposite natural
parameters are equivalent to the above twin up to vertex relabeling, while those obtained
from even numbers of such swaps are equivalent to the base up to relabeling. Thus
there is no loss of generality in restricting ourselves to the more symmetric triple swaps.

This “twinning” involution is clearly quite different from Fiedler’s inverse even for
non-degenerate tetrahedra, and further has no obvious relation to the aforementioned
polarity involution of convex geometry. Indeed it is not immediately clear how the twin
as defined here can be extended to higher (or lower) dimensions. In this regard it bears
some resemblance to the Regge symmetry of tetrahedra as described in e.g. Ref. [1],
although that is based upon the edge lengths rather than the facial areas.

The areal properties of the twin tetrahedron are summarized in the following:

Proposition 8. The areas |A′B′C′ | , . . . , |A′D′ |B′C′ | , surface area 𝑠′, volume 𝑡 ′,
in-radius 𝑟 ′ = 𝑡 ′/𝑠′ and inverse natural parameters 𝑢̃′, . . ., 𝑧′ of the twin tetrahedron
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with 𝑢′ ≔ 𝑧, 𝑧′ ≔ 𝑢, 𝑣′ ≔ 𝑦, 𝑦′ ≔ 𝑣, 𝑤′ ≔ 𝑥, 𝑥 ′ ≔ 𝑤 satisfy:

2
��A′B′C′ �� =

��ABD
�� + ��ACD

�� + ��BCD
�� − ��ABC

�� ,
2
��A′B′D′ �� =

��ACD
�� + ��BCD

�� + ��ABC
�� − ��ABD

�� ,
2
��A′C′D′ �� =

��BCD
�� + ��ABC

�� + ��ABD
�� − ��ACD

�� ,
2
��B′C′D′ �� =

��ABC
�� + ��ABD

�� + ��ACD
�� − ��BCD

�� ;

(52a)

��A′B′ |C′D′ �� = ��AB|CD
�� , ��A′C′ |B′D′ �� = ��AC|BD

�� , ��A′D′ |B′C′ �� = ��AD|BC
�� ; (52b)

𝑠′ = 𝑠 , 𝑡 ′ = 𝑡 , 𝑟 ′ = 𝑟 ; (52c)
𝑢̃′ = 𝑢̃ , 𝑣̃′ = 𝑣̃ , 𝑤̃′ = 𝑤̃ , 𝑥 ′ = 𝑥 , 𝑦̃′ = 𝑦̃ , 𝑧′ = 𝑧 . (52d)

Proof. Equations (52a) & (52b) follow from Eqs. (II:18b), (II:18c) & (II:18e) in
Corollary II:6, respectively, while the 𝑠′ = 𝑠 in Eq. (52c) follows from Eq. (II:18a). The
volumes of the base tetrahedron and its twin are equal since 𝑡4 = 𝑠2 Ω(𝑢, 𝑣, 𝑤, 𝑥, 𝑦, 𝑧) =
𝑠2 Ω(𝑧, 𝑦, 𝑥, 𝑤, 𝑣, 𝑢) = (𝑡 ′)4 by Theorem II:9, from which it follows that 𝑟 ′ = 𝑡 ′/𝑠′ =
𝑡/𝑠 = 𝑟. Equation (52d) is a consequence of 𝑠′ = 𝑠 together with the formulae
established in Lemma II:8. �

In the non-degenerate case, it further follows from this proposition together with
Corollary II:5 that the squared inter-vertex distances of the twin are given by:��A′B′ ��2 = 𝑧𝑢̃/𝑟2 ,

��A′C′ ��2 = 𝑦𝑣̃/𝑟2 ,
��A′D′ ��2 = 𝑥𝑤̃/𝑟2 ,��B′C′ ��2 = 𝑤𝑥/𝑟2 ,

��B′D′ ��2 = 𝑣𝑦̃/𝑟2 ,
��C′D′ ��2 = 𝑢𝑧/𝑟2 .

(53)

This shows that the twinning involution preserves the products of opposite pairs of
distances:��A′B′ �� ��C′D′ �� = ��AB

�� ��CD
�� , ��A′C′ �� ��B′D′ �� = ��AC

�� ��BD
�� , ��A′D′ �� ��B′C′ �� = ��AD

�� ��BC
�� (54)

Since twinning also preserves the interior areas and

16
��AB|CD

��2 =
��AB

��2 ��CD
��2 − 1

4

( ��AD
��2 + ��BC

��2 − ��AC
��2 − ��BD

��2 )2
etc. by Eqs. (I:26) & (I:27), it further follows that it preserves the dot products of the
inter-vertex vectors between opposite pairs of vertices:

#     ”

A′B′ •
#     ”

C′D′ = # ”AB • #  ”CD ,
#     ”

A′C′ •
#     ”

B′D′ = # ”AC • # ”BD ,
#     ”

A′D′ •
#     ”

B′C′ = # ”AD • # ”BC (55)

This shows immediately that the twin of an orthocentric tetrahedron is again orthocen-
tric. It also follows from Eq. (II:18b) of Corollary II:6 that a tetrahedron is equi-facial
if & only if 𝑢 = 𝑧, 𝑣 = 𝑦 & 𝑤 = 𝑥, so that the fixed points of the twinning involution are
exactly the equi-facial tetrahedra (non-degenerate and otherwise).

One striking difference between the twinning and reciprocal involutions is that while
the latter always preserves the common rank of the areal Gram matrices, the former
does not necessarily do so. Even though twinning preserves the volume and hence
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always carries non-degenerate tetrahedra to the same, it can map rank 1 tetrahedra to
rank 2 and vice versa. An examination of the patterns of natural and inverse natural
parameters vanishing in rank 1 tetrahedra (Fig. 1) in fact shows that whereas twinning
maps cases (4, 5, 6, 7), (8, 9, 10, 11) & (12, 13, 14, 15) to themselves, applied to the cases
0, 1, 2 & 3 it produces a rank 2 tetrahedron. These rank 2 tetrahedra will be those at
the lowest level of the rank 2 sub-hierarchy in Fig. III:1; the other two levels in that
sub-hierarchy are clearly preserved by twinning.

Via random numerical examples, it is easily shown that the reciprocal and twinning
involutions do not commute. Similarly, it can be shown that their compositions (in
either order) are not themselves involutions, so that the group they generate is not the
Klein 4-group. The following conjecture is most likely wistful thinking, but if true
would show that the reciprocal and twinning involutions are somehow connected. The
alternative is that alternatively applying these two involutions executes a kind of a
chaotic trajectory through “tetrahedron space,” which would also be rather interesting.

Conjecture 9. The two compositions of the reciprocal and twinning involutions
have finite orders.

Note that since these compositions are conjugate, their orders are necessarily equal.
Yet another involution, at least on degenerate tetrahedra, is defined by the condition

𝑠′ = 𝑠 together with Eqs. (43) of Appendix D; it would also be interesting to study how
it relates to the two analyzed above. With a bit of imagination [17], it is not hard to come
up with yet more discrete relations between tetrahedra based on the areas or areal vectors
of their interior and exterior faces. One could, for example, set the areal Gram matrix
GA at A to the interior areal Gram matrix Gint of another tetrahedron (perhaps after a
row/column permutation). Clearly instead setting GB ≔ Gint or to the Gram matrix at
either of the other two vertices yields the same tetrahedron up to relabeling. The same
is not true, however, if one sets Gint ≔ GA, GB, GC or GD ; in fact, iterating on these
latter identifications appears to produce a directed tree of non-equivalent tetrahedra,
each node of which has out-degree three! Is this tree infinite, or do the directed paths
therein all converge, and if so, to what? The one thing that seems certain is that there
are infinitely many questions about the humble tetrahedron left to be explored . . .
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Before I begin to talk to you about the sizes and shapes of things, I am going to
make a request that may seem somewhat strange. I am going to ask you to forget
that you have ever lived until this moment. It is not that I am going to tell you
anything new, that you did not know before; for I am merely going to remind you
of a lot of things that you have known familiarly for years. Only I want you to
observe them all quite freshly over again, as if you had not seen them before . . . for
geometry, you know, is the gate of science, and the gate is so low and small that
one can only enter it as a child.

“Seeing and Thinking,” by William Kingdon Clifford, published 1883

For my part I know nothing with any certainty, but the sight of the stars makes me
dream.

Vincent Van Gogh, 1888


