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Abstract

A quantum theory of the Einstein field equation is derived by maxi-
mizing the entropy under a new type of constraint; a geometric constraint.
It is also shown that particle physics is naturally included within the the-
ory up to at least a quantum field theory of the electroweak force. Also,
the origin of the Born rule and of the wave-function are revealed. Finally,
the wave-function collapse problem is dissolved and a paradox-free inter-
pretation of quantum mechanics is provided. The key idea is to connect
geometry to probability theory using the trace. Indeed, the trace can be
seen as the expectation value of the eigenvalues of the matrix times the
dimension of the vector space; and the eigenvalues as the ratios of the
distortion of the geometric transformation associated with the matrix.
Introducing a geometric constraint within statistical mechanics extends
its scope to include all geometric and all quantum systems. Instead of the
Gibbs measure, the entropy maximization procedure yields as its measure
a generalized Born rule and wave-function admitting the Einstein field
equation as its field equation of motion.

1 Introduction

We introduce a new form of constraint into statistical mechanics which we call
the geometric constraint. This constraint extends the scope of statistical me-
chanics to all geometric systems and all quantum systems.

Before we start, let us note that a link between entropy and gravity has been
investigated by others. For instance, Jacobson[l] describes a relation between
the Einstein field equations and an area law for entropy. We also note the results
of Bekenstein[2] where the laws of black hole thermodynamics are introduced.
Finally, we note the work of Erik Verlinde suggesting that gravity is an entropic
force[3].

Our method is different in that it is also able to recover quantum systems
in addition to geometric systems.



The key is to connect geometry and probability theory using the trace. The
trace admits a probability interpretation[4] as the expectation value of the eigen-
values times the dimension of the vector space. It also connects to geometry as
the eigenvalues are the ratio of the distortion of the geometric transformation
associated with the matrix.

The geometric constraint will be defined as follows:

trM =" p(q) tr M(g) (1)

q€Q

where M is an arbitrary n x n matrix, and where Q is a statistical ensemble.
Here, tr M denotes the expectation value of the statistically weighted sum of
matrices M(q) parametrized over the ensemble Q.

Using this equation as a constraint in statistical mechanics is a claim that
we can observe the distortions produced by any geometric transformations in
nature, and that the permissible statistics preserve the expectation value of
these distortions.

Generally, how are constraints used in statistical mechanics?

Let us do a quick recap.

In statistical mechanics, the Gibbs measure is derived using the method of
the Lagrange multipliers[5] by maximizing the entropy under constraints.

For instance, an energy constraint on the entropy:

E=Y p(g)E(q) (2)

q€Q

is associated to an energy-meter measuring the system and producing a series
of energy measurement Fp, E5,... converging to an expectation value E.
Another common constraint is that of the volume:

V=> pq)V(q) (3)

q€Q

associated to a volume-meter also acting on the system by producing a se-
quence of measurements of the volume Vp, V5, ... converging to an expectation
value V.

And of course the sum over the statistical ensemble must equal 1:

1= p(q) (4)

q€Q

With equations (2) and (4), the typical system of statistical mechanics is
obtained by maximizing the entropy using its corresponding Lagrange equation,
and the method of the Lagrange multipliers:



L=—kp) pla)np@)+A (1= p@) | +8|E=D_r@E@]| (5)

q€Q q€Q q€Q

where A and 5 are Lagrange multipliers.
Then solving % = 0 for p, we get the Gibbs measure:

plg, B) = exp(—BE(q)) (6)

1
Z(B)
where

— 3" exp(~BE(q)) (7)

q€Q

In the case of a geometric constraints on the entropy, we use the constraint
tr M instead of (2). Following this replacement, the interpretation of the mea-
sure will be slightly altered; the resulting probability measure will be interpreted
as quantifying the information associated with the receipt of a message of mea-
surements. As such, we replace the Boltzmann entropy with the Shannon en-
tropy. This replacement does not change the form of the mathematical equation
for the entropy (they are the same up to a multiplication constant), only the fi-
nal interpretation (discussion, section 5). The corresponding Lagrange equation
is:

Zp YInp(q) + A 1—Zp(q) +7 | tr M- Z YtrM(q) | (8)

qeQ q€Q q€Q

It now suffices to solve 2 8 = 0 for p to obtain the solution.
Let us now introduce our methods.

2 Methods

2.1 Notation

e Typography: Sets, unless a prior convention assigns it another symbol, will
be written using the blackboard bold typography (ex: L, W,Q, etc.). Ma-
trices will be in bold upper case (ex: P, M), whereas tuples, vectors and
multi-vectors will be in bold lower case (ex: u,v,g) and most other con-
structions (ex.: scalars, functions) will have plain typography (ex. a, A).
The unit pseudo-scalar (of geometric algebra) will be i. The imaginary
number will be 7. The identity matrix will be I.



e Sets: The projection of a tuple p will be proj;(p). As an example, let
us denote the elements of R? = R; x Ry as p = (x,%). The projection
operators are proj;(p) = = and proj,(p) = y. If projected over a set, the
results are proj; (R?) = Ry and proj,(R?) = Ry. The size of a set X is |X].

The symbol 2 indicates a group isomorphism relation between two sets.
The symbol ~ indicates equality if defined, or both undefined otherwise.

Analysis: The asterisk z* denotes the complex conjugate of z.

Matrix: The Dirac gamma matrices are g, v1,72,73. The Pauli matrices
are 0, 0,,0,. The dagger M denotes the conjugate transpose of M. The
commutator is defined as [M,P] : MP — PM and the anti-commutator
as {M,P} : MP + PM.

Geometric Algebra: The basis elements of an arbitrary curvilinear geomet-
ric basis will be denoted eg,e1,es,...,e, (such that e, - e, = g,“,) and
if they are orthonormal as Xo,X1,X2,...,X, (such that X, - X, = n,.).
A geometric algebra of m dimensions over a field F is noted as G(m, F).
The grades of a multi-vector will be denoted as (v)y. Specifically, (v)o
is a scalar, (v); is a vector, (v)s is a bi-vector, (v), 1 is a pseudo-vector
and (v), is a pseudo-scalar. A scalar and a vector (v)o + (v); is a para-
vector, and a combination of even grades ((v)o+ (V)2 + (V)4 +...) or odd
grades ((v)1 + (v)3 + ...) are even-multi-vectors or odd-multi-vectors,
respectively.

Let G(2,R) be the two-dimensional geometric algebra over the reals. We
can write a general multi-vector of G(2,R) as u = a +x + b, where a is a
scalar, x is a vector and b is a pseudo-scalar.

Let G(4,R) be the four-dimensional geometric algebra over the reals. We
can write a general multi-vector of G(4,R) as u = a+x+f+v+b, where
a is a scalar, x is a vector, f is a bivector, v is a pseudo-vector, and b is
a pseudo-scalar.

2.2 Geometric Constraints

Definition 1 (Geometric Constraints). Let M be a n x n matriz and let Q be
a statistical ensemble. Then, this equality constraint:

trM = p(q) tr M(g) (9)
q€Q

1s called a geometric constraint.

2.3 Geometric Representation of Matrices

The notation will significantly improved if we use a geometric representation of
matrices, which we introduce now.



2.3.1 Geometric Representation of 2x2 real matrices

Let G(2,R) be the two-dimensional geometric algebra over the reals. We can
write a general multi-vector of G(2,R) as follows:

u=a+x+b (10)

where a is a scalar, x is a vector and b is a pseudo-scalar.
Each multi-vector has a structure-preserving (addition/multiplication) ma-
trix representation:

Definition 2 (Geometric representation 2D).

a+ IR+ yy+IRA [‘“Lx _b+y]

b+y a-—= (11)

And the converse is also true; each 2 x 2 real matrix is represented as a
multi-vector of G(2,R).

We can define the determinant solely using constructs of geometric algebra[6].
The determinant of u is:

Definition 3 (Geometric Representation of the Determinant 2D).
det : G(2,R) —R
u— ufu (12)
where ut is:

Definition 4 (Clifford conjugate 2D).

ut = (u)o — (u)1 — (u) (13)
For example:
detu=(a—x—Db)(a+x+b) (14)
=a® -2 —y? +1° (15)
_ a+x —b4+y
—aa [yt (16)

Finally, we define the Clifford transpose:

Definition 5 (Clifford transpose 2D). The Clifford transpose is the geometric
analogue to the conjugate transpose. Like the conjugate transpose can be in-
terpreted as a transpose followed by an element-by-element application of the



complex conjugate, here the Clifford transpose is a transpose followed by an
element-by-element application of the Clifford conjugate:

oo PN Uon & u[i)o N ll:fno
= _ (17)
Upno .- Ump U, ... ub
If applied to a vector, then:
V1 ¢
=[vi ...vi] (18)
Vm

2.3.2 Geometric Representation of 4x4 real matrices

Let G(4,R) be the two-dimensional geometric algebra over the reals. We can
write a general multi-vector of G(4,R) as follows:

u=a+x+f+v+b (19)

where a is a scalar, x is a vector, f is a bivector, v is a pseudo-vector, and
b is a pseudo-scalar.

Each multi-vector has a structure-preserving (addition/multiplication) ma-
trix representation. Explicitly, the multi-vectors of G(4,R) are represented as
follows:

Definition 6 (Geometric representation 4D).

a+tyo +xv1 +yy2 + 273
+ forvo A1 + foevo Ava + fozvo Ays + fazye Ays 4 fi3vi Avs 4 fi2vr A e
T ot A2 A3 +vev0 Av2 A3+ vy Ay Az + 20 A A2
+byo A1 Ay2 Ays

a+ xo — ifi2 —ivs fizs —ifos +v2 — g —itb+ x3 + foz —ivo  x1 —ix2 + fo1 —ifo2

~ | —f13 —ifaz — w2 —in a+ o +ifi2 +ivs 1 +ix2 + for +ifo2  —ib— x5 — fo3 —ivo

—ib —x3 + foz +ivo  —x1 +ix2 + for —ifo2 a—xo —ifi2 +iv3 f13 —ifez —v2 +in1

—x1 — 122 + for +ifoa  —ib+x3 — foz +ivo —fiz —ifes +v2+ivi  a—xo+ifi2 —ivs
(20)

And the converse is also true; each 4 x 4 real matrix is represented as a
multi-vector of G(4,R).

In 4D as well we can define the determinant solely using constructs of geo-
metric algebral6]. The determinant of u is:



Definition 7 (Geometric Representation of the Determinant 4D).
det : G4,R) — R (21)
u+— [utulzutu (22)
where u? is:
Definition 8 (Clifford conjugate 4D).
ut = (u)o — (u)1 — (u)2 + (u)s + (u)s (23)

and where |m]34) is the blade-conjugate of degree 3 and 4 (flipping the
plus sign to a minus sign for blade 3 and blade 4):

[u) (3,43 = (W)o + (W1 + (w)2 — (W) — (), (24)

2.4 Unitary Gauge (Recap)

Quantum electrodynamics is obtained by gauging the wave-function with U(1).
The U(1) invariance results from the usage of the complex norm in ordinary
quantum theory. A parametrization of v over a differentiable manifold is re-
quired to support this derivation. Localizing the invariance group 6§ — 6(x) over
said parametrization, yields the corresponding covariant derivative:

D, =0, +iqA,(x) (25)

where A, () is the gauge field.
If one then applies a gauge transformation to ¢ and A,,:

Y — e 0@y and A, — A, +0,0(x) (26)

The covariant derivative is:

D/ﬂ/} = 8u77[} =+ Z'qA/ﬂ,[} (27)
= Ou(e™" DY) +iq(A, + 8,0(2)) (e ")) (28)
= e @D,y (29)

Finally, the field is given as follows:

Fuy = [Dy, Dy (30)

where D, is the covariant derivative with respect to the potential one-form
A, = AZT,, and where T,, are the generators of the lie algebra of U(1).



3 Result

3.1 Non-Relativistic Quantum Mechanics

We will now recover non-relativistic quantum mechanics by using the method
of the Lagrange multipliers and a geometric constraint.
Instead of the Boltzmann entropy we will use the Shannon entropy:

S==> plg)np(q) (31)

q€Q

What constraint will we use on this entropy?

In statistical mechanics we use ”scalar” constraints on the entropy such
as the energy-meter and the volume-meter. Such are sufficient to recover the
Gibbs ensemble, but are insufficient to recover quantum mechanics. Let us
introduce the ” phase-invariant” constraint, which for a complex-phase, is defined
as follows:

tr E _ﬂ => p(@)tr [b&) _bo(q)} (32)

q€Q

where [Z((Z; _alzf;i)] = a(q) +1ib(q) is the matrix representation of the com-

plex numbers. Like the energy-meter or the volume-meter, a phase-invariant
instruments also produces a sequence of measurements converging to an expec-
tation value, but such measurements have a phase-invariance. The trace here
grants and enforces said phase-invariance.

The Lagrangian equation that maximizes the entropy subject to this con-
straint is:

L==% plo)n(@)+a 1= pla) | +7 tr[g _(ﬂ_zp(q)tr[b(oq) )

q€Q q€Q q€Q

Maximizing this equation for p by posing % = 0, we obtain:



%fq) = -Inp(g) —1—a—Ttr [b&) _bo(q)} (34)
0=Inp(g)+1+a+rtr {b(oq) _%(‘I)} (35)

= Inp(g)=—-1—a—7tr [b(oq) _%(q)} (36)
— plq) = exp(—1— ) exp (—Ttr [b((;) _bo(q)D (37)
- % det exp (—r [b((z]) —I’O(Q)D (38)

where Z(7) is obtained as follows:

1= exp(~1—a)exp (—Ttr [b&) _bo(Q)D (39)
|

q€Q
— (exp(-1—a)) "' = Zexp (—7’ tr [b((;) _bO(Q) ) (40)

q€Q
Z(r) =" detexp (—T [b&) _%(‘I)D (41)

q€Q

We note that the trace in the exponential drops down to a determinant, via
the relation det exp A = exp tr A.
Finally, we obtain:

o(7,q) = % det exp (—T {b& : bO(‘J)D (42)

= |exp —in(Q)|2 Born rule (43)

Renaming 7 — t/h and b(q) — H(q) recovers the familiar form:

p(a) = 5 lexp(~itH(q) /1) (14

or in even more familiar form:

o(0) = 5 [0(a)f*, where Y(q) = exp(~itH (g)/h) (15)

We can show from this that all three Dirac Von-Neumann axioms are sat-
isfied, along with the Born rule; thus providing an origin story for quantum
mechanics linked to entropy and geometry.



Indeed, from (45) we can identify the wave-function as the vector of some
orthogonal space (of course this is a complex Hilbert space) and the partition
function as its inner product:

Z = (Ylp) (46)

Normalized, the physical states are its unit vectors. The probability of any
particular state is:

1
p(q) = W

Finally, any self-adjoint matrix, defined as (Ov|y) = (1|Ot) will correspond
to a real-valued statistical mechanics observable iff measured in its eigenbasis.
The equivalence is complete.

(¥(a))" % (q) (47)

3.2 Quantum Theory of Gravity
We will now investigate the arbitrary geometric constraint:
trM = p(q) tr M(q (48)
q€Q

where M is an arbitrary n X n matrix.
The Lagrange equation used to maximize the entropy subject to this con-
straint is:

== pl@n(@+a 1= pl) | +7|trM=> p(q)trM(q) | (49)

q€Q q€Q q€Q

where o and 7 are the Lagrange multipliers.
Maximizing this equation for p by posing % = 0, we obtain:

m:—lnp(q)—lfa—TtrM(q) (50)
0=Inp(q) +1+a+7trM(q) (51)

= Inp(q) = -1 —a—7trM(q) (52)
= p(g) = exp(=1 — @) exp(—T tr M(q)) (53)
= % det exp(—7M(q)) (54)

where Z(1) is obtained as follows:

10



1= Z exp(—1 — a) exp(—7 tr M(q)) (55)

q€Q

— (exp(-1—a)) ' = Z exp(—7 tr M(q)) (56)
q€Q

Z(1) = Z det exp(—7M(q)) (57)
q€Q

We note that the trace in the exponential drops down to a determinant, via
the relation det exp A = exptr A.
The resulting probability measure is:

pa,7) = % det exp(~rM(q)) (58)
where
Z(r) =) _ detexp(—TM(q)) (59)
q€eQ

Posing ¢(q, 7) = exp(—7M(q)), we can write p(q, 7) = det ¥ (q, 7), where the
determinant acts as a ”generalized Born rule”, connecting in this case a general
linear amplitude to a real number representing a probability.

It is the sophistication afforded by the general linear amplitude along with
the determinant as the ”generalized Born rule” that allows for this solution to
be a quantum theory of gravity.

Let us derive this theory as a general linear gauge theory.

3.2.1 General Linear Gauge

The fundamental invariance group of the general linear wave-function is the
orientation-preserving general linear group GL™(n,R). Like quantum electro-
dynamics (via the U(1) gauge) is the archetypal example of QFT, here quantum
gravity (via the GL™ (n, R) gauge) will be the archetypal example of our system.

The exponential term exp(—7M(g)) maps to a one-parameter subgroup of
the orientation preserving general linear group:

exp: M, (R) — GL* (n,R) (60)

Gauging the GL(n, R) group is known to produce the Einstein field equations
since the resulting GL(n, R)-valued field can be viewed as the Christoffel symbols
I'*) and the commutator of the covariant derivatives as the Riemann tensor.
This is not a new result and dates back to 1956 by Utiyama[7], and to 1961 by
Kibble[8).

11



The novelty here is that our wave-function is able to accommodate all trans-
formations required to realize general relativity without violating probability
conservation laws.

Due to our usage of the determinant, a general linear transformation:

V() = gi(x)g™" (61)

will leave the probability measure of the wave-function invariant, because

det(gz{;(x)g*l) = det () (62)

The gauge-covariant derivative associated with this transformation is:

D;ﬂb = 6uw - [iquh 1” (63>

Finally, the field is given as follows:

Ry = [Dy, Do (64)

where R,,, is the Riemann tensor.
The resulting Lagrangian is of course the Einstein-Hilbert action which, up
to numerical constant, is:

S = /eabcdR“b Aef Ael = /d4 xv/—gR (65)

Consequently, the equations of motion of our quantum field are the Einstein
field equations.

4 Foundation of Physics

We are now ready to begin investigating the main result as a general linear
quantum theory, in full rigour. To this end, we will now introduce the algebra
of geometric observables applicable to the general linear wave-function.

The 2D case constitutes a special case whose tools and concepts maps di-
rectly with those of ordinary quantum mechanics. The 4D case is significantly
less intuitive, but nonetheless will also be investigated.

4.1 Axiomatic Definition of the Algebra, in 2D

Let V be an m-dimensional vector space over G(2,R). A subset of vectors in V
forms an algebra of observables A(V) iff the following holds:

12



A) Yy € A(V), the sesquilinear map:
() VxV_—3G(2R)
(u,v) — utv (66)
is positive-definite when u = v; that is (¢, ) >0
B) Vi € A(V), then for each element 1(q) € 1, the function:

1

_ i
p(¥(q), %) = <¢,¢>¢(Q) Y(q) (67)

is positive-definite: p(1(q), %) >0
We note the following comments and definitions:

e From A) and B) it follows that Vi) € A(V), the probabilities sum to unity:

> p(le), ) =1 (68)

P(q)Ep

v is called a natural (or physical) state.

(1, 1) is called the partition function of 1.
o If (¢p,1p) = 1, then ) is called a unit vector.
e p(q,) is called the probability measure (or generalized Born rule) of ¥(q).

e The set of all matrices T acting on v, as T — 4, which leaves the sum
of probabilities normalized (invariant):

> p(@), TH) = Y p(t(a), ) =1 (69)

v(g)ey Y(g)ey
are the natural transformations of 1.

e A matrix O such that Yuvv € A(V) :
(Ou,v) = (u, Ov) (70)
is called an observable.

e The expectation value of an observable O is:

1
(. 4)

(0) = (09, 9) (71)

13



4.2 Observable in 2D — Self-Adjoint Operator

Let us now investigate the general case of an observable in 2D. A matrix O is
an observable iff it is a self-adjoint operator; defined as:

(09, 9) = (¢,09) (72)
YuVv € V.

Setup: Let O = [200 201} be an observable. Let ¢ and 1 be 2 two-state
10 O11

vectors of multi-vectors ¢ = [21} and ¥ = [:ﬁl . Here, the components ¢,
2 2

b4, P, ¥4, 000, 001, 010, 011 are multi-vectors of G(2,R).

Derivation: 1. Let us now calculate (O¢, ):

2(0¢, ) = (0009, + 00105) 1, + 17} (000 P + 0016

+ (01001 + 011¢2) 95 + P (01061 + 0110;) (73)
= p1opethy + hon b, + Pioged; + 001,
+ ¢iolgw, + Ph0l1 9, + Yho10h, + o116, (74)

2. Now, (¢, Ov):

2(¢,09) = ¢j{(000¢1 + 001%5) + (0001 + 001%5) ¢,

+ ¢£(010¢1 +01195) + (01091 + 011%,) e, (75)
= @100t + B10019s + Pi0hy By + Phoh, Py
+ @5010%, + Pho11, + Piol e, + Phol ¢y (76)

For (O¢, ) = (¢, O¢) to be realized, it follows that these relations must
hold:

of = 00 (77)
031 = 019 (78)
o, = 001 (79)
ojl;1 = 011 (80)

Therefore, it follows that it must be the case that O must be equal to its
own Clifford transpose. Thus, O is an observable iff:

14



of=0 (81)

which is the equivalent of the self-adjoint operator Of = O of complex
Hilbert spaces.

The extra geometric sophistication of this geometric observable allows the
probability measure to retain invariance over a larger class of geometric trans-
formations than what is possible merely with unitary transformation. These
transformations are sufficiently flexible to support gravity while retaining valid
observable statistics.

4.3 Observable in 2D — Eigenvalues / Spectral Theorem

Let us show how the spectral theorem applies to Of = O, such that its eigen-
values are real. Consider:

. apo a —xrep —yeg — b812
0= {a + ze; + yez + bero a1 ] (82)
It follows that Of = O:

T ago a — xre; — yes — bejo
o= Ll + ze; + yez + bero ail (83)

This example is the most general 2 x 2 matrix O such that Of = O.
The eigenvalues are obtained as follows:

g — A a — ve; — yey — bejs
0 = det(O — AI) = det [a + xey +yez + bers ain — A ] .

implies:

0= ((LQO — )\)(an — )\) — (a — re; — yeg — belg)(a + re; +yes + beis + a11)

(85)

0= (aoo — )\)(all — )\) — (a2 — .’172 - y2 + bz) (86)
finally:

A= {% (aoo + a1 — /(ago — a11)® +4(a® — 22 — 2 + bz)) ; (87)

% ((100 + a1 + \/((100 — a11)2 —+ 4((12 — 1'2 — y2 + b2))} (88)

We note that in the case where agg — a1 = 0, the roots would be complex iff

a®?—2%—y?+b? < 0, but we already stated that the determinant of real matrices

15



must be greater than zero because the exponential maps to the orientation-
preserving general linear group— therefore it is the case that a? —22—y%+b% > 0,
as this expression is the determinant of the multi-vector. Consequently, O = O
— implies, for orientation-preserving transformations, that its roots are real-
valued, and thus constitute a ’geometric’ observable in the traditional sense of
an observable whose eigenvalues are real-valued.

4.4 Left Action, in 2D

A left action on a wave-function : T |1), connects to the bilinear form as follows:
(¢)| T*T |[¢). The invariance requirement on T is as follows:

W THT ) = (P|y) (89)

We are thus interested in the group of matrices such that:

TIT =1 (90)
Let us consider a two-state system. A general transformation is:
u v
vo[o ] -

where u, v, w, z are multi-vectors of 2 dimensions. The expression GIG is:

i 1 1 i 3 i
fp_ |VT U vw:vv+uu vTwW + urx
T [wi xi} [u :c} [wiv + 2ty wiw + otz <92)
For the results to be the identity, it must be the case that:
vho +utu =1 (93)
vhw +utr =0 (94)
who+ztu =0 (95)
whw + 2t =1 (96)
This is the case if
1 v U
T = /viv T ulu |:_€90qu 6¢UI:| (97)

where u, v are multi-vectors of 2 dimensions, and where e¥ is a unit multi-
vector. Comparatively, the unitary case is obtained when the vector part of the
multi-vector vanishes x — 0, and is:

16



1 a b
Us s i g (98)

We can show that GIG = I as follows:

1 vi —e %y v U
i = -
—= T T ULU ¥ ’U,iu |:UI e—tp,U :| l:_ewui ewvi:| (99>
1 viv +utu vtu — vtu
T vl 4+ utu [uiv — vt wlu 4o (100)
=1 (101)

In the case where T and |¢)) are n-dimensional, we can find an expression
for it starting from a diagonal matrix:

D=

z1X+y1y+ib1
{e 0 ] (102)

0 el‘2f(+y2$’+ibz

where T = PDP~!. It follows quite easily that DID = I, because each
diagonal entry produces unity: e~ #1X—¥1¥—ib1eiXty1ytiby —

4.5 Adjoint Action, in 2D

The left action case can recover at most the special linear group. For the general
linear group itself, we require the adjoint action. Since the elements of |1)) are
matrices, in the general case, the transformation is given by adjoint action:

T |¢) T~ (103)

The bilinear form is:

(T[) T™HHT ) T~ = (T-HH (| T*T ) T~ (104)

and the invariance requirement on T is as follows:

(T~ (| TT [9) T~ = (W) (105)

With a diagonal matrix, this occurs for general linear transformations:

a1 +z1X+y1y+iby 0 0

@2+ T2X+y2y+iba 0 (106)

0 0

17



where T = PDP~ 1.
Taking a single diagonal entry as an example, the reduction is:

e—al—&-xlfc—i-yly—i-ibl wiﬁeal —T1X—y1y—ib1 ea1+9c15<+y19+ib1 ’l/)].e_al —z1X—y1y—ib1 (107>

_ 67a1+:61x+y1y+7,b1 1/)%62(11 1,[}167a17z1x7y1y71b1 (108)

We note that 11 is a scalar, therefore

_ w%¢162a16—a1+11x+y1y+1b1e—al—zlx—yly—1b1 (109)

= gfyre®e e ™ = Yl (110)

4.6 Algebra of Geometric Observables, in 4D

We will now consider the general case for a vector space over 4 x 4 matrices.

In 2D we were able to extend the complex Hilbert space to a ”geometric
Hilbert space” and we found that the familiar properties of complex Hilbert
spaces were translatable to the geometry of the general linear group; essentially
it amounted to changing a few symbols and tweaking a few definitions.

In 4D we will not have this benefit.

The main roadblock is that unlike the 2D case whose determinant is given
by 1%, and thus can be interpreted as an inner product of two vectors, in 4D
we need four multiplicand Lwiwngwiw. As such, we are unable to produce a
sesquilinear form of the inner product as we did for the 2D case. Since there is
no satisfactory inner product, therefore there is no Hilbert space in the usual
sense of a complete inner product space.

Nonetheless, the ”features” of quantum mechanics (wave-function measure-
ments, linear transformations, observables as matrix or operators, interference
patterns in the probability measure, etc) remain present in the 4D case.

So if not a complete inner product space, what space supports the general
linear wave-function in 4D?

We can create a "tensor extension” to the Hilbert space. In this case the
role of the inner product is adopted by a rank 4 tensor linking four vectors to
an element of G(4,R). In this environment the typical concepts of quantum
mechanics have equivalences, and the sophistication of rank 4 tensor Hilbert
space allows the wave-function to accommodate all transformation required by
general relativity while retaining consistent probabilities for observables.

Let V be a m-dimensional vector space over the 4 x 4 real matrices. A subset
of vectors in V forms an algebra of observables A(V) iff the following holds:

1. Vo € A(V), the quadri-sesquilinear form:
(CARTRRS - VxVxVxV—GH4,R)

m
(u,v,w,x) —> Ztufvij?,,zxwfxi (111)

=1
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is positive-definite when u = v = w = x; that is (¢, 1,4, 1) > 0

2. Vip € A(V), then for each element 1(q) € 1), the function:

p(¥(q), %) = det ¥(q) (112)

1
(Y, 9,9, 9)
is positive-definite: p(w(q),1) >0

We note the following properties, features and comments:

e From A) and B) it follows that Vip € A(V), the probabilities sum to unity:

> p(g), ) =1 (113)

P(q)EYP

e 1) is called a natural (or physical) state.
o (1), 1,1, 1) is called the partition function of 1.
o If (¢, 1,1, 7p) = 1, then 9 is called a unit vector.

e p(1(q),) is called the probability measure (or generalized Born rule) of
¥(q)

e The set of all matrices T acting on 1) such as T — 1)’ which leaves the
sum of probabilities normalized (invariant):

ST op(a), Ty) = > p(v(g).) =1 (114)

Yv(q) e Y(g) e
are the natural transformations of 1.
e A matrix O such that YuVvvVwvx € V :
(Ou,v,w,x) = (u,Ov,w,x) = (u,v,Ow,x) = (u,v,w,0x) (115)
is called an observable.

e The expectation value of an observable O is:

(0%, %, 4, %)

O) = 0. 6.9.9)

(116)

Let us now recover quantum field theory and particles physics.
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4.6.1 The SU(2)xU(1) Sector

Let u=a+x+f + v+ b be an arbitrary multi-vector of G(4,R), let M be its
matrix representation, and let ¥ be the general linear wave-function.
We now introduce the following definitions:

In the David Hestenes’ notation[9], the quantities ¢ and ¢~> are intended to
represent the wave-function and its reverse. However, here ¢ is allowed to be the
exponential of an arbitrary multi-vector u; unless restricted, the Dirac current
will not be invariant with respect to the set of all possible transformations
¢ — e"¢, and the definition of the Dirac current ¢yy¢ will not be realized.

We now wish to restrict the set of multi-vectors e" to those which realizes
the David Hestenes’ definition of the current and remains invariant upon a
transformation.

Let us investigate.

We note that x and v anti-commute with vy, and therefore must be equal
to 0 as they would otherwise not cancel out. We also note that the bi-vectors
of u have basis 71,7072, %073, 7172, 7173, Y27¥3; of those, only y1y2, 7173, V273
commute with 7g; the rest must therefore be equal to 0. Finally, the pseudo-
scalar anti-commutes with 9 but this is fine as it must cancel in the Dirac
current. The most general multi-vector which realizes the definition is:

u — a+ Fiay1ve + Fizviys + Fagyeys + byovives (119)

We can better see its physical significance by noting that y17vy2 = [o3, y173 =
oy and vo2v3 = Io1. The resulting multi-vector is unitary and is equal to:

U = e — o3!(F2301+Fi302+Fi203+b) (120)

The terms Fy301 + Fi302 + Fia03 are respousible for a SU(2) symmetry and
b for a U(1) symmetry; and this is simply the electroweak sector[10, 11].

We can now interpret the electroweak sector to be the product of quantum
gravity ”casted” into the sub-algebra é and ¢; the ”casting” reduces the set of all
multi-vector transformations ¢ = e* otherwise permissible in quantum gravity
to only those which leaves the Dirac current ¢yp¢ invariant. The resulting
multi-vectors form the SU(2) x U(1) group.

4.7 A Step Towards Falsifiable Predictions

Let us now list a number falsifiable predictions.
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The main idea is that a general linear wave-function would allow a larger
class of interference patterns than what is possible merely with complex inter-
ference. We note the work of B. I. Lev[12] treating the interference pattern
associated with the geometric algebra formulation of the wave-function.

As a secondary idea, it is also plausible that an Aharonov—Bohm effect ex-
periment on gravity[13] could detect a general linear phase.

An interference pattern follows from a linear combination of u and v, and
the application of the determinant:

det(u + v) = det u + det v + extra-terms (121)

The sum det u+det v are a sum of probability and the extra terms represents
the interference term.

We use the extra-terms to define a bilinear form using the dot product
notation, as follows:

G(2n,R) x G(2n,R) — R (122)

1
u-v— §(det(u+v) —detu — detv) (123)

For example in 2D, we have:

u=a;+re; +yes + bieio (124)
V = as + x2e1 + Y2es + boeqs (125)
= u-v=aias+ b1by — x129 — Y1Y2 (126)

Iff detu > 0 and detv > 0 then u - v is always positive, and therefore
qualifies as a positive-definite inner product, but no greater than either det u or
det v, whichever is greater; thus also satisfying the conditions of an interference
term.

e In 2D the dot product is equivalent to this form:

%(det(u +v)—detu—detv) = % (u+ v)iu+v) —ufu— ViV)
(127)
=vtu 4 utv + viu+ viv — utu — viv
(128)
=ulv +viu (129)

e In 4D it is substantially more verbose:

21



%(det(u +v) —detu—detv) (130)

% (L(u + v)i(u +v)|sa(u+ V)i(u +v)— LuiuJ374uiu - LvivJ374viv)
(131)

(Luiu +utv + viu+ viv]zs(ufu +utv + via+ viv) — )
(132)

DN | =

= [utu]s utu 4 [utu)z utv + [vtu)sviu 4 [utu]saviv

+ \_uingAuiu + LuivJ3,4uiv + LuivJ3,4viu + LuivJ3,4viv
+ [viu)z gutu + [viulz gutv + [viu)zaviu+ [via s aviv

+ [viv]zautu 4 |[viv]z sty + [viv]saviu 4 [viv]aviv —
(133)

Luiujg J;v—l—L iuJ3 aviu 4 LuiuJ374viv

|_ll VJ3 40 ll+ Lll VJ3 411 Vv + L VJ3,4V111+ \_UIVJ3,4VIV
Lv
Lv

iuJ3,4u u -+ \_V uJ3,4u v+ \_ iuJ?, 4viu+ \_VIHJ3,4VIV

_l’_
_l’_
+ [viv]zautu + [viv]zutv + [viv]savia (134)

Simpler version of this interference pattern are possible when the general
linear group is reduced.

Complex interference:

For instance, a reduction to the circle group, likewise reduces the interference
pattern to complex interference:

91 + a|* = [91]* + h2]® + 2[eb1[|ha] cos (¢1 — ¢2) (135)

Deep spinor interference:

A reduction to the spinor group, reduces the interference pattern to a ”deep
spinor rotation”.

Consider a two-state wave-function (we note that [f, b] = 0):

Y=y + by = eMeMeP 4 e2ef2eP (136)

The geometric interference pattern for a full general linear transformation
in 4D is given by the product:

[* )5 a0t (137)
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Let us start with the sub-product:

Y = (eMe fePt 4 g2 eP2)(ef1P1 4 e320f2P2) (138)
= eMe fiePretipfieht 4 pa1gmfiphi oz fz b2
+ er2eT2eP2pa10figP1 | pazp—fa b2 gaz fz obo (139)

— 62a162b1 + 62(12 e2b2 + eal +asq eb1+b2 (e—fl efz + e—fzefl) (140)

The full product is:

Lwiwj 374wi¢ — (62a16_2b1 + 62a26_2b2 + ea1+a26—b1—b2 (e—fl €f2 + 6—f26f1))
X (62a162b1 + €2a262b2 + €a1+ageb1+b2 (efflefQ 4 67f26f1)
(141)
— 62a16_2b1 62111 e2b1 + 62a16—2b1 62112621)2 + 62a16_2b1 ea1+a2 eb1+b2 (e—fl ef2 + €_f2 efl)

4 e2age—2b2 e2a1 €2b1 4 e2age—2b2 e2a2 €2b2 + e2age—2b2 ea1+a2 eb1+b2 (e—fl efg + e—fg efl)
4 ea1+a2€—b1—b2 (e—fl efg 4 e—f2 efl )€2a162b1
+ €a1+a26—b1—b2 (e—fl efg + e—fQ ef1)62a2 62b2

+ eal+aze—b1—b2 (e—f1 €f2 + e—f2 efl )ea1+az eb1+b2 (e—f1 ef2 + e—f2 efl)

= et 4 192 | 262017292 005 (2h; — 2by) (

4 ed1taz (e_fl ef2 + e—erfl)( (
€2a1 (e—b1+b2 + ebl—bQ) (145

+ 62(12 (€b17b2 +67b1+b2)) (

+ 62a1+2a2 (67f1 6f2 + 67f2€f1)2 (

= et 4 a2 4 92011202 ¢5(2h) — 2by)
~——

sum

complex interference
+ 2ea1+a2 (62a1 + e2a2)(67f1 €f2 + 67f2 efl )(COS(Bl o BQ)) + 62A1+2A2 (effl 6f2 4 67f2 6f1)2

deep spinor interference

(148)
Finally, we stress that the general linear interference pattern occurs in con-

text of quantum gravity, as ordinary quantum field theory reduces to typical
complex interference.

5 Discussion

In contrast to the multiple interpretations quantum mechanics, the interpreta-
tion of statistical mechanics is free of paradoxes and is singular. Here, we have
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recovered the foundations of quantum mechanics as a theorem of statistical
mechanics; its interpretation will now be inherited from statistical mechanics.

The complete correspondence between an ordinary system of statistical me-
chanics and our method is as follows:

Table 1: Correspondence

Concept Statistical Mechanics ~ Geometric Constraints (Our Method)
Entropy Boltzmann Shannon

Measure Gibbs Born rule on wave-function
Constraint Energy meter Phase-invariant instrument
Micro-state  Energy values Possible measurements

Macro-state  Equation of state Evolution of the wave-function
Experience  Ergodic Message of measurements

Let us discuss the correspondence.

In statistical mechanics, one first assumes that an instrument measures a sys-
tem. For instance, one can think of an energy-meter or volume-meter producing
a sequence of measurements whose average converges towards an expectation
value. This expectation value then constitutes an constraint on the entropy.

In this work, we have interpreted the trace as the expectation value of
the eigenvalues of a matrix transformation times the dimension of the vec-
tor space. Maximizing the entropy under the constraint of this expectation
value induces various phase-invariances into the resulting probability measure.

. . 0 —b| 0 =blg)] .
Specifically, the constraint tr [l_) 0 ] = qut@ tr p(q) [b(q) 0 induces a

complex phase-invariance into the probability measure p(q) = | exp(—iTb(q))|?
giving rise to the Born rule and the wave-function, and the constraint tr M =
> qeq trp(@)M(g) induces a general linear phase-invariance in the probability
measure p(q) = det exp (—7M(q)) giving rise to a quantum theory of gravity. In
each cases, we can interpret the constraint as an instrument acting on the sys-
tem. In the case of the complex phase we associate the constraint to a incidence
counter measuring a particle or a photon, and in the case of the general linear
phase we associate the constraint to a measure that is invariant with respect to
all changes of coordinates, and specifically its group reduction to the Lorentz
group, we associate the constraint and its phase-invariance to a measurement
of a geometric transformation that is Lorentz invariant.

In the correspondence, the usage of the Shannon entropy instead of the
Boltzmann entropy changes the experience from ergodic to a message (in the
sense of the theory of communication of Claude Shannon[14]) of measurements.
The receipt of such a message is interpreted as the registration of a ’click’[15]
on a screen or other detecting instrument. Quantum physics can be interpreted
as the probability measure resulting from maximizing the entropy of a message
of geometrically constrained measurements.
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The probabilistic interpretation of the wave-function via the Born rule is
inherited from statistical mechanics by having maximized the entropy under
geometric constraints. The wave-function is also entailed, hence it is not taken
as axiomatic. Rather, it is the registration of a measurement by an instrument
along with the geometric constraints on the entropy that are axiomatic. Since
the wave-function is derived from the entropy of already registered measure-
ments, it is never updated to a collapsed state; thus dissolving the collapse
problem at the interpretational level. The collapse problem is a symptom of
attributing an ontology to the wave-function; but the ontology belongs to the
instruments, and the wave-function is a measure derived consistently with the
measurements that have been made.

The interpretation of quantum mechanics is minimal, essential, free of all
paradoxes and complete:

In nature, there exists instruments that record sequences of measurements on
systems, those measurements are unique up to a phase, and the wave-function
along with the Born rule are the entropy-mazimizing measure constrained by
those measurements.

Under an arbitrary geometric constraint, the method yields a quantum the-
ory of gravity, a wave-function of the general linear group and a Born rule
extended to the determinant. The wave-function, if then parametrized in R3!,
represents an instruction, or superposition thereof, to transform the frame bun-
dle at each event in space-time. Finally, gauging the group of these transfor-
mations produces the Einstein field equations as the equations of motion of the
quantum field. We also state that casting the general linear wave-function into
the definition of the Dirac current, reduces the theory to a quantum field theory
of the SU(2) x U(1) group, thus recovering a subset of particle physics.
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