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From Unreliable Sources:

Bayesian Critique and Normative Modeling of the Generation of Knowledge from HUMINT Sources
Introduction

This essay examines how intelligence services attempt to generate knowledge and criticize these methods to offer more reliable alternatives. A rapprochement, if not an alliance, between epistemology and intelligence analysis needs to overcome, if not merge, the different ontologies, systems of classification and taxonomies of reality that epistemologists and intelligence analysists and their institutions assume, use, and practice (cf. Arp et al. 2015). Epistemologists divide themselves into general epistemologists concerned with the nature of knowledge and belief in general, and epistemologists who concentrate on knowledge and beliefs associated with one of the five sources of knowledge: empirical—from the senses; rational—from reason; introspective—from self-knowledge; memorial from memories; and testimonial—from what others tell. (Audi 2002) Sources of intelligence are divided pragmatically according to the skills required for collecting them: Human Intelligence (HUMINT) collects information from people. Signals Intelligence (SIGINT) requires the deciphering of encrypted signals. Measurement and signature intelligence (MASINT) detects the signatures of processes such as nuclear explosions; Imagery intelligence (IMINT) analyses aerial or satellite imaging; Technical Intelligence (TECHINT) collects intelligence about scientific and technological capabilities, and Open Source Intelligence (OSINT) collects information from sources available to all, such as the media and the internet. 

From the perspective of epistemology and its five sources of knowledge, HUMINT is entirely within the realm of the epistemology of testimony, but so are much of COMINT and OSINT.  The purpose of this paper is to apply some of the insights of Bayesian epistemology of testimony to critically analyze and offer improvements to intelligence analysis.  Therefore, the scope of this article includes intelligence collection, analysis, and decision making on the basis of HUMINT, OSINT, and COMINT sources.  It has been argued previously that intelligence analysis may benefit from the application of Bayesian statistics and its methods. (Zlotnick 1970; Schweitzer 1976; Wheaton, Lee, & Deshmukh 2010; Mole 2012; Barbieri 2013)  The Central Intelligence Agency (1975) even published a handbook in Bayesian methodology for its analysts.  Arguably, when analysts weigh hypotheses “artistically” using their tacit knowledge (Ormerod 2020 cf. Collins 2010) they do not bypass Bayesian analysis, but follow it tacitly, informally, but also less than rigorously.  

This article has two parts:  First, it criticizes the reliabilities of existing intelligence methodologies to demonstrate the need for reform through, the rigorous application of Bayesian methodologies.  Though texts about HUMINT methodologies occasionally mention explicitly or imply implicitly basic Bayesian concepts such as likelihood, prior, expectedness, and posterior probability, they do not always distinguish them clearly, or correctly conceptualize their relations.  Bayesian methods are applied inconsistently in different contexts by the same analysts, or to the same evidence by different analysts. (Irwin & Mandel 2019)  The second part of the article proposes an epistemic Bayesian reform program for the parts of intelligence analysis that are founded on testimonies.  The program distinguishes the transmission of knowledge from its generation in three stages from testimonial, even unreliable, sources.  The paper concludes with suggestions for further research for the development of Bayesian AI for intelligence analysis. .

This article assumes a subjective Bayesianism that examines the representations of judgements of probabilities in the context of intelligence analysis.   Since testimonial sources for analysis rarely form sufficiently large sets for objective statistical analysis and inference, by default, the subjective interpretation of Bayesian reasoning is more appropriate for most HUMINT and OSINT, and some COMINT, inferences. (Barbieri 2013) Subjective judgements can be conceptualized as betting odds different people would consider fair.  Subjective judgements should not be misinterpreted as arbitrary or tacit.  Judgements have reasons and are founded on facts and theories.  
A Bayesian Critique

The Admiralty Code is the locus classicus for the methodology of HUMINT analysis.  It distinguishes the reliability of sources from the credibility of the information they transmit.  It assesses source reliability by grading it on a scale from A (completely reliable) to E (unreliable) and F (unknown reliability). It assesses information credibility, on a scale from 1 (completely credible) to 5 (improbable) and 6 (unknown credibility). (Cf. HEADQUARTERS, DEPARTMENT OF THE ARMY 2006, Appendix B)  Reportedly, most sources are graded B2 because “a rating of B2 likely represents the accountability sweet spot because it… optimistically signal[s] the value of the information from a trustworthy source, yet without sounding overconfident or insufficiently critical.” (Irwin and Mandel 2019, 506; Capet, & Revault-D’Allonnes 2014, 109)  Irwin & Mandel (2019, 505) criticized the imprecise criteria for the evaluations.  For example, “usually reliable,” can have a wide range of interpretations.  Reliability may be treated by some analysts “as the probability of the evidence given the hypothesis, while another might treat it as the inverse of that probability. Another still might assess whether the hypothesis necessarily follows from the evidence or vice versa, while yet another might run the test but with plausibility substituting for necessity. Perhaps the most common approach is to judge the representativeness of one to the other.” (Mandel & Tetlock 2018, 4)  French intelligence grades instead “quality” and “content” to convey similar, but not identical meanings. (Capet & Revault-D’Allonnes 2014, 108)  Tecuci et al. (2016, 122-124) suggested that analysts evaluate the believability of testimonial evidence by breaking it into competence that depends on the access of the sources to the information they purportedly transmit, understandability-their ability to perceive the information they receive and interpret it correctly, and credibility which they analyze as a combination of veracity, objectivity, and observational sensitivity.  Tecuci et al.’s concepts of believability, competence and credibility partly overlap with Bayesian reliability, as stated explicitly in Schum & Morris (2007). But reliability may be affected by other unmentioned vectors applicable only to particular or few testimonies.  Understandability is unnecessary because sources who do not understand or believe in their own testimonies can still transmit information.  For example, a mole may ask a misunderstanding colleague to pretend to be a double agent to misinform the enemy, while actually giving that colleague true and valuable information to pass to the other side. 

NATO’s Standardization Agreement (STANAG) 2511 (2003) attempted to improve on the Admiralty Code by explicitly basing assessments of the reliabilities of sources on truth frequency in a relevant class of past reports.  Reliability was again graded between A (completely reliable tried and trusted source that can be depended on with confidence) and E (unreliable source which has been used in the past and has proved unworthy of any confidence) and F (reliability cannot be judged- a source which has not been used in the past).  Capet & Revault-D’Allonne (2014, 112-125) criticized the fuzzy continuity and consequent ambiguity of these criteria for credibility and reliability.  They further criticized this method of evaluation for not distinguishing conflicting evidential sources that have similar total evaluations, for example B3 vs. C2 evaluations.  

It is very difficult if not impossible to apply such objective frequentist criteria to evaluate most testimonial sources. Frequentist reliability is “the ratio of claims by X on topic T that turned out to be true to all the claims made by X on topic T.” (Thagard 2005, 307)  Thagard (2005), Plantiga (1993, 78-82) and BonJour (2010, 155) argued against the frequentist interpretation of reliability because often it is impossible to calculate statistically meaningful frequencies of true statements in a set of claims when the class is too small.  Further, “[r]egardless of past performance, source reliability may vary dramatically depending on the nature of the information provided, the characteristics of the source(s), and the circumstances of collection.” (Irwin & Mandel 2019, 507; cf. Lesot et al. 2014, 204-5)  Even when there is sufficient evidence for estimating frequencies, an infrequent or even just one, but “big” lie may plunge the reliability of a source, even if the overall frequency of true testimonies by this witness remains high.  In the context of intelligence gathering, assuming or using frequencies to evaluate reliabilities may be used by an adversary to mislead by bombarding analysts with verifiably true but low value intelligence from a source, before dropping into the information stream a single highly misleading and harmful falsehood.   Objective frequentists may retort that the class against which the frequency of a “big lie” should be measured is small, only of testimonies of similar significance, and therefore its frequency changes are volatile.  General plunge in the reliability of a testimonial source following a “big lie” results then from uncertainty whether a testimony is a member of the larger set, against which the witness is still reliable, or of the smaller sub-set against which the witness is unreliable.  Either way, if the testimony is one of a kind, or a member of a small class, truth frequencies are statistically meaningless.  (Fricker 1994; Bovens and Hartmann 2003, 17)  

Irwin & Mandel (2019) criticized NATO’s Standardization Agreement’s standards of reliability for failing to distinguish the genealogies of information, for example whether they are primary or secondary sources; and the competence of the sources to make the kind of judgements they convey.  STANAG explicated information credibility as priors, the extent to which new information conforms to previous reporting.  Yet, “if it can be stated with certainty that the reported information originates from another source than the already existing information on the same subject, it is classified as ‘confirmed by other sources’ and is rated ‘1’.” (Irwin & Mandel 2019, 505) 2 rates what is probably true, “if the independence of the source of any item or information cannot be guaranteed, but if, from the quantity and quality of previous reports its likelihood is nevertheless regarded as sufficiently established.” (Ibid) 3-5 ratings are not related to independent sources but are strictly about prior probabilities as coherence with what has already been established. This method confuses prior probabilities with coherence of independent sources that compose the evidence.  This is wrong because coherence affects neither reliabilities (cf. Bovens & Hartmann 2003), nor priors.  Multiple independent sources are units of evidence that affect posterior, not prior, values of hypotheses.
  
Explicit Bayesian conceptualization can clarify and disambiguate the concepts analysts use: In Bayesian terms, reliability is likelihood, the conditional probability of testimonial evidence given a hypothesis about the origin of the information, such as an event or state of affairs.  Evidential sources that likely preserve information without mixing it with noise are reliable, and vice versa.  Credibility corresponds with Bayesian prior probability, the probability of the hypothesis supported by the testimonial evidence given everything the analyst knew prior to the new evidence on the basis of previously known all sources of evidence. Bayesian inferences multiply the priors (credibility) by likelihoods (reliability) and divide them by the expectedness of the evidence whether or not the hypothesis is true.  Otherwise, it is impossible to know the degree of support the testimonial evidence bestows on the hypothesis, most notably about the origin of the information.  It is possible to compare competing hypotheses against each other by comparing their posterior probabilities, or by comparing results of multiplying the likelihoods of the evidence given the hypotheses (reliability) by their prior values (credibility), to identify the most probable among competing hypotheses. The Admiralty code and other manuals influenced by it do neither.  They simply list two values, the prior probability of the hypothesis and the likelihood of the source information given the hypothesis, without multiplying them by each other and dividing by the expectedness of the evidence, or comparing the results with those of alternative hypotheses.  Without this comparison, it is impossible to evaluate the absolute posterior probability of the intelligence hypothesis or compare competing hypotheses. 

Some intelligence debacles resulted from failures to consider priors in addition to the reliabilities of the sources, believing testimonies of trusted sources to implausible things without considering their prior probability, for example about mobile WMD laboratories and the popularity of a prospective invasion among those who would be invaded.  Other failures resulted from lack of consideration of new evidence and failure to subsequently update posterior probabilities of hypotheses, when analysts fell back on their priors.  For example, Israeli intelligence ignored HUMINT sources that alerted them to the Egyptian plan to attack Israel in 1973. (Riedel 2017) Psychological-behavioral explanations of failures to consider new evidence and update posteriors include the “bandwagon effect” when analysts fear having different opinions; and anchoring - the failure to adjust posterior probabilities of hypotheses following new evidence.  The intelligence community had good reasons to believe initially that Iraq had weapons of mass destruction because it had used them against the Kurds and in the Iran-Iraq War.  However, once this prior probability was “anchored” analysts failed to update the posterior probabilities in light of new evidence to the contrary.  (Whitney 2005, 205-7; 368-371) Confirmation bias leads analysts to look for and consider only evidence that supports their prior beliefs, while avoiding looking for and ignoring conflicting evidence.  
Intelligence Analysis: Generation vs. Transmission

The transmission of information is epistemologically and methodologically distinct of the generation of knowledge.  When a source transmits information, the receivers cannot possess more reliable information than the reliability of the source and the transmission.  When information is transmitted, intelligence analysis should assess the prior probability of the information the source conveys, multiply it by the assessed reliability of the information, and divide the result by the expectedness that the source would deliver the testimony irrespective of whether it transmits signal or noise.  A single uncorroborated source can only transmit information.  


When intelligence analysis generates knowledge, its reliability exceeds the reliabilities of its informational inputs.  Multiple, coherent, and independent sources can generate knowledge even when their reliabilities are too low to be considered knowledge.  For example, suppose intelligence collectors wish to know a seven digit code, like a phone number.  A human source reports it cannot recall the number.  The analyst asks the source to take a guess and blurt out the first seven-digit number that come to their mind. The source complies, but comments that this number can be anything.  Obviously, the collector cannot know the number because the reliability of the informational output cannot exceed the reliability of the transmitted information, which is very low since even the source does not believe the blurted number is correct. But, suppose the analyst repeats the exact same exchange with another independent source, and that source repeats the same number. Irrespective of the self-attested unreliability of the two independent sources for the code, the probability that the coherence in their independent and individually unreliable testimonies is random is the negligible 0.0000001
Analysts would still have to eliminate alternative explanations for the coherence, such as that the sources repeated some familiar phone number, say of a taxi service. But if those possibilities are eliminated, the result is the generation of reliable knowledge from unreliable information.  

In Bayesian terms, if the prior probability of a hypothesis (such as a particular seven digit number) is sufficiently low, the reliabilities of coherent and independent human sources matter little for the generation of knowledge.  Analysts can generate reliable intelligence, even when they cannot determine or agree on the reliability of the information they receive (cf. Central Intelligence Agency 1975, 19-20), as long as they can ascertain that it is coherent and independent and the intelligence they generate had low prior probability.  Prior probabilities matter for the generation of knowledge from multiple sources because ceteris paribus the lower the prior probability is, the lower is the probability of coherence without some common source. For example, the prior probability of a random eight digit number is lower than that of a one digit number, and accordingly the coherence between independent sources about the eight digit number is more surprising and less likely to be coincidental. (cf. Bovens and Hartmann 2003, 115-121)   Analysts usually start with some formal or informal assessments of prior probabilities because intelligence questions, such as “How many nuclear weapons does North Korea possess?” tend to persist. Evaluations of prior probabilities do not depend exclusively on HUMINT sources, but rely on all sources. The probabilities of the answers are updated by new evidence. For example, the recent performances of the Ukrainian and Russian militaries have caused analysts to update their prior assessments of these military forces. 

Transmission and generation rely respectively on the concepts of reliability, coherence, and independence of sources that generate knowledge.  This article proposes to interpret reliability, coherence and independence in terms of information flows.   Reliability is the ratio of information preserved at the end of the transmission to the one sent at its beginning.   Coherence is positive correlation between information signals.   Independence is the absence of information transmission between the sources.  These concepts are analyzed next.   
Information Transmission and Reliability

There are four alternatives to the frequentist-objective interpretation of reliability, as in NATO’s STANAG manual, , deductive-rule-governed, tacit, endogenous, and genealogical.  Yet, the genealogical interpretation is the most applicable for intelligence and especially HUMINT analysis:  A deductive concept of reliability would apply general rules for evaluating reliabilities.  But universal, exceptionless, and context-independent rules for determining reliabilities of testimonies are rare. (Coady 1992, 210-211; Fricker 2007, 72-76)  Jardine (2008) showed that many rules may be necessary, some rules would contradict each other, and some would be just local generalization with obvious exceptions.  Some rules proposed for the evaluation of testimonial reliability clearly have only coincidental relation to reliability.  For example, Pichon et al. (2014) proposed to grade the reliabilities of tweets as intelligence sources by aggregated measures such as their social status measured by number of followers, frequency of posting, characteristics of the avatar, stated geographical location, and the number of grammatical mistakes.  Such criteria would rate as reliable articulate and influential conspiracy theories that give narrative form to strong passions like fear, hate, and wishful thinking. (Tucker & Garfinkle 2018)


If there is no set of rules that can be formulated explicitly, taught, and applied, intelligence analysis may follow tacit, informal, and complex rules that adapt complex, locally valid, but possibly inconsistent rules ad hoc to unique circumstances.  Tacit knowledge may appear like artistic intuition. The institutional best practices of intelligence agencies would display then “collective tacit knowledge.” (Collins 2010) Tacit knowledge is gained by experience but cannot be taught. Training transmits tacit knowledge via apprenticeship that cannot be formalized in a set of rules that can be written down in a textbook.  (Ormerod 2020) Still, Mandel et al. (2018) demonstrated experimentally the fallibility of analyst judgements.  Explaining away analyst assessments of reliabilities as displays of artistic tacit knowledge cannot account for, nor resolve, conflicting professional estimates of reliability.  
The endogenous method infers reliabilities of sources from their coherence with other sources.  (Bovens & Hartmann 2003, 56-88)  Olsson (2005, 136) rightly rejected it because the reliabilities of coherent testimonies are independent of each other.  Updating reliabilities retroactively on the basis of coherence or incoherence with other testimonies is a logical fallacy.  (Walton & Reed 2008)  In the context of intelligence analysis, adversaries attempt to use this fallacy to increase the perception of reliability of disinformation by generating multiple coherent sources that are equally unreliable, but may create the appearance of reliability by corroborating each other.  They bombard analysts and ordinary people (e.g. via social media) with coherent disinformation. (Tucker & Garfinkle 2018)  

Tucker (2004, 2019) and Jardine (2008) proposed that evaluations of reliabilities of testimonies trace their genealogies, the information signals transmission channels from origin to testimony.  It is possible to draw models of information transmissions that look like trees or bushes with estimates of reliabilities in each branch/transmission.  Testimonial reliability measures the ratio of information that is preserved at the end of a transmission process to the information that was transmitted at the beginning of the process.  When information is transmitted through several links, as in hearsay evidence, the reliabilities of each transmission must be multiplied by each other to produce the reliability of the transmitted information.  For example, if a reliable source retransmits, with a 0.9 reliability information that was transmitted to them with a 0.5 reliability, the reliability of the information is the product of the multiplication of these two sources, 0.45. This sense of reliability as the degree of information preservation from a source is used often in science and information theory (as “fidelity”), but less so in mainstream epistemology where reliability is interpreted often as the ratio of true propositions to the total output of an epistemic process.  

There is no comprehensive and exhaustive list of vectors that affect the reliability of the transmission of information from source to testimony.  Nevertheless, some vectors are common to many different evaluations of testimonial reliabilities.  Analysts attempt to answer questions about transmissions such as: “Does the source have obvious biases? What are the source’s motivations? What does the source expect to observe? What does the source believe we want or expect them to report? What relevant knowledge/expertise does the source possess? How confident is the source in the information being reported? Does the source have access to the information being reported? What are the source’s sensory capabilities? What is the source’s recall ability? What is the source’s reputation? How accurate has the source been in the past? How vulnerable is the source to manipulation? What is the potential for denial and/or deception? How was the information modified or distorted as it moved up the reporting chain? Is the source a primary source or a secondary/relaying source?  How internally consistent is the information?” (Irwin & Mandel 2019, 515-516)  Further research may study such vectors systematically and may even formulate some probabilistic algorithms to compute reliability under ceteris paribus conditions.  

The posterior probabilities of information transmitted by single sources cannot exceed their reliabilities because they must be multiplied by their prior probabilities that can never exceed a unity, and divided by the expectedness of the testimonial information that is never lower than its reliability.  But coherent multiple testimonies can generate knowledge with higher posterior probability than their own reliabilities, next.

Generation of Knowledge from Coherence and Independence

Three conditionally successive stages of inference can generate knowledge from unreliable but coherent and independent testimonies:  First, analysts should compare the likelihoods of a set of coherent testimonies given two and only two mutually exclusive and jointly exhaustive hypotheses: that there was some common origin of the informationally coherent testimonies or that there were separate origins.  Second, if some common information origin has a higher posterior probability than separate origins, analysts should compare the likelihoods of the testimonies given alternative information flows. Once an information flow model is determined, it is possible to attempt to compare the likelihoods of the information given competing hypothetical origins of the information, and generate intelligence.  

The first stage in the generation of intelligence from multiple human sources and their testimonies should determine whether coherent testimonies preserve information signals from some common origin.  It is necessary to clarify then the concept of coherence.  Bovens and Hartman (2003, 9-13) examined and rejected the standard interpretation of coherence as statistical coherence between propositional contents of testimonies, for example, if there is a statistical correlation C (e.g. 90%) between properties X (say, graduating from university in 1936) and Y (say, Communist sympathy) in a population (say, Cambridge University alumni), if one source testifies that A is X (e.g. the Soviet mole graduated from Cambridge in 1936), and another source testifies that A is Y (e.g. the Soviet mole is a Cambridge educated Communist sympathizer), the testimonies are C (90%) coherent.   Ceteris paribus, the more coherent are the testimonies, the higher should be the posterior probability of what they agree on.  But coherent propositional contents are neither necessary nor sufficient for generating knowledge from testimonies.  Analysts must consider the perspectives, prejudices, systems of beliefs, ideologies, modes of expression, and so on of their human sources to extract coherent information from testimonies whose propositional contents are incoherent; or discover the informational incoherence in testimonies that share propositional contents, for example ironic propositions. Information may be transmitted by means other than propositional contents, for example coerced confessions may include blatant falsities like the inclusion of literary characters in the confessed narrative or placing people in impossible places or times, to outwit the torturers and transmit the information that the confession is coerced and false.  Testimonial sources may transmit information that contradicts their propositional contents  through their involuntary gestures, e.g. when they sweat profusely or have ticks when they lie (the Pinocchio effect), or voluntarily, e.g. by winking at the end of a statement to convey the opposite of its propositional content. Some information may be transmitted through types of silence.  The coherence of information rather than of propositional content is necessary for the generation of intelligence from multiple sources.  

Multiple independent testimonies that convey coherent information that has low prior probability, for example because it is very informative (cf. Mole 2012), are unlikely given separate sources of noise.  Vice versa, coherent testimonies that had high prior probability, for example because they are uninformative, generic or stereotypical, are likely given separate sources.  For example, common types of interests are likely to transmit coherent noise.  For example, during civil wars, losers share an interest in drawing foreign powers into the conflict to balance the power of their enemies.  They are likely then to testify that their enemies are weak and their soldiers are disloyal, and to assure that if foreign powers march in, their victory is assured.  Israel’s Mossad relied on such Maronite sources in Lebanon in the run-up to the 1982 invasion.  These sources assured Israeli intelligence that they will be received as liberators from the Syrians and Palestinians. (Riedel 2017) Most of the HUMINT generic uninformative testimonies for the WMD program in Iraq came from the Iraqi opposition.  It was highly likely that they would testify as they did because of their interests even without a common source of information. (Jervis 2010, 140-141) Vice versa, coherent testimonies that are contrary to the interests and prejudices of the sources are unlikely given separate origins.  The likelihood of testimonies that are against the interests or vanity of each agent is low; the likelihood of a set of such independent testimonies, given separate sources is vanishing.  Analysts are well aware of the need to consider the motivations of sources, despite the above failures, but they often connect it with the assessment of reliabilities, rather than with the estimation of the likelihoods of the testimonies given separate tokens of the same type of interests, in which case the testimonies are useful only for the inference of these interests. Coherent testimonies may increase the posterior probability of the hypothesis that there was a common origin to the signals they transmit by decreasing exponentially the posterior probability of its only alternative--coherent noise from separate origins. Therefore, intelligence analysts exert themselves to obtain corroborating independent testimonies.  They extract detailed reports because ceteris paribus the more detailed are the coherent testimonies, the lower is their prior probability, and the more vanishing is the likelihood of testimonial coherence without some common origin.  

Since ceteris paribus coherence between few testimonies with low prior probability is vanishingly unlikely given separate origins, additional testimonies are redundant.  Intelligence analysis of testimonies can probabilistically afford to be founded on “Small Data.” This answers Capet & Revault-D’Allonnes (2014, 115-118) query about how many independent sources are required for corroboration in different contexts and how reliable they have to be.  Irwin & Mandel (2019, 507-8) also wandered if the number of corroborating human sources necessary to confirm a hypothesis may change with context.  Similarly, Coady (1992, 30-32) asked how can a jury that heard coherent testimonies from several witnesses, increase their degree of belief in the information the testimonies shared by hearing another coherent testimony that may have a lower reliability than the degree of belief the jury already possesses. The answer to all these conundrums is that the higher is the prior probability of the information the coherent testimonies share, the more valuable are the marginal cohering testimonies for reducing the likelihood of the coherent testimonies given separate origins, noise or randomness.  For example, if the coherent testimonies are about a seven digits (phone) number, the third testimony would quite redundantly reduce the probability of random agreement on some number from 0.0000001 to 0.00000012 and so on with more testimonies because the prior probability of random agreement on some two seven digit numbers between two independent testimonies is the already low 0.0000001.   But if the prior probability of the testimonies is higher, for example 0.5 in a binary yes/no choice, a third source would reduce significantly the probability of random coherence from 0.52 to 0.53, and so on with each additional testimony, so at least seven independent testimonies would be needed to bring down the probability of random coherence to below one percent when the prior probability is even.  

Frequent inferences of detailed hypotheses that had low prior probabilities from multiple, coherent, and independent testimonies may lead to a psychological but illogical association between high posterior probability and low prior probability of information-rich hypotheses.  Disinforming single sources attempt to exploit this psychological association by conveying detailed and elaborate confabulations, e.g. about fortunes deposited in banks by fallen Nigerian dictators. This psychological association ignores the requirement that the inference is made from multiple independent and coherent testimonies.  .  Even intelligence analysts and institutions occasionally fall for this classical deception technique when encountering articulate single sources blessed by rich and vivid imagination with attention for details.  Most spectacularly, “Curveball,” alias Rafid Ahmed Alwan al-Janabi, an Iraqi defector to Germany, supplied German Intelligence (BND) fantastically detailed information about Iraq’s chemical weapons of mass destruction program in mobile vehicles and bird seed factories. Ceteris paribus, The posterior probability of the information a single, uncorroborated, source testifies to should decrease, when the prior probabilities of the information transmitted are lower, for example because they are detailed-this is a simple application of Bayes’ theorem that defines posterior probability as prior multiplied by likelihood divided by expectedness, the lower is the prior probability, the lower is the enumerator, and hence the posterior.  For example, the prior probability of Saddam’s alleged mobile WMD labs was ludicrously lower than that of the less informative claim that he just had WMDs, without detailing where or how.  By contrast, had there been another witness for Saddam’s alleged mobile WMD factories, the expectedness of the coherent testimonies given no common origin, random confabulation, would have been negligible, and hence the likelihood of the testimonies given the hypothesis that they had a common origin would have had to be divided by a number very slightly higher than itself, generating a posterior probability close to unity.  But there was no other independent testimony for the chemical WMD fantasies.  Still, American and German security services came to believe these stories partly because they were so elaborate. (Whitney 2005, 204-5, 217; Jervis 2010, 140-142)  
A classical criticisms of the application of Bayesian probability to “soft” qualitative data of the kind often used for HUMINT analysis is that the quantification is at best imprecise and at worst arbitrary. (Central Intelligence Agency 1975, 20-21; Wheaton, Lee, & Deshmukh 2010)  This criticism loses its potency when applied to typical cases of Bayesian inference of some common origin from multiple testimonies because precise estimates of the values of variables are unnecessary if the gap between the likelihood of the informationally coherent testimonies given some common origin and given noise from separate sources is sufficiently wide, since common and separate information sources are mutually exclusive and jointly exhaustive
. The “fuzziness” of competing probabilities can be represented as probability distributions.  When they are sufficiently far apart, choice is possible without precision.  

Still, even if analysts can prove that most probably multiple coherent testimonies had some common origin, it may be a conspiracy to deceive,  by a rival intelligence agency , or collusion between the witnesses. The next, second of three, modular stages of inference should exclude this possibility.
Stage II: Alternative Information Flow Nets
At the second stage of inference analysts should attempt to discover which information transmission net most probably connected the testimonies with their common origin (whose existence was established in the first stage of inference). Different nets have different probabilities given the testimonies and additional evidence for the information channels from events to evidence.  
Analysts attempt to discover the most probable “genealogy” of information signals.  Tracing the information flow discovers the independence or dependence of the testimonies.  
Testimonial independence has been interpreted inconsistently as absences of conditional relations, or causal relations, or information transmissions between testimonial sources: Conditional interpretations of testimonial independence stipulate the satisfaction of `screening’ conditions:  “A1, . . .,AN are independent pieces of evidence for H if and only if A1, . . .,AN are probabilistically independent of each other both on condition of H and on condition of ∼H.  The idea is that once the truth or falsity of the hypothesis is given, the independent pieces of evidence are probabilistically independent of each other since there is no direct link between them.” (Shogenji 2007, 264)  But testimonies may be positively (or negatively) conditional on each other, yet remain epistemically independent and useful for the generation of knowledge.  For example, when witnesses swear secrecy to each other, the standard investigative method is to get one of them to testify.  Then, let the others know about the testimony without its contents, to pressure them to testify to their version of events, or to release them from their oath of secrecy, already broken by someone else.  The first testimony is a necessary condition for, and a cause of, the later testimonies.  Yet, the testimonies may be epistemically independent if the witnesses did not transmit information to each other.  Independent testimonies may trigger conditionally the expression of each other’s testimonies, but not the information, the contents, they transmit.  Vice versa, sources that retransmit information signals received from other sources are dependent on them.  The same considerations reject a causal “Markov conditional” interpretation of independence. (Mole 2012, 451-457) 

Inferring whether testimonies are independent requires tracing back the information transmission processes extending backward from them “genealogically,” (cf. Jardine 2008, 170-171; Tucker 2020) to find whether the information chains did, or could have, intersected, and if so where, when, and how?  For example, sources hostile to each other are more likely to be independent than friendly ones.  (Lesot et al. 2014, 205-6; Irwin & Mandel 2019, 515-516)  If there is evidence that testimonial sources were at the same place at the same time or communicated, for example by tracing their communications’ metadata and the GPS on their phones their independence becomes less probable. 
Independence is relative to a common source of information: Disinforming testimonies are independent sources for the inference of the origin of disinformation, useful for learning what an adversary would like its enemies to believe and why, but for nothing else.  

Analysts should discriminate at this stage between the probabilities of competing models of information transmission from common origins by using evidence both intrinsic and external to the testimonies.  Information signals expressed by testimonies may carry information about their provenance and the channels of transmission. Contradictions, incoherencies, and discontinuities in content and narrative; different styles, levels of technical competence, and conceptual frameworks may distinguish information signal streams.  Some contradictions between sources are more likely if they are independent, unless added intentionally to create the appearance of independence.  External evidence from all sources of intelligence for information transmission may indicate whether the sources could have received the kind of information signals they claim, for example, could they have been eye-witnesses to the events they testify to, or if their testimonies are dependent, where and how could they have communicated to exchange information? Intelligence agencies use software programs that are designed to trace physical movements and electronic communications that can then be modelled in geodesic spider-like webs to assist in measuring such probabilities.  (Waldman et al. 2018)   The result of this stage of analysis, the identification of the most probable model of information transmission, can be represented by a Bayesian net of information transmission that appears like a bush (to represent information transmissions between dependent sources) or a treeto repersent transmissions from origin to sources

This second stage may resolve cases of “dissonant evidence” when conflicting testimonies seem to support contradictory hypotheses. (Tecuci et al 2016, 150-152)  Rather than ask which testimony is true or more reliable, the analyst may ask first where did the testimonies come from? What information genealogy generated them?  The inference of information genealogies may resolve the apparent dissonance by inferring new and valuable intelligence about their origins. 

Tracing back information transmission nets may discover an information “bottleneck,” a source claiming to transmit information from a network of independent origins.  If HUMINT collectors or analysts do not seek proofs for the existence of such a network, they may confuse the information that is transmitted from a single origin with knowledge generated by multiple coherent independent testimonial sources, as developed to satirical effect in the narratives of Graham Greene’s Our Man in Havana (1971) and Le Carré’s The Tailor of Panama (2015).   Less amusingly, had intelligence agencies followed the genealogies of the testimonies about Iraq’s WMD program, it is likely that they would have discovered that they converged in political organizations in the West rather than in events that took place in Iraq. (Jervis 2010, 140-142)
Stage III-Knowledge from Multiple Testimonies

The final stage in this modular adaptation of Bayesian reasoning to intelligence analysis generates knowledge of the properties of the common origin of coherent and independent testimonies, the intelligence product.  Analysts should compare the likelihoods of the independent and coherent information-signal streams inferred in the previous two stages, given competing hypotheses about the properties of their common origins.  Unless the space of possibilities is limited and well-defined, analysts cannot have an exhaustive list of all possible mutually exclusive origins.  Analysts must rely on background knowledge of hypotheses that have the highest prior probabilities and generate different likelihoods of coherent testimonies and independent transmission nets.  For example, if two well-placed agents who do not know of each other’s identity report the purchasing of dual use components like aluminum tubes that can be used either for making rockets or for nuclear centrifuges, analysts know their coherent and detailed reports must have had a common origin, probably the purchase of the tubes.  They need however to weigh the likelihoods of this information given two hypotheses about the possible dual use of the tubes.  Extracting the information requires technical background knowledge that may also direct analysts to look for more evidence, for example for nuclear or rocket programs.  Such programs require infrastructure and human resources and so should generate information signals whose detection or not by IMINT would affect the probabilities of the hypotheses.  The hypothesis that makes the broadest scope of evidence, including the testimonies, most likely, has ceteris paribus the highest posterior probability, unless and until analysts find a hypothesis that has higher prior probability and/ or makes the evidence even more likely.  
Conclusion: Prospects for AI Development in Practical Contexts

This article demonstrated that intelligence analysis can be described as “applied epistemology,” (Tecuci et al. 2016, 60; Ormerod 2020) and that intelligence analysis should be informed by epistemology. (Cf. Bruce 2008; Mole 2012; Rønn & Høffding 2013; Pili 2019). It first sorted out conceptual confusions and ambiguities about the generation and transmission of testimonial knowledge in intelligence analysis, reliability, coherence, and independence.  It outlined a three stage Bayesian modular model of generation of knowledge, even from testimonies of low or indeterminate reliability, if they are coherent and independent, and the prior probability of the information they generate is low.  This modular form of inference is useful for restructuring HUMINT, OSINT and SIGINT analysis, as a vantage point for criticizing current practices, and as an analytic framework for analyzing mistakes in intelligence analysis when mistakes are made, as in the assertion that Iraq had WMD before the Iraq War.   

Some intelligence experts look for the development of HUMINT Artificial Intelligence to compliment (Wheaton, Lee, & Deshmukh 2010; Lesot et al. 2014), transform (Tecuci et al. 2016) or substitute (Pichon et al. 2014) for current methods of HUMINT analysis and inference.  Such artificial intelligence may overcome biases and irrational yet psychologically trenchant epistemic processes. (Kahneman et al. 2021) Further research may lead to the development of a sufficiently sophisticated AI program to model in whole or in part the three-stage process of inference outlined here, to generate probable intelligence outputs from HUMINT and other testimonial inputs.  Further research may lead to the formulation of algorithms for computing the likelihoods of testimonies given common and separate origins, the likelihoods of competing genealogies of testimonial evidence, and the determination of the origins of information signals that flow to independent and coherent testimonies.  The number of vectors should be sufficiently limited to be manageable, though their complex interactions may be more challenging.  AI may be able to model and reproduce the best practices of intelligence analysis more precisely, and with fewer biases and inferential mistakes.  There are software programs for inferring and modeling Bayesian nets in the social, life, and natural sciences.  For example, software measures the coherence of DNA strands and traces back the phylogenic genealogies of species.  Similar software can measure the similarities between languages, group them into families, and trace back their genealogies and even infer probable origins of vocabularies in extinct proto-languages.  Other programs compare documents to infer their origins and period of composition according to their use of vocabulary.  Machines may be able to learn how to evaluate coherence and reliabilities of testimonies by analyzing large databases of explicated cases and discover patterns that can be formulated as algorithms.    

Even before such software becomes useful, the utility of the modular model presented here can serve as a basis for reforming HUMINT, OSINT and SIGNIT and all sources analysis practices.  
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� The probability of any 7 digit number chosen at random is 1:1000000; the probability of both witnesses choosing that same number is 0.0000001²; but of both choosing randomly some same number out of 1000000 numbers requires multiplying 0.0000001² by the 10000000 possible pairings of two randomly chosen numbers, hence 1:10000000.  


� Formally, analysts need a wide gap between:





{[Pr(T1|C) x Pr(C|B)] x [Pr(T2|C) x Pr(C|B)] x …x [Pr(Tn|C) x Pr(C|B)] }


And


{[Pr(T1|S1) x Pr(S1|B)] x[ Pr(T2|S2) x Pr(T2|B)] x…x [ Pr(Tn|Sn) x  Pr(Sn|B)] }





Where T1, T2,…,Tn represent informationally coherent units of testimony; C represents some common information source; S1, S2,…, Sn, are separate information sources, and B is background knowledge.  The first line represents the likelihood of the coherent testimonies given some common information source; the second line, their likelihood, given separate information sources.  
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