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[2021 UPDATE: The first version of this article was written at the end of 2018 and was published in 2019 under a different, less sensational name “Assessing the Future Plausibility of Catastrophically Dangerous AI” in Futures. Reviewers recommended that I should remove concrete timing predictions as it may cause some state agents to pursue AI capabilities. Now, this informational hazard seems to vanish as states already made their stakes on AI and other similar predictions have been published. 

New data about language models scaling and hardware development could be used to update predictions. We’ve learned in the past 3 years that powerful universal AI is possible, that was GPT-3 moment, but also some earliest predictions about 2021-2022 became clearly not true. We also got AI scaling laws for predictions and chip production crises which affected the price and availability of compute. Based on all that the earliest time of Dangerous AI moved closer to 2025, but I remind the reader that the earliest time is not a prediction of AI arrival timing, but it is the first few per cents of the probability distribution. Given the intrinsic uncertainty of AI predictions we assume that the earliest arrival time is before 2030.]

Abstract: 
In AI safety research, the median timing of AGI arrival is often taken as a reference point, which various polls predict to happen in the middle of 21 century, but for maximum safety, we should determine the earliest possible time of Dangerous AI arrival. Such Dangerous AI could be either AGI, capable of acting completely independently in the real world and of winning in most real-world conflicts with humans, or an AI helping humans to build weapons of mass destruction, or a national state coupled with AI-based government system. In this article, I demonstrate that the earliest timing of Dangerous AI, corresponding to 10 per cent of its arrival probability, is before 2030. Several partly independent sources of information are in accordance: 
1. The growth of the hardware available for AI research makes human-brain-equivalents of compute available for AI research in the 2020s. It is fueled by specialized AI-chips, the use of many chips in one processing unit, and the larger research budgets, among other things.
2. The neural network performance and other characteristics, like the number of parameters, is quickly increasing every year, and extrapolating this tendency suggests that roughly human-level performance in a few years, around 2025. 
3. Expert polls show around 10 per cent of the probability of an early appearance of artificial general intelligence (AGI) in the next decade, that is, before 2030.
4. Hyperbolic growth in different big history models converges around 2025-2030 (the technological singularity).
5. Anthropic arguments (similar to the Doomsday argument) suggest that qualified observers are more likely to appear near the end of the AI research epoch, as the number of such observers grew exponentially. This number doubles every 5-10 years, and thus we are likely to find ourselves around a decade before the end of AI research, which will happen consequently around 2030.  
[bookmark: _GoBack]

Keywords: artificial intelligence – existential risks – singularity – near-term risks – Moore’s law



Highlights:
· The median timing of the AGI arrival is a wrong measure to use in the AI risk assessment; we should estimate the earliest plausible time of AGI’s arrival, like the first 10 per cent of distribution.
· Dangerous AI level is defined through the AI’s ability to facilitate a global catastrophe; it will be either AGI able to self-improve or AI which help us create dangerous weapons, like new biological viruses.
· The growth rate of hardware performance for AI has accelerated in the 2010s and can provide enough computational power for the Dangerous AI in the 2020s.
· The main measures of neural nets performance will reach a near-human level in the middle 2020s. This includes the number of parameters and perplexity of language models.
· Several trend-extrapolation methods predict some form of discontinuity around 2030.
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[bookmark: _Toc495331970][bookmark: _Toc504736907][bookmark: _Toc510449040][bookmark: _Toc523660330][bookmark: _Toc86616491]1. Introduction
In 2017 the Machine Intelligence Research Institute (MIRI) updated its strategic view and assigned a higher probability to the idea that artificial general intelligence (AGI) will appear before 2035 (MIRI, 2017), without providing any numerical estimates[footnoteRef:1]. This is a change from its previous assessments that creation of AI is very difficult and will not happen for decades. The change is a reaction to the recent acceleration of AI progress, related hype, growth of funding, and impressive results. However, Max Tegmark (2017) constructed a map of what the AI safety community believes about AI risk timing, and in it “virtually nobody” expects superhuman AI in the next few years. [1:  “There’s no consensus among MIRI researchers on how long timelines are, and our aggregated estimate puts medium-to-high probability on scenarios in which the research community hasn’t developed AGI by, e.g., 2035. On average, however, research staff now assign moderately higher probability to AGI’s being developed before 2035 than we did a year or two ago.”
] 

But Shakirov (2016) estimated that AGI could appear even earlier based on his extrapolation of the artificial neural networks (ANNs) progress; he estimated that it could happen between 2021 and 2026. He made his extrapolation based on 2011-2015 period. Now, in the fall of 2021, it’s time to revisit the trends he predicted. In section 3 of his article he showed that ImageNet top-5 error was halving every year, from 25 % to 3.8 % in the period he explored. If we look at current leader board in 2021, we could see that the error was 7.8 % in 2015 but 1.2 in 2020. (2 in 2019, 2.4 in 2018, 3.8 in 2017, 4.3 in 2016.) However, there was no records in 2021 better than beginning of 2020. Thus, the trend of halving the error generally continued, but last 1.5 years there is a slowdown.  But superhuman level is achieved. He later updated his prediction to 70 % chance in the next 10 years, that is, before 2027 (Shakirov, 2017). 
The author of the Bayesian Investor blog analyzed only the effects of hardware improvements (Bayesian Investor Blog, 2017). He assumed that only hardware progress is important and given median estimates of the human brain power and willingness to pay for AI, the necessary hardware is already available, but longer training, possibly on the scale of years, may be needed. Thus, he stated, “[t]his analysis suggests that the probability of human-level AGI being reached in any given year has become nontrivial now, will reach a peak in the mid to late 2030s, and if it isn’t reached by 2100, then my approach here will have been mistaken”. 
In his article “There’s No Fire Alarm for Artificial General Intelligence”, Yudkowsky (2017) suggests that predicting the advent of AGI is almost impossible, and we may not have good signs of AGI until two years before the event. Alpha Zero’s rapid self-improvement and ability to win games in many domains was close to such a “fire alarm” event (Silver et al., 2017).
OpenAI recently published an article about the increase of compute in training of the biggest neural nets, which shows a 3.5-month doubling time and 300 000-fold increase after 2012 (OpenAI, 2018). This clearly demonstrates that we are living in a period of explosive growth, which can’t be soon exhausted soon by a lack of available hardware, as AI-hardware grows quicker than Moore’s law, according to the newly coined “Huang’s law”. 
Huang stated in 2018 that AI-related hardware grew 25 times in 5 years, while Moore’s law predicted only 10 times growth for that period. The biggest part of that growth is not from flops per dollar, but from the improvement of the whole stack of hardware and software. Chip shortage during lockdowns in 2020-2021 and growing demand for computation probably screwed the price of computation per dollar as a measure of innovation in the field. But cloud computing lowered the price of computations of end users. 
Another important metric is the amount of AI-training hardware available for a county, and China is betting on having advantage in it.
The observed acceleration of AI development and large uncertainty about AGI timing suggest that it is important to explore the probability of the appearance of AGI in the near future, but even here we can distinguish two time periods with important practical differences between them: 1) near-term: 0–5 years, and 2) medium-term: 5–15 years.
According to the MIRI strategy, an earlier horizon for the appearance of AI means that more attention should be focused on collaboration with existing institutions and on analysis of pre-existing AGI technologies (MIRI, 2017). These suggestions are in line with estimations of the risk of medium-term AI. However, if AGI is a near-term risk there is little or no time to create, promote and implement perfect AI safety theory, and some other solutions should be explored, as we have previously discussed (Turchin & Denkenberger, 2017a). 
In this article, we do not try to predict the median time of AGI arrival, but present arguments that an earlier arrival of AGI is quite possible for several distinct reasons, and that it has important practical implications for AI safety.
[bookmark: _Toc495331971][bookmark: _Toc504736908][bookmark: _Toc510449041][bookmark: _Toc523660331][bookmark: _Toc86616492]2. Earliest and median time of AGI arrival from the point of view of risk analysis 
Grace et al conducted a large poll of experts about the timing of AGI emergence (Grace, 2017b). The experts’ projections of the arrival of human-level AI are distributed almost linearly in the beginning of the probability graph between 5 and 25 years from 2018, growing at a rate of approximately 1.25 percent a year. This means that experts estimate a 6.25 percent chance of AI before 2022, 12.5 percent before 2027, and almost 15 percent before 2030. One may suggest these data be ignored as noise, but such a discounting seems arbitrary; it may be more prudent to take the data at face value.
AGI predictions are often analyzed to determine a mean (or median) time of predicted AGI arrival. However, from the risk analysis point of view, we need not the mean time, but the earliest time of AI arrival. It can be understood by analogy: we need to know not the mean time when a bridge will collapse, but the earliest possible time of such failure. Half of all bad events are likely to happen before the median time, so if we prepare AI safety theory for the median timing of AGI arrival, we will be dead in 50 percent of cases—assuming that any non-aligned superintelligence is a global catastrophic risk, which may be less likely given the small utility of killing humans (Turchin, 2017). However, if we accept this point of view, we will have very small time to prepare for AGI arrival, which may be the reason for its unpopularity. 
Thus, we need not median timing AGI arrival, but a minimum acceptable level of AI risk. Kent showed (2004) that even the smallest risk of a global catastrophe is unacceptable. But in our case, if we assume a linear distribution, the probability of AGI happens tomorrow are 0.003 percent, already too high by Kent’s metric. However, little can be done about it, as rushed actions may even impede the slower efforts which will produce the largest aggregated probability of survival. That is, quick attempts to ban AI will likely fail and only damage long-term projects on AI alignment.
	We suggest such a threshold of minimum acceptable level of AI risk as five percent of the cumulative probability of powerful AI’s appearance (either as AGI or powerful narrow AI to create global catastrophic risk; see next section). Note that we use term “probability” in Bayesian terms, as a measure of our expectations based on available information. Also consider that the yearly probability of full scale nuclear war is around one percent (Barrett et al., 2013), with a large margin of uncertainty, so it seems that a comparable level of prevention efforts is needed. But the annual probability of nuclear war is assumed to be constant, while the probability of AI is quickly growing. 
	Applying our minimum acceptable level threshold to the Grace poll data, we obtain a 5 percent chance of AGI appearing is 2022. (We should update this estimate by the fact that AGI didn’t appear in 2021.) We assume that human-level AI will pose an existential risk as soon as it appears, but it may actually take years for AI to evolve into dangerous superintelligence. 
[bookmark: _Toc495331972][bookmark: _Toc504736909][bookmark: _Toc510449042][bookmark: _Toc523660332][bookmark: _Toc86616493][bookmark: OLE_LINK1]3. Exponential growth of AI capabilities and declining computational complexity of human omnicide 
[bookmark: _Toc523660333][bookmark: _Toc86616494]3.1. Dangerous AI
We don’t know much about the probability distribution for AI, but one thing seems obvious: the probability of creation of AGI is growing with time. If we estimate the probability of AGI creation during some time period, it means that AGI will be more likely to be created by the end of this period. For example, if AI is expected in the 5 years period, it is more likely that it would appear during 5th year than in the first year.
Most probably, the probability of AGI creation is distributed exponentially in time, with the probability at any one time corresponding to the very steep logistic curve of the accumulated probability.
To escape theoretical discussions of AI completeness (having general intelligence), we introduce here the notion of powerful AI: AI powerful enough to create global catastrophic risks (GCR). Sotala called this ability major decisive advantage (Sotala, 2018) It may or may not be AGI, and it may even not be able to pass Turing test. It most likely will be close to human-level, but it could formally fail a Turing test based on lack of some human abilities, like consciousness. This lack of some human features might make it even more dangerous. Such AI may also be able to perform full or limited self-improvement, but again, this is not critical to its definition. 

[bookmark: _Toc523660334][bookmark: _Toc86616495]3.2. Dangerous AI as independently acting agent capable to model the world and win over humans
There are many ways for AI to become dangerous and cause a global catastrophe, and in another work the author identified and classified a few dozen of them, but most start to be serious when AI reaches mostly human capabilities (Turchin & Denkenberger, 2018a).
One such scenario is that AI will become dangerous when it has the capability to act independently in the wild (probably in the Internet) and perform better than humans in most human tasks. We will call it a “robotic mind,” as most likely such AI will be developed to effectively control robots, but could also self-replicate in the Internet similar to computer viruses.
Such a capability will probably be based on the ability to create powerful world models and natural language processing (NLP). Thus, measuring progress in NLP and world modeling in AI, we could estimate the arrival time of such systems. 
The danger of near-human level AI is that it could either effectively kill humans directly, or start an intelligence explosion via self-improving. For example, such a robotic mind could self-replicate in its billions and create a completely non-human economy, which outcompetes our economy (Alexander, 2016), or would require military action to stop it. Sotala explored ways that such an infra-human mind could experience quick capability gains and become superintelligent (Sotala, 2017); the author explored various ways of self-improvement in (Turchin & Denkenberger, 2017b).

[bookmark: _Toc86616496]3.3. Dangerous AI as a designer of weapons of mass destruction
We will define Dangerous AI as AI capable to accelerate creation of the weapons mass destruction by several orders of magnitude and thus making global catastrophe almost inevitable.

Advance AI is dangerous because it could create advanced weapons. Often it was suggested that it will be nanorobotics. Imagine that you get an Oracle AI, completely benign, but which is capable to tell you how to build a nuke from easy available components. Obviously, such AI will be dangerous if it appears in hands of any reckless person.

The idea of dangerous AI helps to escape the questions will it be AGI, conscious, human-level, agential, value-aligned. The main feature of Dangerous AI is its capability to accelerate the creation of complex real-world machines and writing software for them.

There are several types of weapons which could be accelerated by Dangerous AI:
· Biological weapon, mostly artificial viruses
· Nanotech: self-replicating robots and microscopic drones
· Cheaper and more powerful nukes
· Cheap manufacturing of very lethal autonomous drones
· Cyberweapons: computer viruses
· Social manipulation: human reward hacking, power grabbing. 

A similar conception is Transformative AI: an AI which is capable to change the fate of humanity for better or worse (Gruetzemacher & Whittlestone, 2019). Dangerous AI is only about bad outcomes, so it could be simpler.

3.4. Dangerous AI a combination of state-level surveillance, nuclear weapons control and mild superintelligence
The danger of AI is measured by its capability to cause global effect, and older literature assume that pure intelligence is enough. However, neural-net-based-AI is mostly limited in its intelligence by human intelligence level which it “sucks” from training databases. 
However, the neural net AI is also powered by the size of:
- data to which it has access. It doesn’t need to guess things, if you have access to sensors.
- money and other economic resources. AI doesn’t need to run away from its creators, if they are feeding it with all needed improvements and hardware.
- already exiting weapons in its control. AI doesn’t need to build weapons if it has access to them.

A national state with a large surveillance system and nuclear weapons is a powerful amplificatory of AI system. Such system may slowly drift into direction of dis-alignment and autonomy. A combination of military planner, economy planner and surveillance data analyzer is a step in the direction of this automated system of government. Given recent interest of national states to AI domination, this seems a plausible way to Dangerous AI, which doesn’t use less probable events as “self-improvement”, “treacherous turn” and “superintelligence”. I discussed more of this in “Levels of self-improvement”(Turchin & Denkenberger, 2017b) and “Military AI as convergent goal of self-improving AI” (Turchin & Denkenberger, 2018c).

[bookmark: _Toc86616497]3.5. Declining computational complexity of omnicide
To measure the risk of the AI we also introduce the notion of the computational complexity of human extinction. It is widely assumed that only superintelligence (Bostrom, 2014; Yudkowsky, 2008) will be able to create a global catastrophe which kills all humans (omnicide), for example, by creating dangerous nanotechnology. However, killing everybody is in some sense a computational task—to find the simplest way to do so—and this may be used for blackmail or for any other agential reasons which we ignore here; see (Torres, 2016) for more information. 
The complexity of this task depends on the means available. For example, provoking global nuclear war may be relatively simple. There are several other possible ways to commit omnicide in computationally cheap ways, like creating a special biological virus, or some others we will not discuss here. However, these other ways seem technically feasible and do not depend on very advanced and computationally complex technology like molecular manufacturing or solving the protein-folding problem, contrary to the assumptions of Yudkowsky (2008). Instead, an AI may only need to find a way to rearrange several codons in the flu genome to create a superefficient pandemic virus, or several viruses (Turchin et al., 2017). 
The computational complexity of human extinction as a task for AI is declining as we create more powerful tools. For example, the development of new systems to read and synthesize DNA simplifies the task of creating dangerous flu for any bad agent, human or AI.
Thus, the lower is the computational complexity of human extinction, the simpler is the powerful AI that could cause a global catastrophe directly because of a wrong programming or indirectly by helping a “bad agent”. This means that a smaller future complexity of omnicide could be reached with lower and lower intelligence. Thus, superintelligence may not be required to cause a global catastrophe, but perhaps narrow AI or universal AI just above human level. (If extinction complexity is below human level, humans may kill themselves even without AI, by mistake in the use of already exiting weapons like in the case of accidental nuclear war). This trend, combined with AI capabilities growing, means that the threat of omnicide is fast approaching. 
To estimate the timing of the Dangerous AI, we need to find the earliest point in time where AI capabilities will reach the computational complexity of omnicide (it doesn’t mean that the catastrophe will happen at this moment, but it will become technically possible after that moment).

[bookmark: _Toc495331973][bookmark: _Toc510449043][bookmark: _Toc523660335][bookmark: _Toc504736910][bookmark: _Toc86616498]4. Different ways to estimate the earliest possible arrival of dangerous AI 
There are several distinct ways to estimate the timing of AGI, and some of them have been covered extensively (Constantin, 2017; Grace, 2017b; Kurzweil, 2006; Vinge, 1993). They are not completely independent, as polls are affected by observed technological trends. These ways will be explored in the next sections, 5-10:
 
· extrapolation of the technological trends in hardware (section 5) 
· growth in problem-solving performance (section 6)
· polling of experts (section 7)
· historical analogues (section 8) 
· analysis of general laws of acceleration of history (section 9) 
· use of the ideas of randomness of the moment of AI creation (section 10) 

We are most interested by the question: will different ways of prediction produce similar results and what they claim about possible timing of the coming of the dangerous AI which is able to reach computational complexity of the omnicide.

[bookmark: _Toc495331974][bookmark: _Toc504736911][bookmark: _Toc510449044][bookmark: _Toc523660336][bookmark: _Toc86616499]5. AI and hardware projection for next 5–15 years
[bookmark: _Toc523660337][bookmark: _Toc86616500]5.1. Hardware as a proxy of AI performance
There are several reasons why hardware growth is a good proxy of AI performance, and that when AI reaches an approximately human hardware level, it will also will have ability to solve most of the tasks that humans are able to solve:
- The current explosion in AI became possible after the appearance of cheap computational power from GPUs. Hinton named the availability of cheap computation power one of the few reasons for the current neural net revolution (Chklovski, 2017). Growth in hardware allows quick and cheap testing of new ideas in AI science.
- Humans have highest concentration of neurons in the cerebral cortex among other animals (21 billion), and only finned whale have an even larger neuron number (37 billion) (Mortensen et al., 2014); the growth of performance in animals strongly correlates with the size of the cortex. See also discussion by Cannell (Cannell, 2015) that if the brain is a “universal learning machine”, then hardware equivalence is more probable to deliverer full AGI.  
- Experiments with very large neural nets demonstrated performance grows logarithmically with the size of the net, and such growth outperform gains from architectural complexity. Google reached a state-of-the-art result with a 100 billion parameter (parameter = synapse) net in 2016 and is using it now for machine translation in Google Translate (Shazeer et al., 2017)  (more about it below); they have since started to experiment with a trillion parameter net. The adult human brain has 100-500 trillion synapses (Drachman, 2005), a number roughly equivalent to the neural net parameters.  
- Moreover, even if there will be almost no new ideas in AI, the growth of hardware will eventually result in the creation of a working model of the human brain via direct scanning and modeling of human brains. For example, in 2021, the exascale Aurora 21 computer will be used to create a map of the human connectome (Bouzd, 2018). 
We should note that hardware predictions are, in fact, conservative, as any algorithmic improvements will only shorten the expected timeline.

[bookmark: _Toc523660338][bookmark: _Toc86616501]5.2. Effects of hardware on AI progress
The hardware available for AI depends on multiplication of the effects of the three trends:
a) Continuous progress in chips manufacturing, that is, Moore’s law and its possible successors.
b) Growth of the total budget on AI research, allowing researchers to buy or rent more hardware.
c) Advances in AI-specialized hardware, which includes semi-specialized (GPU) and AI-only hardware (TPU and neuromorphic chips). 
OpenAI has published an article, “AI and compute” (OpenAI, 2018), where they showed that amount of computations used for the largest training runs of neural nets have been increasing with a 3.5-month doubling time and have increased 300 000 times from 2012 to the beginning of 2018. Such growth can’t be explained simply by improvements in hardware, but accounts for both the effects of the growth in funding and appearance of specialized hardware. Thus, it is a combined measure of all three trends. OpenAI conclude that the trend is likely to continue. 

[bookmark: _Toc523660339][bookmark: _Toc86616502]5.3. “Dangerous” level of AI Hardware
According to our criteria for dangerous AI, the hardware should reach a level close to the lower estimates of human brain performance, thus enabling an accelerated rate of progress, or at least the capability to create full world models and understand natural language, which is close to autonomous 5 driving capability.
Grace wrote that brain power estimations by different scientists is between 3 x 1013 to 1025 FLOPS (Grace, 2015), and median is “roughly 1-30x1016 FLOPS, with high uncertainty”. But as was said above, if we accept median estimation as our planning point, we are 50 per cent dead, and it is safer to take first 10 per cent of the distribution. Thus, we could take 1x1016 FLOPS (10 petaflops) as lowest safety margin, behind which human level performance will be possible. However, we are already above this level, as supercomputer Summit has 200 petaflops, and 3 exaflops in deep learning operations. However, having human-level performance is not equal to having a human mind, as even if we have correct model human mind, it will require extensive education. 

[bookmark: _Toc510449045][bookmark: _Toc523660340][bookmark: _Toc86616503]5.4. Future of Moore’s law and the new ways to overcome its limitations via multi-chiplets processors and lower per-computation price
Despite computer lithography is close to its limits, the progress in it is expected to continue in 2020s (Waldrop, 2016), so the slowdown will not affect AI’s perspectives in the near-term mode. Also, even if Moore’s law completely stops, the growth of total available computer power will continue because of continued manufacturing of the components, and their price will continue to drop as less money will go on new chips research. 
Actually, computer chips become cheap when they become obsolete; one of the first processor 8080 price fall from hundreds of dollars to cents in a decade [ref]. So, looking on the newest processors for cheapest computations is misleading. In 2020s we don’t observe this as we are in the chip shortage period; however, if no war in Taiwan will happen, this shortage will be overcome by market forces, as new fabs are building. 
Moreover, many new architectural solutions, like turn to graphic cards and FPGA, could provide additional acceleration on the chips with the same transistor count. Thus, even if Moore’s law stops, computer power (available for AI researchers) could grow several orders of magnitude.
A lot of work has been done already in assessing the expected growth in hardware. Grace estimated that “hardware prices (for single precision flops/$) appear to be falling by around an order of magnitude every 10-16 years” (Grace, 2017a), which seems to be a rather slow prediction, indicating that AGI will appear in the long term, that is, after 2035, however, appearance of GPU and other hardware acceleration methods allowed more AI-related computation power (matrix multiplication) from the same number of transistors on a chip. 
Moore’s law originally predicted doubling of the number of transistors on the largest chips every one year (1965), then every two years (from 1975), and this still holds: the largest chip in 2016 had 5.7 billion transistors; in 2017, NVIDIA unveiled its Volta V100 chip, with 21.1 billion transistors on a 815 mm² die (Walton, 2017). IBM has announced plans to start manufacturing chips with 30 billion transistor in 2020 (Nield, 2017). Cerebras built an AI-chip with 2.6 trillion transistors in 2021.
An increase in the number of transistors on a chip could be reached in two ways: either by increasing of the size of the chip, or by using smaller elements. Both of these parameters are close to physical limits. The price of large chips is growing very quickly as error rates increase and chips reach the limitations of current fabrication techniques. 
However, the main manufacturers of specialized processors used in AI like Graphic Processor Units (GPU) started to use several chips (chiplets) for one “processing unit”, which opens up a new way to overcome the limitations of a single chip. For example, Google’s TPUs are arranged in modules of 4 chips (Sato, 2017). 
Implementation of the extreme ultraviolet lithography opens the way for Moore’s law to continue up to the early 2020s (DeYoung, 2017), which could provide at least one order of magnitude increase of performance for a single chip, but the greatest increase will come from parallelization of many chips and architectural improvements. 
 Moore’s law will hit the physical limits of lithography technology in the sense of feature size somewhere in the 2020s, but that does not imply a limit to chips’ performance per dollar. The size of chips and number of chips in a processing unit could still grow, while manufacturing costs and energy consumption could diminish. 
While achievement of the smaller transistor’s size seems to slow down as new lithographic technologies becomes more expensive and implemented slowly, growth of cheap available computing power continues, because of:
a) Mass production and economy of scale.
b) Graphical processors are much easily paralleled, and single processing unit could now consist of several chips.
c) For AI applications, specialized hardware may be used which provide higher performance in AI related operations.
All this fuel rapid reduction of prices of hardware which is related to AI. 
While growth of the TOP-500 supercomputers seems to level off in recent years, it is not relevant for AI research which until recently was done on smaller computers optimized for deep learning and which performance is growing very quickly. NVIDIA released computer DGX-2 in March 2018 for $400K (Solca, 2018) with 2 Petaflop in deep learning performance which is said to be 10 times faster in neural nets training than the system DGX-1 from 2017 which cost $149K (this means 4 times increase of cost effectiveness in 1 year). While “deep learning performance” is not the same as typical performance because specialized accelerators are counted, this type of calculation is exactly what is needed for the current progress in AI. 
Moreover, the latest supercomputer, Summit, is equipped with deep learning capabilities up to 3 exaflops (Feldman, 2018a) and is intended to be used in the AI field.
There are several promising ideas that may increase performance of computers; some of them will probably be practical and may be implemented in 2020s:
· GPU growth. NVIDIA head Huang predicted that GPUs will outperform CPUs 1000× from 2010 to 2025, with their performance increasing 1.5 times every year (Patterson, 2017) and this trend mostly holds until at least 2018.
· TPUs and other types of specialized hardware. Intel has promised to increase neural net performance 100× by 2020 (from 2017) by use of specialized chip-accelerators they called Nervana (Mannes, 2017). The startup Graphcore promises a 100× increase over current performance with its “intelligent processing units” (Graphcore, 2017).
· 3D chips. A 3D System combining memory and computing cores on a chip may increase energy efficiency 1000 times and computational speed more than 50 times by 2021 by eliminating memory bottlenecks, according to DARPA (DARPA, 2017).
· Quantum computers are expected to perform above classical computers in the 2020s in some tasks, but the most interesting would be if they can be used to accelerate training of the neural nets, which would help AI applications. Quantum neural nets are now researched (da Silva et al., 2016). 
· FPGA. These programmable chips could combine the efficiency of TPUs with the speed of ordinary computers. Fujitsu claims to have optimized FPGA architecture to be 10,000 times faster (Fujitsu, 2016).
· Memristors. Memristors seem to enable more efficient neural networks (Du et al., 2017; Kaplan et al., 2018). They could be the basis for physical neural nets, which could be especially effective in inference, as each memristor will replace one synapse.
· Spiking neural nets. The TrueNorth chip from IBM provides 10 000× the energy economy of conventional chips and could solve the same tasks as ordinary neural nets after compilation (Hsu, 2014). IBM also invented in 2018 a system of analogues synapses, which provides 100 times the power economy, and also impose less load on the information transfer bus, as the synapses are trained “locally”, as in the human brain (Ambrogio et al., 2018).
· Non-von-Neumann architectures. DARPA is exploring a new type of computing which could offer a 1000× boost in computational power called HIVE which will “its ability to simultaneously perform different processes on different areas of memory simultaneously” and work with data graphs (Johnson, 2017). 
· Superconducting transistors could reach 200 GHz, which could enable computers capable of 1024 FLOPS in 2030, according to Dr. T. Sterling (Feldman, 2018b).
Other approaches are graphene-based chips, approximate computing, in-memory computations, superconducting circuits, photonics. Probably after 2020s will appear and become part of mass market photonics, gallium nitride chips (Nowakowski, 2017), superconducting chips, nanotubes, complex multilevel 3D structures, and powerful quantum computers.

[bookmark: _Toc504736912][bookmark: _Toc510449046][bookmark: _Toc523660341][bookmark: _Toc86616504]5.5. AI-related “Moore’s law”: growing budget for AI research helps outperform Moore’s law
The price of computation is important but it is not the only important factor; the total AI research budget of organizations must also be considered. Budgets were small during the “AI winter” of 1990s–2000s, but have since grown many hundred-fold, partially due to a new AI arms race. If China spends tens of billions of dollars on AI superiority, it can spend a large fraction of that budget on development of AI-related hardware. 
AI market growth is projected to be 57 percent a year until 2025 (Grand View Researсh, 2017). To support such rate, largest competitors need to invest in R&D even more. Given that total world market of hardware is around 1 trillion USD, according to OpenAI (OpenAI, 2018), there is room for growth of 2–3 orders of magnitude. 
Governments are not the only players in the field; tech giants like Google and IBM could order specialized computer chips (like TPU) for their software with turnaround times from one to several months. While owning a supercomputer is expensive, renting cloud computing time can be more cost-efficient, as one pays only for time used and there is no downtime. There are several AI-related clouds, including Google AutoML Cloud.
[bookmark: _Toc495331976]There are other issues with predictions based on hardware costs and budgets. Falling hardware prices are probably not adjusted for inflation, and if adjusted, will give steeper curves. As the global economy grows, a larger share could be spent on building computational power. Energy consumption is growing as a share of the total price of calculations. Increased availability of cheaper renewable energy and production of more energy-efficient chips could contribute to lower prices for AI development. Smaller computers require less space for datacenters.

[bookmark: _Toc504736914][bookmark: _Toc510449048][bookmark: _Toc523660342][bookmark: _Toc86616505]5.6. Specialized hardware outperforms current trends in the growth of computing power
The revolution in artificial neural nets came largely because of the growth of performance of GPUs, which was at one time specialized hardware for graphics-heavy applications such as computer games. In the 2010s, this formerly specialized hardware started driving computational performance and AI research. There are two types of AI-specialized hardware: semi-specialized, that is GPUs, which can also be used for other proposes; and fully specialized, i.e. ASICs (application specific integrated circuits). ASICs can provide performance several orders of magnitude higher if the exact type of needed calculation is fully known. In the current field of AI many different architectures are constantly tested, thus time of fully hardwired ASICs has not come. However, they could provide very large computational gains in inference of the already trained neural networks if they will be realized as physical neural network.
The power of ASICs could be illustrated by bitcoin mining networks as an example of how specialized hardware could be created in time to solve complex computational task when such a task is specified. (We remind the reader that we mention the bitcoin network only as an illustration, and do not claim that such a network could become AI or be used for other types of distributed calculations, as its data exchange rate is slow.) 
In January 2018, the Bitcoin network reached a computational power of 8 exahashs that is almost three times higher than at the beginning of 2017. It reaches 25 exahashss in March 2018 (Redman, 2018), 37 in June 2018, 61 in September 2018, i.e., it has grown almost eight times during the writing first version of this article. In 2021, it was 200 exahashs, so its growth has slowdown.
Each hash is a special mathematical function that requires many calculations (Connell, 2017). The net computational power doubling time has been around eight months for the last several years. If one hash were calculated on an ordinary computer, it would represent 12 000 FLOPS (Siluk, 2013). Thus, the total computational power equivalent of the bitcoin net would require 1023 FLOPS in the beginning of 2018, 60 times above the total upper limit of the calculation power of entire Internet as estimated by Grace in 2016. The total cryptocurrency network is even larger, as Bitcoin is only one of many “coins”. 
While bitcoin network is specialized for some type of calculation, the deep learning AI also relies on another special type of calculations and thus approximately the same size computer infrastructure could be built in a few years if similar financial initiatives will appear. The important difference is the need for high-speed information exchange between nodes, which could be partly solved by implementing 5G networks in the 2020s, with data speeds around 10 GB/sec. It is more likely to be addressed by implementing deep learning algorithms, which will enable more parallel training with less data transfer between nodes, like the evolution strategies suggested by OpenAI (Salimans et al., 2017).
Google’s Tensorflow TPU chips are one example of specialized ASICs for ANN. Some bitcoin hardware manufacturers have already turned to building specialized neural net chips (Businesswire, 2017). 

[bookmark: _Toc86616506]5.7. Why dollar-per-flops of a GPU is a wrong metric of hardware performance
If we compare GPU from 2010 and 2020 we could be surprised that the number of flops per dollar didn’t grow that dramatically. GPU grew from around hundreds of billions to hundreds of trillions of operations per second, but their price also grew from 100USD to 10 000, so total growth of the amount of computation a dollar can buy is not that impressive.
One reason why it is wrong metric is that for any GPU, one need a computer, a space where this computer is located, and electricity. A whole computer price is around 1000 USD, so the total price of the whole system with circa 2010 GPU will be 1100 dollars, and for 2020 it will be 6000 dollars. 

We need to take the whole costs in account to calculate total effectiveness of a GPU. Another important cost comes from the space where the computer is located. For a home computer of 2010s it is free, but as soon as we want something larger, it is a small data center. Small datacenters are not very cost-effective. For example, if sq. meter of a building costs 5000 USD, and the small datacenter with 10 old style GPU requires a full room of computers, the price of such room itself will be around 100.000 USD, and it is just for 10 GPU, each of which costs 100 USD. 

Such system will be also very energy-inefficient as there will be 10 computers, a commutation system between them and air-conditioning, which will be minimum 10kW of electric power. The price of electricity varies with data centres’ size: “The average annual data center cost per kW ranges from $5,467 for data centers larger than 50,000 square feet to $26,495 for facilities that are between 500 and 5,000 square feet in size.” Datacenters also could be located in places with lower price of electricity. 

A problem with owning a small data center is that you pay all cost upfront, but most time you will not use the system or it will be not enough at peaks of usage, and it will obsolete quickly. Larger GPU in data-centers allow a person to pay as you go. 

Thus, you need either just one very powerful GPU at home assuming that home is free, or it should be installed in a very large data center to be cost-effective. This explains explosion of cloud computing.

Largest consumers like Google, Nvidia and Tesla create their own hardware for their need and thus don’t pay for marketing.

There is another advantage of larger GPU: they have larger RAM which limits the size of models, and they have better communication between different modules, which helps to create even larger models.

All this means that even if the price for installed flops is the same, larger and more expensive GPUs produce significant economy as they require less space and energy and could train larger models.

[bookmark: _Toc86616507]5.8. Total computational power of the Internet grows quicker than the power of individual devices
For AI creation, not only is the price of computation important, but also the total available computational power. Even if Moore’s law is dead, the total available computer power may grow linearly as new hardware is built; similarly, the total computational power of the Internet is growing because the number of connected devices is growing as well as their connectivity. Grace calculated that the current speed of this growth is rather slow, based on the price of installed hardware, estimated at 2 × 1020–1.5 × 1021 flops, with grow of around 25 percent a year (Grace, 2016).
Another way to calculate the total computing power of the Internet is to calculate the actual number of connected devices and multiply it by the mean level of their computational power. However, most new connected devices are smartphones, which until recently had much less computing power. The iPhone X (2017), though, has a capacity of around 300–600 gigaflops, and is estimated to be more powerful than the newest MacBook Pro (Smith, 2017). The 2021 model with Bionic A15 chip has 15 trillion flops neural engine on board. The first iPhone, released ten years ago (2007), had a performance of only one 1 × 109 flops (Ojala, 2015). The number of smartphones in use is projected to grow around an order of magnitude between 2010 and 2020 (Ericsson, 2014).
 	This means that the total computational power of mobile networks grew approximately 3 orders of magnitude in 10 years, doubling every year. In 2020, billions of smartphones capable of performance similar to that of the iPhone X will be in use, meaning smartphones only may represent computing power of around 1021 flops. While smartphone markets will soon reach saturation, there are other markets of connected devices ready to explode, that is IoT and self-driving cars.

[bookmark: _Toc495331978][bookmark: _Toc504736918][bookmark: _Toc510449052][bookmark: _Toc523660343][bookmark: _Toc86616508]5.9. Conclusions about hardware
Computer power available for AI research is doubling much quicker than according Moore’s law because of combined effects of lowering computational prices and growing budgets. Not only Moore’s law didn’t die, but the price of computations started to decline in the much steeper rate after 2015 because of advances of GPU and TPU. This was overshadowed by high demand for computation and chip shortage in early 2020s; in other words, higher prices are driven by the demand from crypto and growing economy.
This trend could continue for several years even after Moore’s law in transistor miniaturization will be dead, and there are several ways how this trend could provide cheaper computational cost, including architectural improvement, economy of scale and more chips in a processor unit.
Thus, there is no hardware constraints to build human level AI now for large companies, like Google, and computer power, similar to the lowest estimation of human brain performance, is currently available even for the individual researchers via clouds.
However, training very large neural nets by conventional means could become prohibitly expensive because of scaling laws [ref gwern?]. 
From this follows that, the main limit for AI becomes algorithm’s performance, not hardware.

[bookmark: _Toc523660344][bookmark: _Toc86616509]6. Progress in neural net performance
[bookmark: _Toc504736919][bookmark: _Toc495331979][bookmark: _Toc510449053][bookmark: _Toc523660345][bookmark: _Toc86616510]6.1. Neural nets revolution dramatically increases the speed of AI progress
Neural nets were known for decades, but in 2012 they started to dramatically outperform other AI methods because of the implementation of two important ideas: training neural nets on very large datasets, like ImageNet, and the use of large and many layers neural nets, called deep learning, which become possible because of increased availability of cheap computing power with GPUs. 
The implementation of these ideas became possible due to the growth in graphic processor units, which provided a lot of cheap hardware for experimentation.
Transhumanists and futurists start to react to the neural net revolution only in 2014–2015. MIRI added machine learning agenda in its research priorities in 2016 (MIRI, 2016).

[bookmark: _Toc504736920][bookmark: _Toc510449054][bookmark: _Toc523660346][bookmark: _Toc86616511]6.2. Neural nets’ performance metrics have doubled every year since 2012
After the 2012, the performance of many metrics of neural networks started to double every year (AI Progress Measurement, 2017). Moreover, neural networks reached superhuman performance in some important areas in 2016–2017 according to these measurements. 
There are 5–10 doublings before human levels in some other important areas, which means that near-human performance could be reached in the 2020s, and potentially as early as 2023. ImageNet’s recognition performance increased from 27 percent error in 2011 to human-level performance of 5 percent error in 2015, reaching a 1.5 percent error rate by the end of 2017. A twofold reduction in error has occurred every 1.3 years (AI Progress Measurement, 2017). Similar progress has been made in street number recognition, handwriting recognition, speech recognition, and in computer and board games according to (AI Progress Measurement, 2017). Significant progress has also been made in computer understanding of text, but it still below human performance. 
The quality of machine translation in English-French pair increased, in BLEU score, from 37 (2014) to 41 (2017), while the professional human level is above 50. It grew to 46 in 2021. At this rate of progress, it would require six years (2023) to reach a point equal to human-level performance. 
Performance on the Stanford Question Answering Dataset has increased from 80 (2016) to 85 (2017), and to 90.9 in 2021, while the average human level is 93. It suggests that human level will be achieved in 2020s, despite some diminishing returns.
However, the progress in AI is not smooth: some fields generate most of return. In recent AI research, it was transformers and language models.

[bookmark: _Toc86616512]6.2.1. GPT-3 and the growth of language models
The most dramatic growth in AI area closes to AGI has happened in language models. In 2015 Karpathy wrote famous article “Unreasonable effectiveness of recurrent neural networks.” He shows that RNN with only 3 million parameters is able to generate grammatically correct text (Karpathy, 2015).
The progress in text-generating models was:
Karpathy’s LTSM:   2015:      3.5 mln parameters 
GPT-1            June 2018:      110 mln parameters 
GPT-2 in          Feb 2019:      1.5 billion parameters 
GPT-3 in         May 2020:      175 billion
Megatron-Turing Oct 2021      530 billion parameters 
If we take only GPT family, it grew with speed like 2 order of magnitude a year, but GPT-4 was not yet published, which means that it is either too strong or too weak, or too expensive to train. There were rumors that 100 trillions of parameters GPT-4 model is in work, but will be ready in a few years. 
If we take other data points, the growth of language models is more modest one order of magnitude a year and GPT-3 was an outliner. Anyway, even if language models grow 1 order of magnitude a year, they will reach 100 trillions parameters to 2024. 
Mattew Barnett wrote in 2021: “My result is a remarkably short timeline: Concretely, my model predicts that a human-level language model will be developed some time in the mid 2020s, with substantial uncertainty in that prediction.” He used analysis of text entropy.
Gwern explored scaling laws for language models and the growth of compute trends. He shows that GPT-3 is a big deal and that sub-human performance will be reached in 2020s. GPT-3 could be improved in many ways, so its performance is not the end. He expects that human level performance will require million time more compute than current models. He wrote: “If we assume compute follows the current trend of peak AI project compute doubling every 3.4 months, then 2.2e6× more compute would be log2(2.2e6) = 22 doublings away - or 22*(3.4/12) = 6.3 years, or 2027. (Seems a little unlikely.)” Lanrian also got 1 000 000 times increase of computation is needed to get from GPT-3 to human-level. But such amount of compute would cost more than trillion dollars in current prices and unlikely to be implemented. If we account for expected lowering of prices, it will be achievable only in 2030s.
GPT-n can’t be AGI itself, but it is very close to, as it is universal. There are several obvious ways how it could be augmented: by larger memory, by visual processing, as a robot mind or by a truth predictor.

[bookmark: _Toc495331980][bookmark: _Toc504736921][bookmark: _Toc510449055][bookmark: _Toc523660347][bookmark: _Toc86616513]6.3. Neural nets’ size 
Let us look at recent changes in the size and effectiveness of neural nets. The size (number of parameters, or connections, roughly equal to the number of synapses) of Google’s cat recognizer in 2012 was one billion, but they estimated that human visual cortex is has million times more synapses. The Google’s result is outlier, which just demonstrated the power of technology. In ImageNet leaderboard, the size of NN grew from 60 millions for AlexNet in 2013 to 14 billion in 2021 for a mixture of experts net, and the next one is 2.4 billions. So, the growth is relatively modest 50-250 times for 8 years, and at this speed 100 trillions of parameters will be achieved in 10-15 years, or in the middle of 2030s. 
But there are reasons to assume that there is a hardware overhang. In 2020 a few companies declared the capability to train neural nets up to 100 trillion parameters in size (Cerebras, Microsoft [ref]).
The human brain has around 100–500 trillion synapses (Drachman, 2005). If the speed of growth of the size of the best neural nets continues, a net with 100 trillion synapses can be expected around 2024. By saying "best nets" we exclude some very large simulations which have been done with less impressive results.
However, there is the problem of training such big nets. 

[bookmark: _Toc504736922][bookmark: _Toc510449056][bookmark: _Toc523660348][bookmark: _Toc495331981][bookmark: _Toc86616514]6.4. As training data sets grow, neural net performance increases logarithmically, and a human-size dataset may be able to provide human-level performance
One of first successes in deep learning came when the size of training data sets had grown dramatically, to around a million objects in the case of ImageNet. In the article “Revisiting Unreasonable Effectiveness of Data in Deep Learning Era”, Sun et al. showed that increasing training data set size 10 and 100 times, up to 375 million objects, produced a logarithmic increase in performance which reached the state-of-the-art level even with rather simple neural net architectures (Sun et al., 2017). Extrapolation of the metric used in the article gives near-perfect performance at the level of 100 billion images, equal to one million hours of video. 
To compare it with human performance, we introduce the notion of a “human dataset”, which is equal to all child lifetime experiences, estimated as ~100 000 hours (12 years) of video—surprisingly similar to the estimation of the human level dataset above. This dataset at 30 frames per second would be ~10 billion images, but there is great redundancy in these images. At the current rate of doubling of the size of the image database (8 months), the human dataset size will be reached in 5 doublings, 3–4 years, or 2021–2022. 
The use of such large datasets is technically possible, as more than 100 000 years of YouTube videos are available (Fortunelords, 2016). 

[bookmark: _Toc504736923][bookmark: _Toc510449057][bookmark: _Toc523660349][bookmark: _Toc86616515]6.5. Signs of self-improving and knowledge transfer in ML
In 2017 several important things happened which apply to the generalization of thinking algorithms. Google invented AutoML (Google, 2017), a machine learning system which predicts the best ML configuration for a given task. DeepMind unveiled AlphaZero (Silver et al., 2017), which was able to achieve state-of-the-art performance in several board games. Pretrained neural nets have demonstrated better ability to learn (Shi et al., 2017).
In 2018 Kurzweil and his team in Google (Cer et al., 2018) demonstrated transfer learning via whole sentences encoding into pretrained neural net, which is significant step after nets pretrained on the word level.

[bookmark: _Toc504736924][bookmark: _Toc510449058][bookmark: _Toc523660350][bookmark: _Toc86616516]6.6. There are other fields in AI research that could get a boost in the future
Most current success in AI research comes from neural nets, but there are many other neglected fields of AI-related science that could help to boost AI research. These include OpenCog, top-down symbolic approaches, genetic algorithms, brain modeling, hundreds of different already existing cognitive architectures, expert systems, analogues of Eurisko rule-modifying systems (Lenat & Brown, 1984), and Bayesian nets (Kendall, 2017). Many of these approaches are not feasible without access to large amounts of computer power. All of them could use modules created by neural net systems for some low-level processing and thus get a boost.

[bookmark: _Toc523660351][bookmark: _Toc86616517]6.7. Evolution of the “intellect stack”
Evolution of AI becomes possible because of evolution of the “intellect stack” promoted by NVIDIA, that is, a vertically interconnected system of chips, low-level computational language (CUDA), higher-level language for implementing neural nets, open libraries and open courses in Python and ML to attract more programmers to the field, as well as financial incentives. Any improvement in connection between levels produces large gains in total performance in the field. The increasing quality of the intellect stack means that its different levels may be replaced in a manner invisible to the end user; for example, IBM’s spiking networks could seamlessly perform algorithms prepared for ordinary networks (Levenchuk, 2017; Price, 2017).

[bookmark: _Toc523660352][bookmark: _Toc86616518]6.8. Jumps in algorithmic efficiency in neural networks
Even with all improvements in the intellect stack, neural networks are computationally intensive, which limits the size of the networks that could be trained, even on supercomputers. The main limits are the need to quickly accesses large DRAM, massive energy consumption, difficulties in parallelization, and long training times. However, there are several approaches which promises jumps in performance. We will list just a few recent ideas: 
· Binary neural nets. It turns out that lowering the precision of calculations does not worsen neural net performance. Simpler calculations, the extreme case of which is binary networks which use simple logical operations, eventually results in a loss of accuracy, but this loss can be compensated for by other means (Prabhu et al., 2018).
· Sparse Evolutionary Training, where not all neurons are connected, is a promising approach to quadruple the number of artificial neuron models on a computer. The authors state that current supercomputers could train nets with only 16 million artificial neurons (not parameters), but after implementation of the new training method, the number could reach 80 billion (Mocanu et al., 2018).
· Graph networks suggested by DeepMind could process graphs and be used for causation conclusions (Battaglia et al., 2018).
· Google Brain has reached a major learning time reduction with networks using attention (Vaswani et al., 2017).
· A “generative cortical network” could reduce the need for training data to just a few hundred examples (George et al., 2017).
· Pretreating of neural nets for quicker learning and knowledge transfer, which allows quick learning, like in OpenAI’s Reptile (Nichol et al., 2018).

[bookmark: _Toc510449060][bookmark: _Toc523660354][bookmark: _Toc86616519]7. Surveys of experts
There have been several surveys of experts about AI timing: 
In Klein’s poll in 2007 median was between 2030 and 2050 and first 7 per cent was before 2020 (Klein, 2007). 
In Baum and Goertzel poll in 2009 poll Nobel science level of AI is expected with 10 percent at 2020 and 50 percent at 2045 (Baum et al., 2011). 
Bostrom’s survey in 2012-2013, that is, before the current boom, gave median timing of high-level AI as of 2050 (Müller & Bostrom, 2016). 
Grace poll gave median time of AGI arrival is 45 years after the poll which was conducted in 2016, so it is around 2061 (Grace, Salvatier, Dafoe, Zhang, & Evans, 2017) with 6.25 per cent before 2022 and around 16 per cent to 2030.
Metaculus prediction market in 2021 gives 25 per cent of AI arrival before 2031 and 50 per cent to 2045.
	Different surveys at different times produce consistent results with median AI timing at 2050 (between 2045 and 2061) and several percent of probability around 2020. There is also small upward trend in estimation of median AI timing, probably, as experts update on the information that AI didn’t appear in the last 10 years in 2010s. 

[bookmark: _Toc495331983][bookmark: _Toc504736926][bookmark: _Toc510449061][bookmark: _Toc523660355][bookmark: _Toc86616520]8. Historical analogy with the nuclear arms race
A possible historical analogue of the current situation in AI is the nuclear arms race in the 1940s. From the discovery of radioactivity in 1896, nuclear research was rather slow and minimally funded. The idea of the nuclear chain reaction was invented by Szilard in 1933 (Smith, 2007), and it was only after discovering the ability of uranium to fission in 1938 scientists understood that nuclear weapons could be created. This motivated Einstein and several other scientists to write a letter to Roosevelt in 1939 which eventually gave rise to the Manhattan project in 1941. The financial and scientific investments in nuclear research grew by many thousand-fold at that time.
The actual start of Manhattan project was in January 1942; it required only 3.5 years to create the first nuclear bomb. It was around 6 years after the creation of the first nuclear bomb when the cobalt bomb, which could be able to kill all humanity, was conceived by Szilard (Smith, 2007). Teller worked on a 10 gigaton (not mistake) bomb around 1960, until the project was canceled (Wellerstein, 2012). So, from Einstein’s letter it took only 6 years to create the first bomb and 23 years until the Cuban missile crisis and the multimegaton bombs of the 1960s. 
The accepted date of the beginning of the deep learning revolution is 2012 (Felsberg, 2017), and its effect could be compared to the discovery in uranium’s ability to fission in 1938. The importance of AI as a weapon has become more and more accepted (De Spiegeleire et al., 2017). Putin said in 2017 that the creator of AI will be the ruler of the world, and China sees an AI as a unique strategic opportunity for global domination (Putin, 2017). 
[bookmark: OLE_LINK2]	So, we see that after the idea of a new powerful weapon was conceived and supported by an arms race, it took 4–6 years to weaponize it. It was thought there might be a risk of igniting Earth’s atmosphere during first nuclear test, later proved false. However, in 10–20 years global catastrophic nuclear war became a real possibility.
	2017 can be thought of as the new 1939, when major players started an arms race to nuclear power. China wants to become the main player (Ding, 2018). If the nature of arms races is generalizable, it would mean that military-grade AI—like a complex system of espionage, planning army management and military robots as described in (De Spiegeleire et al., 2017) and universal AIs potentially able to catastrophic “chain reaction” of self-improvement—will appear somewhere in early 2020s. The date coincides with our estimates for neural net development to near-human level.

[bookmark: _Toc495331986][bookmark: _Toc504736927][bookmark: _Toc510449062][bookmark: _Toc523660356][bookmark: _Toc86616521]9. All hyperbolic future growth projections converge around 2030
There are several independent projections of the future of humanity based on the idea of the hyperbolic acceleration calculated based on different historical trends (Table 1).

Table 1: Different hyperbolic predictions for the emergence of AI.
	Prediction by
	Initial prediction date of infinity
	Updated date based on recent data points
	Human-level AI and the start of pre-singularity turbulence
	

	Foerster, 1960
	2026
	
	
	

	Vinge, 1993
	2005-2030
	2030
	
	

	Panov- Diakonov, 1994
	2004
	2024
	2021
	

	Schmidhuber, 2006
	2040
	2036
	2030
	

	Mean
	2019-2025
	2030
	2025
	




In 1993, Vernor Vinge famously predicted the technological singularity (AGI) and said that he would be surprised if it were to happen before 2005 or after 2030 (Vinge, 1993). In 1960, Foerster created a model of human population growth called: “Doomsday: Friday, 13 November, A.D. 2026” (Von Foerster et al., 1960). According to him, at that date, human population will approach infinity if it grows as it has grown in the last two millennia. Korotayev (Markov & Korotayev, 2009) created an explanation of this law as a solution to a differential equation, where the speed of innovations is proportional to the square of population, and population is proportional to innovation’s ability to support a larger population. However, Korotayev’s law stopped working as early as the 1960s because humans cannot replicate that fast. If we could count population as a total of humans and computers, we could see that this total population is still growing very quickly, as most people in developed countries own multiple computers in the form of phones, TVs, game consoles, cars, and PCs. 
In his recent article, Korotayev made a revision of the different predictions about singularity, which all converge around 2027-2029, however, he concluded that this means only the end the past trends and the beginning of global slowdown (Korotayev, 2018).
	Panov (Panov, 2005) (based on works of Diakonov and Snooks) charted scientific revolutions and created a law that predicts the timing of each revolution. His hyperbolic law is presented as dates of technological revolutions, where each of them occurs in a period 2.67 times shorter than the previous. His last reference points are 1830 and 1950 (marking the first and second industrial revolutions), and his singularity point is at 2004 ± 15 years. Each data point is the end of a large geopolitical epoch and the beginning of the new technological epoch. However, if we extrapolate his law based on his last data points, we obtain the following dates: 1994, 2011, 2017, 2020, 2021, with infinity reached in 2021. 
	Interestingly, 1994 and 2011 each nearly coincide with a technological and a geopolitical revolution. The former year, 1994, is close to the end of Cold War and to the beginning of the Internet revolution; the latter, 2011, is near the beginning of the neural net revolution and what is called the 4th technological revolution (Schwab, 2015). There were also geopolitical changes including growth of China as a global player and the Arab Spring. If we correct the last points based on actual data, that is, if we use 1991 and 2012, the next revolutions should be expected in 2020, then 2023, with the singularity at 2024.6. Covid pandemic started in 2020 and it changed the way we live, but there is no other signed of significant acceleration of history at the end of 2021.
	Schmidhuber estimated in 2006 by extrapolating from history that the “Omega” point (another term for technological singularity) will be reached in 2040 (Schmidhuber, 2006). He used similar but different data points than Diakonov-Panov. He also predicted that AI would reach superhuman visual recognition in 2020, which appears to be true. 
Predicted mean timings based on historical data are presented in the bottom row of the Table 1. While the uncertainty of such predictions is large, the 2020s may be the start of a very dangerous pre-singularity period in which changes could happen very quickly and include war and other catastrophes. Bostrom called it turbulence in society caused by the growth of AI (Bostrom et al., 2016).
	Acceleration moved from Moore’s law to neural nets’: the doubling time declined from two years in chip size to one year in neural net performance. Hanson has predicted that after human-level AI appears, doubling time will be around one month (Hanson, 2016). On larger timescales, Moore’s law looks not exponential, but like part of a hyper-exponential curve, as in the beginning of the twentieth century its doubling time was four years (Kurzweil, 2006), in the second half it was around two years, and in the age of neural nets it is one year in AI-related hardware as we discussed above in section 4.1.
Hyperbolic future predictions do not take into account the possibility of existential catastrophes which could prevent reaching the singularity point. This could be analogous to the way in which an object falling into a black hole will never reach its singularity but will be destroyed near its Schwarzschild radius. We call such a growing probability of catastrophes “oscillations before the singularity”. Thus, even as most hyperbolic predictions put the singularity at 2030 ± 5 years, such an existential catastrophe could happen several years before. 

[bookmark: _Toc504736928][bookmark: _Toc510449063][bookmark: _Toc523660357][bookmark: _Toc86616522]10. AI timing predicted based on the randomness of the moment of AI creation
[bookmark: _Toc523660358][bookmark: _Toc86616523]10.1. The growth of the probability to find ground-breaking idea
Yudkowsky (Yudkowsky & Hanson, 2008) suggested that the appearance of AI depends not on the availability of hardware, but on appearing of one crucial idea, and that this makes AI unpredictable. However, the probability of such an idea appearing depends on the number of researchers. 
The number of students enrolled in major universities to study machine learning grew around tenfold from 2007 to 2017, and the number of AI-related papers, which is the lagging indicator, grew nine times from 1996 to 2017 (Grey, 2017).  Future investment in AI is expected to grow, with the AI market projected to grow 57-fold between 2016 and 2025, implying an order of magnitude increase in the number researchers over the same period (Feldman, 2017). 
The creator of Keras estimated that the number of neural net researchers has grown from 10,000 to one million from 2015 (Rosebrock, 2018), implying an order of magnitude growth in a year, but the total number of programmers in the world is around 25 million, which puts an upper limit on such growth.
Thus, the number of AI researchers is currently growing exponentially, increasing around an order of magnitude every decade, with a doubling period of around 2.2 years, surprisingly similar to the rate of Moore’s law. If ideas come to researchers randomly, then the probability of Yudkowsky’s “crucial idea” is also increasing exponentially with the number of researchers. This means that 100 years of “linear” AI research without such growth will be condensed into 10–15 years. If we assume the start of AI hype in 2012 and “normal”, “for sure” predicted timing of AI as up to the end of 21 century, as it appears in some polls, then such an increase of the number of researchers because of hype will move the first appearance of AI to 2022–2027. 
However, the creation of new ideas has diminishing returns, as it becomes impossible to read all new papers in the field and test all ideas. In addition, most ideas currently tested in the deep learning field have been well-known since at least the 1990s, but at that time the hardware capacity to test them did not exist. Ideas alone, without ability to quickly test them, are rather useless, but the growth in the number and the power of AI-specialized computers will lower the costs and time for testing even “crazy” ideas, and thus more ideas will be tested.
Alternative view is “bitter lesson” that not an idea, but raw computational power ensures progress in AI. As we show above, we will have enough computational power to train and run human-level AI in 2020s. 

[bookmark: _Toc523660359][bookmark: _Toc86616524]10.2. AI timing prediction based on my random location between the beginning of the research and its end
There is an even more speculative way to predict the future based on the logic similar to the Doomsday argument, which the author have previously discussed in (Turchin, 2015). We could use the mediocrity principle, that is, we, as observers of AI development, are randomly chosen somewhere between the beginning of AI research (in 1951) and the future moment of AI creation. According to Gott’s formula (Gott III, 1993) for predicting the future duration of a process based on the random moment of its observation, in that case, AI will be created with 50 percent probability in the next 67 years (2018 - 1951 = 67), or in 2085 (which is surprisingly close to the median estimate of 2062 for the timing of AI’s appearance by Grace’s poll (Grace et al., 2017)). However, this prediction is based on the assumption of a linear distribution of the probability of AI appearance within the entire period and of our observation of that period. If we consider that the number AI researchers has grown 10 times recently, and assume that this corresponds to 10 times increase in the probability density of finding correct idea about AI, the period before AI could be 10 times less, that is ~7 years from now, or 2025. 
Alternatively, if we look at the probability that we will ask the question about AI timing using DA, it is distributed not randomly, as there are more people who knows anthropic reasoning to the end of that period. The idea of anthropics appeared only in 1973 when it was suggested by Carter, and becomes popular in 1990s and especially after advent of the internet and LessWrong blog where it is often discussed. Thus, I am exponentially more likely to be located closer to the end of the period when AI is in development, which implies either AI creation in 2020s, or the end of the world by some other global catastrophe soon; doubling period of interest to anthropics is between 5 and 10 years (Turchin, 2018)
This is just a speculation, of course, but it demonstrates that replacing a hardware -based prediction with prediction based in the random generation of some crucial AI-related idea does not change the estimated time of AI arrival.



[bookmark: _Toc504736930][bookmark: _Toc510449067][bookmark: _Toc523660361][bookmark: _Toc86616525]11. Uncertainty in AI predictions
Above we show that different methods of predicting the timing of the emergence of AI give an earliest date of arrival for Dangerous AI in the period around 2025, but it is known that predicting AI is very difficult (Armstrong & Sotala, 2015). In our case, however, this is not a simple prediction, and not even directly about AI. It is not a prediction about the timing of the first AI, but of the beginning of a period of significant existential risk. 
When we say “around 2025” there is still uncertainty plus or minus a few years around that date, and thus we reframe as more valid “before 2030”. However, if we want to create effective instruments to keep Dangerous AI at bay, we have only a few years, not decades.
Another factor that makes our predictions uncertain is the possibility of future “black swan” events, which could be geopolitical, like war, or technological, like a sudden insurmountable technological obstacle or change in technological evolution in an unprecedented direction. Some black swan events could accelerate AI progress, like changes in the leading type of AI from neural nets to something else. Others could decelerate AI, like a severe AI winter connected with hype depletion, or obstacles connected to semiconductor technology. Technological black swans occur with a frequency of about once around a decade (Taleb didn’t exactly state it but his examples, like appearance of internet and 2001 terroristic attack 10 years distance between them (Taleb, 2007); also there is a point of views that in more complex systems black swan events are increasing in frequency (Ormerod, 2007)) thus, we could expect that all trends will continue for next few years, but not next 10–20 years.
It all means that we have some predictions about AI which are enough for us to worry about AI catastrophic risks, but not enough to be sure that AI will appear. As it is not easy to quantify the level of the probability above which we should worry, or the actual probability distribution of AI appearing, or its uncertainty, we could use a non-digital presentation of the risk levels, as discussed in (Turchin & Denkenberger, 2018b), and we could state that there are risks significant enough to pay attention to of dangerous AI appearing before 2030, which corresponds to the “yellow level” in the color-coded scale of risks (Turchin & Denkenberger, 2018b).

[bookmark: _Toc86616526]12. Infra-human AI level, and its difficulties

[bookmark: _Toc86616527]12.1. “Robotic brain” as next milestone
The ultimate milestone of neural nets development is something akin to home robot brain. It will be mostly driven by large demand from self-driving cars, military and home robotics. It will combine several features, like the ability to understand commands in human language in correct context, create a model of the world based on the sensory information and support walking. Basically, it is AGI built from known algorithms (see https://arbital.com/p/KANSI/).
The “Turing test” for such robot is its ability to prepare a breakfast. It still may be not conscious, or will be bad on modeling human emotions or philosophy, but it needs human language understanding + human world model understanding. In 2021 we seems to have first ingredient in the form of language models. Google suggested in 2021 “pathways” as an approach to multisense AI, and Open AI also is working on multimodal GPT.
Such system could be built by fine-tuning many already existing algorithms and will probably not require solving any secret problem of the intelligence. The road to such system in next 5 years seems pretty straightforward, but what will happen next is less clear. 

[bookmark: _Toc86616528]12.1.1. What is the threshold of independent AI self-improvement and how far is it from the basic robotic brain?
The AI on robotic brain level will not able to independently self-improve, but surely will able to create self-improving loops together with humans. This will give traction to power the self-improving organizations. 
Several problems must be solved before unlimited self-improvement, which I discuss in “Levels of Self-improvement” (Turchin & Denkenberger, 2017b), including the problem of correct measurement of improvement and bugs prevention. Both requires growing amount of testing, especially for “messy AI”, which can’t be mathematically proved, and could limits its improvement ability, by either increasing failure rate or exponential growth of internal testing time. One type of errors is that situation when presumably infrahuman AI is failed to replicate expected human behavior, or human level judgments etc. 
So, the robotic brain needs to be hand-polished before it will be able mimic humans 99.9 times. The problem seams eventually solvable, but it may require years to go from infra-human level to above-human performance.

[bookmark: _Toc86616529]12.1.2 Could AI get a strategic decisive advantage without SI?
AI may be used as geopolitical game-solver, but correct world-model is needed. 

[bookmark: _Toc86616530]12.1.3. What is the threshold of dangerously powerful AI relative to the robotic brain?
It seems that even narrow AI may become very useful and cheap instrument to build dangerous weapons in bio and nanotech. Robotic brains could be safe robot-solders, but some bio-oriented narrow AI may be dangerous instrument in the hands of bioterroists. 
Thus, first types of powerful Dangerous AI may appear in 5 years, but independently self-improving AI is like 10 years from now, closer to 2030.

[bookmark: _Toc86616531]12.1.4. Self-driving car as a pathway to the “robotic brain”
Despite the name “robotic brain”, the most direct way to the near-human AI is likely not from human-like robots (recently, 2021, promised by Tesla) and even not from robodogs, but from the self-driving cars.
The reason for that that the car must act in the real time and in real world, and there is a strong market demand for full self-driving. But level 5 self-driving is likely a AGI-equivalent task, as it requires very good understanding of the world, as well as text commands from the driver, police and street signs. Self-driving cars also require ethics from the start, as their decisions could kill people.

[bookmark: _Toc86616532]12.1.5 Inference could be made cheap via special chips
Training AI is the most expensive thing, but inference also costs much. However, if no changes are expected in the trained AI, the resulted neural net could be made lithographically as single chip where each neuron and weight is in hardware. There are other ways for cheap inference including optic chips.

[bookmark: _Toc86616533]12.2. The non-human nature of human-level AI
Often, AI reaches human-level or above human-level performance using completely non-human ways of optimization. For example, the brute force search algorithms could find a winning strategy in some game, like chess, completely not using human style of thinking, like the use of symbols, planning etc. In the most cases, where AI is comparable with humans in result, it is completely non-human in the ways how it reaches them. 
The main problem of non-human human-level AI (NH-HLAI) is that it makes mistakes in completely non-human ways, which creates unpredictable risks. 
The “good convergence” hypothesis: universal robotic mind converges into human-like AI.

In other words, to be intelligent is the same to be a human, and any non-human intelligence will be less effective in human-important areas, like the actions in human world. It is good, because it will be understandable for humans, and if it fails, it will fail in the ways obvious to human, so it could be predicted, detected and avoided. However, the hypothesis probably not true, and when the opposite is true:

“Bad alternative” hypothesis:
Universal human-level AI is possible by completely non-human ways of optimization and problem-solving, and it is also cheaper and simpler than modeling a human mind.

In that case, its performance will be not always equal to human but will be very superhuman in some areas, and inferior to humans in other. For example, better in math, but worse in common sense logic. Such AI will be dangerous.

[bookmark: _Toc86616534]13. “Self-improving organizations” as a step to self-improving AI with humans in the loop
Biggest AI progress is now happening inside "self-improving organizations" where they create software that helps them to design another software and the main example of them is Google and Elon Musk’s cluster of startups (Tesla, Neurolink and SpaceX), which are very conscious about constant self-improving.
 Google created neural nets able to design other neural nets, but humans are still needed in the loop in many steps of such proto self-improving process. "In our approach (which we call "AutoML"), a controller neural net can propose a “child” model architecture, which can then be trained and evaluated for quality on a particular task.” html  

The advantages of SI-organizations in AI creation:

•	Use of additive nature of human intelligence.
•	Use of money and market forces to attract best minds.
•	Large existing computer net and database.
•	Will of the goal-oriented leader.
•	Pressure from the market forces.
•	If AI ideas appear unexpectedly (like black swan), organisations still have advantage, as they already hired best minds or could buy startups.
•	Easy money for marginal costs for the realization of the projects.
•	Able to design their own hardware 
•	Able to change internal structure to get maximum effect (social engineering).
•	Could test many ideas simultaneously.
•	Could use corporate culture to affect minds of people and make them more effective.
•	Could use large non-AI related revenues to fund long-term research projects.
•	Highly prestigious employers are able to attract best minds.
•	Use of PR and promises to attract resources (Musk).

Rivals of the self-improving organization in AI creation:

•	Individuals
•	Startups
•	Universities
•	Governments


Self-improving organization and AI risks:
•	AI is distributed, so most boxing solutions will not work.
•	Internal theft or value function hacking.
•	In the case of China, largest IT companies may have larger level of integration with government and defense. The same is true for Russia, and much less for US. Baidu is de facto owned by government, which may compensate their lag to US in creation of the military AI.
•	SI-organizations are probably effective in acceleration of AI research.

Benefits from the point of AI risk:

•	SI organization could get the decisive advantage without eliminating humans from their jobs inside the system.

•	Public opinion pressure makes them create AI safety advisory boards.

•	They can’t pursue dangerous (and non-economic, that is not about money) goals legally (“don’t be evil”). But military AI and small secret groups could have global non-economic goals. However, large pressure of companies exists now to promote important social topics, like climate change.

The problem of integration with government defense and military:
•	Most likely Baidu is directly and indirectly owned by the government of the People's Republic of China


[bookmark: _Toc86616535]14. Dangers of AI in near-term AI scenario

[bookmark: _Toc86616536]14.1. Risks of Narrow AI
I explored such risks in details in the article “Classification of the global risks of AI” (Turchin & Denkenberger, 2018a). In short, there are several main risks:
1)	Narrow AI viruses affecting hardware globally (Example: Self-driving cars start to hit humans; planes crashes into nuclear power stations.)
2)	Failures of military AI, including accidental nuclear war, or war between side in AI arms race (and losing party may use nuclear weapons again wining party, as it will soon lose its excellence)
3)	Narrow AI helps to create other powerful weapons, which could be used as instruments of war or terrorism. (Example: narrow AI helps bioterrorist to construct deadly virus).
As we discussed above, computational complexity of the task of human extinction is diminishing, and the power of AI problem-solving ability is increasing. It means that in some moment AI will be able to solve such tasks. 
However, the ability does not mean necessity, as “doomsday agent” (Torres, 2016) or chain of events is required, which would result in dangerous application of AI or it’s misuse. For example, global nuclear war was possible for decades, but didn’t happen.
Anyway, if powerful AI system will be widely available, there will be many agents, and the law of big numbers will result in all possible applications.

[bookmark: _Toc86616537]14.2. Mildly superintelligent, non-self-improving AI gets strategic advantage – or start AI war
Basically, it will be what Paul Christiano called “prosaic AI”. Calling it mild superintelligence we mean that it is 100s or 1000s of times above human level (but not trillions) and that its abilities are not uniformly above human level, so it may need assistance form human in many tasks (from manufacturing to programming).
Such system may get strategic advantage in military terms by constructing to their owners powerful weapons (robots, bio and cyberwepons as well as effective strategic planning and game winning ability.) Strategic advantage is a pivotal act which gives one power over the world or result in global war for AI domination, of there are 2 rival AIs.
The war between two superhuman AIs is a global risks situation (even if they remain aligned with goals of their creators), because it would produce very quick, unstable arms race, which would produce weapons, enormously exceeding nuclear weapons and because both sides could blackmail each other using Doomsday weapons. If there are more than two sides, the situation will be even more unstable, though coalitions are likely.
A combination of even mild superintelligence with resources of a national state with nuclear weapons, like China, is major shift of global power.
Even if such prosaic superintelligence is under control of humans, it will drift away from it as war and arms race will accelerate. It may have to take quicker and complex decisions which it will not have time to explain to humans. 
[bookmark: _Toc86616538]15. What could be done to mitigate the risks of AI in the near future?
First, what we can’t do: there is no time to create perfect AI from scratch or perfect AI safety theory for that AI and persuade all players to implement it. Maybe extreme acceleration of such efforts will be able to produce perfect benevolent and rally superintelligent AI which will be able to unite humanity peacefully.
There is also impossible to ban AI, because it is seen as a weapon. 
One idea which has merit is to concentrate research of AI in UN, like creating CERN for AI. 
[bookmark: _Toc495332001][bookmark: _Toc504736932][bookmark: _Toc510449071][bookmark: _Toc523660362][bookmark: _Toc86616539]Conclusion
Our analysis of current computer hardware and neural net development implies that Dangerous AI could appear in 2020s. This probability is not certain but it is enough to start paying attention to the risks posed by AI and to prepare some adequate safety measures for local and global control of potentially dangerous AIs.
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