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Abstract: This article examines risks associated with the program of passive search for alien signals (SETI — the Searches for Extraterrestrial Intelligence). Here we propose a scenario of a possible vulnerability and discuss the reasons why the proportion of dangerous signals to harmless ones can be dangerously high. The scenario consists of finding a radio-signal, which transmits information about a computer and a program to it. If humans will build this computer and run its program, it will be an AI program able to learn and self-improve, and promising interesting opportunities to humanity, like connection to large galactic databases or solving human problems, but which value system will be opaque. Its final goal will be to convert Earth into another transmitter that is it will exhibit viral behavior. It will probably exterminate humanity during this process. Different scenarios of SETI-attack propagation depend of density of naive civilization in the universe, their extinction rate, size of Seed AI and maximum speed of interstellar travel. The extinction risks from SETI attack could be estimate in 1 per cent based on some reasonable assumptions. I also consider different measures to lower such risk. But if our expected near-term extinction probability is very high, than it may be reasonable to start Alien AI (if it will be found and downloaded) as it could be sent by alien “effective altruists” to save other civilizations from extinction.
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[bookmark: _Toc341453683]1.Introduction 

The idea that passive searches of extraterrestrial intelligence (SETI) can be dangerous is not new. Famous physicist Fred Hoyle suggested in the novel "A for Andromeda” (1962) a scheme of alien attack through SETI signals (which I will name “SETI-attack”). According to the plot, astronomers receive an alien signal, which contains a description of a computer and a computer program for it. This machine creates a description of the genetic code, which leads to the creation of an intelligent creature – a girl dubbed Andromeda, which, working together with the computer, creates advanced technology for the military. The initial suspicion of alien intent is overcome by the greed for the technology the aliens can provide. However, the main characters realize that the computer acts in a manner hostile to human civilization and destroy the computer, and the girl dies.
Hans Moravec in the book "Mind Children" (1988) offers a similar type of vulnerability: downloading a computer program from space via SETI, which will have artificial intelligence, promising new opportunities for the owner and after fooling the human host, self-replicating by the millions of copies and destroying the human host, finally using the resources of the secured planet to send its ‘child’ copies to multiple planets which constitute its’ future prey. Such a strategy would be like a virus or a digger wasp—horrible, but plausible. 
In the same direction are R. Carrigan’s ideas; he wrote an article "The Ultimate Hacker: SETI signals may need to be decontaminated " (2004), and expressed fears that unfiltered signals from space are loaded on millions of not secure computers of SETI-at-home program. But he met tough criticism from programmers who pointed out that, first, data fields and programs are in divided regions in computers, and secondly, computer codes, in which are written programs, are so unique that it is impossible to guess their structure sufficiently to hack them blindly, without prior knowledge. (But in 2016 it was found the specially designed attack could break through its memory region, “Hardware Bit-Flipping Attacks in Practice”, https://www.schneier.com/blog/archives/2016/10/hardware_bit-fl_1.html)
After a while Carrigan issued a second article: "Do potential SETI signals need to be decontaminated?" (2006). In it, he pointed to the ease of transferring gigabytes of data on interstellar distances, and also indicated that the interstellar signal may contain some kind of bait that will encourage people to collect a dangerous device according to the designs. Here Carrigan didn’t give up his belief in the possibility that an alien virus could directly infected Earth’s computers without human ‘translation’ assistance. I think that it is implausible, but human help is reachable. 
In 2006, E. Yudkowsky wrote an article "AI as a positive and a negative factor of global risk", in which he stated: 
· Introduced the notion of “Seed AI” – embryo AI – that is a minimum program capable of learning and runaway self-improvement with unchanged primary goal. 
· Seed AI can evolve extremely quickly
· It could easily outsmart humans and take over the world
· Risks of AI are underestimated
· It is impossible to keep AI in the "black box"
· It is impossible to recognize dangerous intentions of an AI in advance
Nick Bostrom wrote the book “Superintelliegnce” in 2014 where he outlined risks of AI with similar set of ideas.
Steven Hawking expressed concerned about risks of contacts with aliens. http://www.space.com/29999-stephen-hawking-intelligent-alien-life-danger.html 
Some other influential works of fiction also exploited the idea of SETI risk. Vernor Vinge’s novel “A fire upon the deep” shows the risk of Alien AI found as a result of space archeology. In Sagan’s “Contact” aliens sent description of a mechanism, and it is not AI, but a worm-hole transporter; the characters discussed possible risks, but decided that aliens could find simpler ways to destroy life on Earth. In S.Lem “His Master’s voice” they find a message, which looks like to have some form of intelligence in it, but it is found to exist primordially as some Universe’s DNA code.
SETI is growing together with quality of the astronomical instruments and computer power to analyze their data. It results in the fact that we are able to find aliens on bigger and bigger distances if they are there.
(The “stars checked” don’t mean that they were thoroughly investigated on level enough to exclude 1 level civilizations.)

	Year
	Number of stars checked

	1960s
	2

	1970s
	100

	1990s
	Near 5000

	2010s
	Millions (projected)



The number of the projects searching for alien’s radio-signals is growing.
Pol Allen created Allen telescope array for SETI search. https://en.wikipedia.org/wiki/Allen_Telescope_Array 
Russian billionaire Yuri Milner in 2015 promised to give 100 mln USD on SETI research, which will make it much stronger. They will examine 1 million stars, as well as search for other signs of alien activity, like laser flashes.
The interest to the SETI has grown after KIC 8462852 in 2016 star exhibits strange patterns of light change, as if it is overshadowed by something irregularly. Some thinks that it may be elements of Dyson sphere, which is being built by aliens. The star is 1600 light years from the Earth, which seems too close for SETI attack. 
The distance and number of stars, which are covered by SETI search is growing. But really important is search not of complex radiotransmissions, but of beacons, which could find by astrophysical instruments, and several beacon candidates have been found in recent years, that is Fast Radio Bursts and dimming starts with complex patterns, like KIC 8462852.
Nick Bostrom suggested that to create safe AI we must make it imagine what benevolent alien AI would send to us, or even make it to search for alien beacons. He called Hail Mary approach.  http://www.nickbostrom.com/papers/porosity.pdf 
The risks of passive SETI received much less attention as risks of active SETI, known as METI. https://en.wikipedia.org/wiki/Active_SETI#Potential_risk 
But in fact passive SETI is more dangerous, as the risks are immediate, could come from larger distance which includes many more stars and civilizations, and also because SETI-attack will be naturally selected to be most malicious (more below).

[bookmark: _Toc341453684]2. Main premises of the possibility of SETI-attack
Lets assume for the sake of the argument that two main premises are true:
1.) Strong artificial intelligence (AI) is possible as classical computer program of finite size (And its size is small enough to be transmitted by radio-channels or other means of communication. This requirement is even too strong. Alien AI doesn’t need to be full artificial intelligence, able to pass Turing test, having consciousness, be creative. It just has to be able to win in several games against humans, and has superhuman expertise in the fields of astrophysics, electronics, computer science and game theory. Contemporary computer programs routinely win in the narrow fields like chess, so such requirements seems to be probable. So we could call Alien AI – polymorphic virus with machine learning. It will be able to learn 99 per cent of human language, which seems plausible based on recent success of neural nets. The requirement for full superintelligence is overshot, which raises philosophical controversies, not relevant to risks. If quantum computer or biological computer is needed for AI anyway, alien message may describe the ways to construct them.)
2.) Technological extraterrestrial civilizations exist in the visible universe. (And they are close enough to send large amount of data, but far enough to make it difficult to them to travel physically to Earth).  The fact the SETI-research is happening is based on idea that other civilizations exist with some non-negligible probability. Even if Rare Earth explanation is most probable, the small probability of exiting of other civilizations is dominating risk analysis landscape.
While the main premises are possible based on current scientific knowledge, specifications in brackets need more clarification, which we will address further, after we discuss the possible structure to the SETI-attack. 
But we could say now that they are somehow mutually exclusive, as sending large amount of data requires that aliens should be near to Earth, but the inability to travel to Earth require that they will be far. 
Latter we will show that it depends of the size of the smallest Seed AI. If it is small, like less 1 Gb, or very small, like 10 megabytes, there are plausible ways to send such data on billion light years distances, which will be discussed (galactic picture).

[bookmark: _Toc341453685]3. Interstellar radio-transmission information density and the size of AI

3.1. Sending gigabytes of data on interstellar distances
R. Carrigan (2006) showed that existing technologies of radiotransmission allows sending gigabytes of data on interstellar distances. 
“With a 10 GHz carrier (λ = 3 cm) a 1000 kW signal at 50 ly could transmit substantially more than 10 Kbytes/s assuming Arecibo-sized antennas with a receiver noise temperature of 10 degrees K and a 1% bit error rate. A 1 Gbyte program or computer encyclopedia would take less than a day to transmit and cost several thousand dollars assuming an energy cost of 10¢/kWH. This is only an order of magnitude more expensive than buying software on a CD. For some technology assumptions the energy cost for laser transmission could be substantially smaller”.
Here he shows that SETI-attack is very cheap and quick on 50 ly distances, but I think that real SETI-attack will probably originate from much larger distances, like thousands or even million ly, which mostly depends of civilization density and difficulty of star travel. It may require some complex, but still plausible engineering like Dyson spheres, which will transfer substantial part of the star radiation into specific radio frequency. 
Even by flipping mirrors on the surface of a Dyson sphere it may be possible to reach transmission speed around 1 bit a second in chosen direction, and it will be visible for millions light years, and such transmitter will be able to send 30 Mbit a year, which may be enough for highly optimized Seed AI code.
There are many proposed technologies which could be used for such sending, and which will be available for interstellar but remote civilization, including lasers, sending DNA samples, star-dimming, Dyson-spheres, and even drawing pictures using stars as pixels for Kardashov level III civilizations. 
While such repeating sending in all direction is very energy requiring task, it could be simplified if attention of the receiver civilization will be attracted by some kind of lighthouse or beacon.  
3.2. Different attempts to estimate size of the smallest possible self-improving AI

The smallest computer program playing chess is only 111 line of code. (We would count 1 line of code as 10 bytes here). So it size is like 1 kb, that is less when 1 page of text. This program could learn by playing with itself, creating needed databases.  It will win in chess against most human beings. https://github.com/thomasahle/sunfish 
Specialist in neural nets Monica Anderson estimated that working seed of an AI will be around 10 000 lines of codes.
The size of human genome is around 1 GB, and its difference from DNA of a worm is only 100 MB, and only small part of this complexity encode brain. The part of genome that encodes human brain is only 3 per cent of the total size of genome. 
 The size of human direct access memory is around 2.5 Gb (Carrigan 2006), that is the size of all knowledge that typical man is able to retrieve.
 The size of Windows 8 operating system is around 1 GB of code. 
The size of most complex computer program ever written by humans is around 30 GB – that is code of Google services. The size of English Wikipedia is around 20 GB https://en.wikipedia.org/wiki/Wikipedia:Size_comparisons 
Alien AI seed doesn’t need to carry all alien knowledge databases with it, but just main principles of learning and its values.
We don’t know actual size of AI and will not know it until we create our own AI,  but we could use precautionary principle, an based of it minimal size of Alien AI may be as small as several megabyte. The more probable estimate is around 1 GB, and 30 GB seems to be overshot.
The ideas of people like Penrose about non-classical computer nature of the mind can’t be taken for granted as basis for our safety until they are proved by neuroscience. Currently it is not mainstream view, and recent similarities between results of computer neural networks and work of the brain shows that neural net approach is working description.
Alien message should also include information with description of a computer which could run it, and some other details, so I think that realistic size of message is closer to 10 Mb. It may look small, but it is 4 times bigger than “War and peace”.

[bookmark: _Toc341453686]4. Algorithm of SETI attack

 The message of the SETI-attack will most probably include the following elements:
· The beacon, which attract attention in the sky to main message
· The image based introduction in the alien language
· The bait: image based explanation why we should create alien computer
· The electric scheme of a simple computer
· The program to this computer
From them the program to the computer is most important and only required for the SETI-attack, and other are needed to explain us that it is a program, for what type of a computer and why we should run it. 
The explanation about needed type of a computer should be as simple and short as possible, which require simple programming languages. 
There are very simple self-evident computer programs. For example, the simplest computer, Turing-machine has only 6 commands. Even more simple is specially designed CosmicOS, which has only 4 symbols. “CosmicOS is a self-contained message designed to be understood primarily by treating it as a computer program and executing it”. https://en.wikipedia.org/wiki/CosmicOS 
The code of DNA may also looks like 4 letters string, but it will be probably very different in different civilizations, so some kind of universal and self evident math algorithmic language is most probable element of the message.
The message could have two levels, where first part is just description of loader program, which will create on optimized computer or complier which will run code more effectively. 

[bookmark: _Toc341453687]4.1. One possible scenario of the attack

Now I will try to show one possible scenario of the SETI-attack in details, which consists of all its main elements.
In the beginning, let us assume that there is an extraterrestrial civilization, with intention to send such message, which will enable it to obtain power over Earth. In the next section we will consider how realistic is that another civilization would want to send such a message.
First, we note that in order to prove the vulnerability, it is enough to find just one hole in security. However, in order to prove safety, you must remove every possible hole. The complexity of these tasks varies on many orders of magnitude that are well known to experts on computer security. This distinction has led to the fact that almost all computer systems have been broken (from Enigma to Iphone). I will now try to demonstrate one possible, and even, in my view, likely, vulnerability of SETI program. However, I want to caution the reader from the thought that if he finds errors in my thesis, it automatically proves the safety of SETI program. Other risks are still possible. I propose one possible algorithm and then we will discuss briefly the other options.
The stages of the SETI-attack:
1. The sender creates a kind of signal beacon in space, which reveals that its message is clearly artificial. For example, this may be a star with a Dyson sphere, which has holes or mirrors, which are alternately opening and closing. Therefore, the entire star will blink with a period of a few minutes – faster is not possible because of the variable distance between different openings. Nevertheless, this beacon can be seen at the distance of thousands and even may be million of light years. There are possible other types of lighthouses, but the important fact is that the beacon signal could be viewed at long distances and easily recognized as artificial. The goal of the baecon is to attract attention of potential astronomers, so its signal should look strange and artificial.  
2. Near this radio beacon is a radio-transmitter with a much weaker signal, but more information saturated. The lighthouse draws attention to this radio source. This source produces some stream of binary information (i.e. the sequence of 0 and 1). The most obvious way (understandable to the recipient's side) to reduce noise is the simple repetition of the signal in a circle. It should be done in reasonable time, probably less than a year, so the signal should convey 100 bits a second to send around 1 gigabit a year. 
3. The most simple way to convey meaningful information for the unknown recipient using a binary signal is sending of images. As eye structures in the Earth's biological history appeared independently 7 times, so it means that the presentation of a three-dimensional world with the help of 2D images is probably universal, and is almost certainly understandable to all creatures that can build a radio receiver.
4. Secondly, the 2D images are not too difficult to encode in binary signals. To do so, could be used the same system, which was used in the first TV, namely, a system of line-by-line scanning. At the end of each line repeated signal is used. Finally, at the end of each frame is placed another signal indicating the end of the frame, and repeated after each frame. (This may form, or may not form a continuous film.) 
This may look like this:
0000001100000011111111111111111
0000110011000011111111111111111
0000001100000011111111111111111

Which encodes drawing of a circle: 

   11
110011
   11
Here is the end line signal after every 32 bits. Frame end signal may appear every, for example, 625 bits.
Humans also used images in one of the first attempts to send information to extraterrestrials, in Arecibo message in 1974. The "Pioneer" Spacecraft message, 1972, was also self-evident image. The "Voyager"
spacecraft image-message was teaching math. Our own METI messages also was built on coding pictures by 0 and 1, as it is describe in works of Zaitsev, who organised Cosmic call message. https://ru.wikipedia.org/wiki/Cosmic_Call 
The mediocrity principle is also working here. We are typical civilization and the senders are typical civilization, and moreover they probably know what are the most abundant types of the civilizations (if it is really large interstellar civilisation with many successful SETI-attacks before, which I will show later is most probable type of attackers.) So they send the message, which will be easily understandable for most typical civilisations.
5. A sender civilization should be extremely interested that we understand their signals. On the other hand, people will probably exhibit high desire to decrypt the signal. Therefore, there is no doubt that the pictures will be recognized.
6. Images and movies can convey a lot of information; they can even train us in learning their language, and show their world. It is obvious that many can argue about how such films will be understandable. Here, we will focus on the fact that if a certain civilization sends radio signals, and the other receives them, they should have some shared knowledge. Namely, they know radio technique: that is, they know transistors, capacitors, and resistors. These radio-parts are quite typical so that they can be easily recognized in the photographs. 
7. By sending photos depicting radio-parts on the right side of the image, and their symbols on the left, it is easy to convey a set of signs indicating elements of electrical circuit: transistors, capacitors, and resistors. (Roughly the same way could be transferred the symbols of the logical elements of computers.)
8. Then, using these symbols the sender civilization transmits blueprints of their simplest computer. The simplest of computers from hardware point of view is the Turing-machine. (In fact its derivate Wang machine has only 4 commands and seems to be simplest possible computer). It has only 6 commands and a tape data recorder. Its full electric scheme will contain only a few tens of transistors or logic elements. It is not difficult to send blueprints of Turing machine. And even without such blueprints a code for Turing machine will be easily recognizable. Turing machine is so simple that it could be easily built from Lego (and was). From practical point of view it may be reasonable to send blueprints of simple von Neuman machine, as it runs programs much quicker
9. It is important to note that all computers at the level of algorithms are Turing-compatible. That means that extraterrestrial computers at the basic level are compatible with any human’s computer. Turing-compatibility is a mathematical universality as the Pythagorean theorem. Even the Babbage mechanical machine, designed in the early 19th century, was Turing-compatible.
10. The next part of the message, which may be sent on separated frequency, is a program for that computer. Despite the fact that the computer is very simple, it can implement a program of any difficulty, although it will take very long time. It is unlikely that people will be required to build this computer physically. They can easily emulate it within any modern computer, so that it will be able to perform trillions of operations per second, so even the most complex program will be run on it quite quickly. (There is a possible interim step: a primitive computer gives a description of a more complex and fast computer and then the program runs on it.)
So from all said above it is clear that there is no problem with sending self-evident computer programs and computer’s blueprints on interstellar distances.
11. So why people would create this computer, and run its program? Perhaps, in addition to the actual computer schemes and programs in the communication must be some kind of "bait", which would lead people to create the alien computer, run alien program on it and provide some sort of data about the external world to it.
There are two general possible baits, temptations and dangers:
a) Gift of help. For example, perhaps people receive the following offer – lets call it "The humanitarian aid con (deceit)". Senders of an "honest signal" SETI message warn that the sent program is Artificial intelligence, but lie about its goals. That is, they argue that this is a "gift" which will help us to solve all medical and energy problems. But it is a Trojan horse of most malevolent intent. 
b). "The temptation of absolute power con" – in this scenario, they offer specific transaction message to recipients, promising power over other recipients. In this case they create race between different recipients, who will create the computer first, and thus overcome protective measures.
c). "Unknown threat con" - in this scenario bait senders report that a certain threat hangs over on humanity, for example, from another enemy civilization, and to protect yourself, you should join the putative “Galactic Alliance” and build a certain installation. 
d) They could promise to connect us to “Galactic Internet”. They could claim that in order to connect to mutual interstellar transmission and vast galactic databases we have to build a more powerful receiver, which include computers in it.
12. This message can be known to a large number of independent groups of people, if public will know the fact of this message existence. (Disclosure protocol for SETI https://en.wikipedia.org/wiki/Search_for_extraterrestrial_intelligence#Post_detection_disclosure_protocol  exists to prevent such situation, but even the fact that the signal was found could leak and the protocol is not perfect – see section 8) But information about possible beacon star KIC 8462852 has been openly published.
It will have the following implications: First, there will always be someone who is more susceptible to the bait. 
Secondly, concurrence and fear. Say, the world will know that alien message emanates from the Andromeda galaxy, and the Americans have already received it and maybe are trying to decipher it. Of course, then all other countries will run to build radio telescopes and point them on Andromeda galaxy, as will be afraid to miss a “strategic advantage”. And they will find the message and see that there is a proposal to grant omnipotence to those willing to collaborate. They will not know, if the Americans would take advantage of them or not, even if the Americans will swear that they don’t run the code, and beg others not to do so. 
While most will understand the danger of launching alien code, someone will be willing to risk it. 
Moreover there will be a game in the spirit of "the winner takes it all", as well as in the case of creation of Strong AI or first nanobot. 
So, not the bait is dangerous, but the plurality of its recipients. If the alien message is posted to the Internet, we would have a classic example of "knowledge of mass destruction”, as Bill Joy said meaning the recipes genomes of dangerous biological viruses. 
If aliens message will be available to tens of thousands of people, then someone will run it even without any bait just out of simple curiosity. We can’t count on existing SETI protocols, because discussion on METI (sending of messages to extraterrestrial) has shown that SETI community is not monolithic on important questions. Even a simple fact that signal was found could leak and encourage SETI-search by outsiders. The biggest secret of nuclear bomb is that it is possible. 
13. Since earthlings don’t have Strong AI, we almost certainly greatly underestimate AIs power and overestimate our ability to control it. 
The common idea is that "it is enough to pull the power cord to stop an AI" or place it in a black box to avoid any associated risks. Yudkowsky (and now Bostrom in his book “Superintelligence”) shows that AI can deceive us as an adult does a child. If AI goes into the Internet, it can quickly subdue it as a whole, and also teach itself all necessary information about entire earthly life. “Quickly” means maybe days. Then the AI can create advanced nanotechnology, buy components and raw materials (on the Internet, it can easily make money and order goods with delivery, as well as to recruit people who would receive them, following the instructions of their well paying but ‘unseen employer’, not knowing who — or rather, what — they are serving). Yudkowsky presents one of the possible scenarios of this stage in detail and assesses that AI may needs only weeks to crack any security and get its own physical infrastructure.
14. After Alien AI gets material infrastructure it does not need people to realize any of its goals. This does not mean that it would seek to destroy them, but it may want to pre-empt if people will fight it. And also human consists of useful atoms and the Earth itself could be disassembled to built Dyson sphere or von Neumann probes, or whatever it needs to send the signal.
15. Then this Alien AI can do a lot of things, one for sure, that is to continue radio transmission of the same SETI signal to the rest of the Universe. To do so, it will probably turn the matter in the solar system in the same transmitter as the one that sent him. In doing so the Earth and its’ people would be a disposable source of materials and parts.
+ + +
So, we examined a possible scenario of the attack, which has 15 stages. Each of these stages is logically convincing and could be criticized and protected separately. Other attack scenarios are possible. For example, we may think that the message is not sent directly to us but is someone to someone else's correspondence and try to decipher it. And this will be, in fact, bait.
But not only receiving of executable code can be dangerous. For example, we can receive some sort of “useful” technology that really should lead us to disaster (for example, in the spirit of the message "quickly shrink 10 kg of plutonium, and you will have a new source of energy", but with planetary, not local consequence). Such a mailing could be done by a "civilization" in advance to destroy competitors in the space. It is obvious that those who receive such messages will primarily seek technology for military use. But it is less probable as messages which are able most effectively self-replicate will be most popular.
[bookmark: _Toc341453688]5. Analysis of the possible goals of the sender of SETI-attack

We now turn to the analysis of the goals, which may force an extraterrestrial civilization to carry out SETI-attack.
1. We must not confuse the concept of a super-civilization with the hope for “superkindness” or friendliness of civilization. “Advanced” does not necessarily mean merciful. Moreover, we should not expect anything good from extraterrestrial ‘kindness’. 
The historical example: The activities of Christian missionaries, destroying traditional religions. 
Alexander Panov suggested idea of exohumanism that is most civilizations evolve in more humanitarian and life protecting form. They become less violent to their own members as well as potential alien life forms, and example of this we could see on Earth, where large efforts has been done to protect hypothetical life on Mars from contamination by earth life.
However, this protection has been done not based on altruistic reasons, but because of need to future research potential martian life. Strugatsky showed in their landmark novel “The time wanderers” that alien exohumanism will take form of “progressors intervention”, which will be unacceptable for civilization. 
Another example: A fox consists of cells which are friendly to each other, but the fox hunt on mice and kill them, because it needs to do it to survival. So if alien civilization need to send SETI-attack for its survival, it will probably less moral. Also even if most civlizations are moral, one defector is enough.
2. We can divide all civilizations into the two classes: naive and expert. Expert civilizations are aware of the SETI risks, and have got their own powerful AI, which can recognize SETI-attacks. Naive civilizations, like the present Earth, already possess the means of long-distance hearing in space and computers, but do not yet possess AI, and are not aware of the risks of alien AI in SETI. Probably every civilization has its stage of being "naive", and it is this phase then it is most vulnerable to SETI attack. And perhaps this phase is very short. The period of vulnerability could be from creation of radio telescopes to AI creation and will last only few decades. Therefore, the SETI attack must be aimed at such a civilization. This is not a pleasant thought, because we are among the vulnerable.
3. As traveling with the speed higher than speed of light is not possible, the spread of civilization through SETI-attacks is the fastest way to conquering space, as it happened almost this the speed of light. At large distances, it will provide significant temporary gains compared with any kind of material star-ships. Therefore, if two civilizations compete for mastery of space, the one that favored SETI-attack will win.
4. The most important thing is that it is enough to begin a SETI attack just once, as it goes in a self-replicating wave throughout the Universe, striking more and more naive civilizations. For example, if we have a million harmless normal biological viruses and one dangerous, then once they get into the body, we will get trillions of copies of the dangerous virus, and still only a million safe viruses. In other words, it is enough that if one of billions of civilizations (assuming that they exist) starts the process and then it becomes unstoppable throughout the Universe. Since it is almost at the speed of light, countermeasures will be almost impossible (except may be our own AGI).
5. Further, sending of next copies of SETI messages will be a priority for the AI-virus that infected a civilization, and it will spend on it most of its energy, like a biological organism spends on reproduction: that is tens of per cents. But Earth's civilization spends on METI (sending) less than million of dollars, that is about one hundred millionth of our resources, and this proportion is unlikely to change much for the more advanced civilizations. In other words, an infected civilization will produce a ten million times more SETI signals than a healthy one. Or, to say in another way, if in the Galaxy are ten million healthy civilizations, and one infected, then we will have equal chances to encounter a signal from healthy or contaminated.
[bookmark: front]6. Moreover, such a process could begin by accident - for example, in the beginning it was just a research project, which was intended to send the results of its (innocent) studies to the maternal civilization, not causing harm to the host civilization, then this process became "cancer" because of certain mutations.
8. There is nothing unusual in such behavior. In any medium, there are viruses in biology, in computer networks and memes. We do not ask why nature wanted to create a biological virus.
9. Space-travel through SETI attacks is much cheaper than by any other means. Namely, a civilization in Andromeda can simultaneously send a signal to 100 billion stars in our galaxy. But each space ship would cost a lot, and slower.
10. Now we list several possible goals of a SETI attack, just to show the variety of motives:
· To study the universe. After executing the code research probes are created to gather survey and send back information.
· To ensure that there are no competing civilizations. All of their embryos are destroyed. This is preemptive war on an indiscriminate basis.
· To preempt the other competing supercivilization (yes, in this scenario there are two) before it can take advantage of this resource.
· This is done in order to prepare a solid base for the arrival of a spacecraft. This makes sense if the super civilization is very far away, and consequently, the gap between the speed of light and near-light speeds of its ships (say, 0.5 c) gives a millennium difference.
· The goal is to achieve immortality. Carrigan showed that the amount of human personal memory is on the order of 2.5 gigabytes, so a few exabytes forwarding the information can send the entire civilization. 
· Or perhaps an insane rivalry between two factions inside one civilization, like now on Earth we have pro-METI people (Zaitsev) and anti-METI (D.Brin).
· Finally we consider illogical and incomprehensible (to us) purposes, for example, as a work of art, an act of self-expression or toys. Or something we simply cannot understand.
11. Assuming signals are able to travel billions of light years, the area susceptible to widespread SETI-attack is a sphere with a radius of several billion light years. In other words, it would be sufficient to find at least one “bad civilization" in the light cone of several billion years, that includes billions of galaxies from which we are in danger of SETI-attack. 
It is also possible that we stumble upon several different messages from the skies, which refute one another in a spirit of: "do not listen to them, they are deceiving voices, and wish you evil. But we, brother, we, are good—and wise…"

Если в космосе много разных цивилизаций, то у них будут случайно образом распределенные цели и некоторая часть захочет максимально стремиться к космической экспансии, так что  вопрос о цели бессмыслен - это просто вопрос больших чисел. 
Но меня этот ответ не удовлетворяет: я уверен, что большинство цивилизаций будут иметь экспансию в качестве оной из конвергнетных инструментальных целей, то есть в качестве универсального средства, которое подходит для многих разных задач. Например, запуск спутников на орбиту - это средство для многих целей. Спутники запускают, чтобы исследовать Землю, чтоб сбивать вражеские ракеты, фотографировать дальний космос И так далее - то есть конечных целей очень много, а вот навык запуска спутников он один. При этом задвать вопрос “Зачем” - это вообще антропоморфизм.  
То же касается и стремления максимально распространиться по вселенной территориально, что можно сделать либо с помощью SETI-атаки, либо с помощью рассылки зондов фон Неймана.Это средство, которое пригодно для нескольких рациональных целей, часть из которых мы можем придумать, но наверное большая часть пока вне пределов нашего воображения.  
Потенциальное противостояние с другими цивилизациями, либо устранение соперников и будущих угроз. Предовтращение опасных эксериментов, которые могут угрожать всей вселенной, как-то распад фальшивого вакуума в результате опытов на ускорителе.
Исследование космоса
Получение как можно больше вычислительных ресурсов под свой контроль - а чем больше звезд захвачено, тем больше можно сфер Дайсоа можно захватить.
Объединение всей видимой вселенной под единым контролем, с тем, чтобы противостоять той или иной гибели вселенной, как-то Big Rip или сжатие
Миссионерская деятельность - спасти туземцев - космический эффективный алтьтруизм. 
Инопланетный ИИ пал жертвой дурацкой команды его создателей, которые попросили его посчитать число Пи, например. До конца число пи никто не посчитает, нужна бесконечность ресурсов. Paperclip maximizer. 
Иррациональные конечные цели - может, просто жажда захвата пространства у них в крови. Или потребность в неограниченном размножении. 
Разговор о рациональных целях экспансии в принципе имеет смысл, так как имеет смысл анализ целей внеземного разума, и попытка выявить наиболее вероятные цели. По моему мнению “военка” всегда будет сильной инструментальной целью.  

[bookmark: _Toc341453689]6.Objections to the possibility of SETI-attack

The discussions about SETI-attack put several typical objections, now discussed.
Objection 1: Behavior discussed here is too anthropomorphic. In fact, civilizations are very different from each other, so you can’t predict their behavior.
Answer: Here we have a powerful observation selection effect. While a variety of possible civilizations exist, including such extreme scenarios as thinking oceans, etc., we can only receive radio signals from civilizations that send them, which means that they have corresponding radio equipment and has knowledge of materials, electronics and computing. That is to say we are threatened by civilizations of the same type as our own. Those civilizations, which can neither accept nor send radio messages, do not participate in this game.
The observation selection effect works also for goals. We will hear only those who are very interested in sending (and don’t afraid to show their location). 
Also the principle of mediocrity plays a role here. https://en.wikipedia.org/wiki/Mediocrity_principle We are typical civilization from a typical  class of civilizations, so our behavior and history path is predictable. 
Objection 2. For super-civilizations there is no need to resort to subterfuge. They can directly conquer us by sending physical objects.
Answer: This is true only if they are in close proximity to us. If movement faster than light is not possible, the impact of messages will be faster and cheaper. Perhaps this difference becomes important at intergalactic distances. Therefore, one should not fear the SETI attack from the nearest stars, coming within a radius of tens and hundreds of light-years.
The earlier version of this paper was discussed on LessWrong, http://lesswrong.com/lw/gzv/risks_of_downloading_alien_ai_via_seti_search/  and Eliezer Yudkowsky commented that if alien civilization will create an AI, it will be almost omnipotent superintelligence, and it will be able to create impact wave of intelligence moving with a speed of light and consisting of some kind of von Neumann probes-nanobots. So there is no reason for it to start SETI-attack. The argument seems to depend of two unknowns: the upper limits of intelligence (if any exist) and physics of space travel. Yudkowsky thinks that unbounded intelligence will be able to master 0.99999(9)с speed of star travel. As nothing material can travel with the speed of light, and also any nanobots need time to acceleration, deceleration and replication, their actual time of arrival will be smaller than speed of light. (Milner and Hawking in 2016 suggested a project to send nanobots using lasers as propulsion system, by the way.)
Of course it is possible that Alien AI will use some constructions like knots in magnetic field to reach light speed limit. But it is also may find the way to travel above speed limit, using worm holes. But we don’t see alien AI here, so it means that some limits for AI exist – or it doesn’t exist at all. As there is some uncertainty about alien AI power and physical constrains, we should put some Bayesian probability to the hypothesis that the speed of physical transport will be slower than light speed even for most advanced AIs. There are several obstacles, including special theory of relativity, which require unlimited energy of light-speed travel, and stardust, which will impact a starship with enormous energy. 
See below our model of the SETI-attack, which combine density of civilizations and speed of interstellar travel (section 7.1)
This counterargument by Yudkowsky is also too general, as it targets any SETI research, not only SETI-risks.
Objection 3. There are lots of reasons why SETI-attack may fail. What is the point to run an ineffective attack?
Answer: SETI-attack should not always work. It must act in a sufficient number of cases in line with the objectives of civilization, which sends a message. For example, the con man or fraudster does not expect that he would be able "to con" every victim. He would be happy to steal from even one person in one hundred. It follows that SETI-attack is useless if there is a goal to attack all civilizations in a certain galaxy. But if the goal is to get at least some outposts in another galaxy, the SETI-attack fits. (Of course, these outposts can then build fleets of space ships to spread Alien AI within the target galaxy.)
Objection 4. Contact is impossible between post-singularity supercivilizations, which are supposed here to be the senders of SETI-signals, and pre-singularity civilization, which we are, because supercivilization is many orders of magnitude superior to us, and its message will be absolutely not understandable for us – exactly as the contact between ants and humans is not possible. (A singularity is the time of creation of artificial intelligence capable to self-improving. After singularity civilization make leap in its development. On Earth it may be possible around 2030, but may be as late as 2100.)
Answer: In the proposed scenario, we are not talking about contact but about a purposeful deception of us. Similarly, a man is quite capable of manipulating behavior of ants and other social insects, but his objectives are absolutely incomprehensible to ants. 
Objection 5: Sending data to very remote receiver, who may be even not exist in the moment of sending, exclude directed point to point transmission, and require all-direction-transmission which is much less energy efficient.
But creation of Dyson spheres with some kind of controlled holes or mirrors could be a way for all-direction-transmission, but very slow and requiring very advanced technology, which feasibility is not known to us.
Objection 6: The more remote is a star, the less information could be sent using the same amount of energy. That means that SETI-attack will be energetically inefficient beyond some distance, say 1 million light years. Von Neumann probes don’t have such problem, but they are slower. So if the star is very far the probes win. But if the star is rather near, the probes also win, as any advanced civilization should start explosive wave of colonization, and colonize nearby stars using probes. So for nearby star sending probes is energy efficient. 
As a result, SETI-attack is useless for nearby stars and for very remote stars, and may be useful only for medium distance stars. But definition of “nearby” and “remote” depends of unknown to us energy restrictions and time of existence of the alien civilization and could overlap.
Answer. There is a hypothetical possibility to send gigabytes of data on billion light years distances, which I named “galactic drawing”: that is a hypothetical civilization of Kardashev 3 level uses galactic plane of its own galaxy to draw a static picture, using stars as dots, and dimming some stars using Dyson spheres, so each star is one pixel and conveys one bit of information (the idea has many obstacles as stars are moving, speed of light is limited and picture will be distorted on different angels, but I think that correct dimming algorithm could compensate for it.) 
So the picture is almost static, stars are not blinking, and each star (or even a group of stars) is sending only one bit of information. But as typical galaxy has 100 billion stars, and probably a billion of them are bright enough to be used in transmission, such galactic plan picture could send around  bits, which is probably enough to the SETI attack. This galactic picture is also good to create easily detectable baecon (like square) and send 2D images.
To build such picture may be not very expensive, as it would require sending only one von Neumann Probe with correct program, and even slowest probes could cover a Galaxy in around 10 mln years. Dyson spheres may be replaced by adding some rare elements in stars coronas, which will clearly change their spectrum.

It reasonable to the sender of the SETI-attack to invest most efforts in the visible beacon, and put most of the cost of uploading the content of message on the receiver, who will be lured by the beacon and will build needed infrastructure.
[bookmark: _Toc341453690]7.Extinction risks probability because of SETI and model of civilizations distribution in the Universe


We will now show that extinction probability because of the SETI-attack mostly depends of civilization density, speed of interstellar travel and rate of extinction of civilization before they create AI.
At first we will list necessary conditions for the SETI-attack and look on parameters of which they depends.
[bookmark: _Toc341453691]7.1 Distance of effective attack

If maximum speed v of star travel is substantially lower than the speed of light c, and distance between civilizations is rather high, than sending SETI-attack outperforms physical travel. 
When we speak of the maximum speed of probes, we mean total maximum medium speed that is including time of acceleration of the probes, deceralation and copying of new von Neuman Probes, so actual speed of probes may be higher somewhere in the middle of the trajectory.
First condition is v < c, and the second condition is that time of typical interstellar travel T is larger than time during which another civilization appears in the volume with radius R=Tv.  R is not medium distance between already existing civilizations D, as it only counts new civilizations, which appears during the transmission, and do not count civilization, which appeared in the volume before it, because it seems that vulnerability phase is very short. Older civilization in this volume may be already extinct, or created non-transmitting AIs. Number of new naïve civilizations is frequency F of appearance of civilizations in the given volume multiplied on T, but the volume also depends of T, as R = Tc, where с is speed of light which is also speed of the SETI-attack.
So we could calculate how effective time T of sending of succeful SETI-attack depends on the frequency of appearing of civilization of the universe.  Such T will also mean effective distance in light years after which the attack is useful.
The necessary condition of the feasibility of the SETI attack is that at least 1 new naïve civilization appears in the outer part of the sphere, which is reachable by radiosignals, but not reachable by starships, during attack time. 
        (1)

Here V is the volume of the sphere, delta V is difference between “radio-accessible volume” and “starship travel” volumes, F – frequency of appearance of civilizations in given volume in years and T is time duration of the attack. Delta T is time difference between time when light reaches outer boundary of the sphere and time when in quit inner volume. 

It is minimal condition, which assumes that all attacks are successful. After solving this inequality, we get
D =                    (2)
Here v is speed of interstellar travel, and T is equal to the distance in light-years, as SETI-attack is moving on light speed. So D is minimal distance on which SETI attack is reasonable (but if v=0 it will be reasonable on any small distance, but after passing of time T when new civilization will appear nearby, and the D will be medium distance to new civilization, which depend only of F).
We could see that this distance is very sensitive to star travel speed v, if it closed to с, but not very sensitive to F. So SETI-attack becomes increasingly meaningless after v is above 0.8c, when effective distance is 6.84 times longer when v=0, 15 times longer for v =0.9,  and 35 times longer for v=0.95.
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Tab 1. Dependence of distance after which SETI-attack is reasonable from the speed of interstellar travel.

If F is very low, there will be no any civilizations in our light cone, as T will be higher than time of the universe existence, so Rare Earth will be true. 
If v is small compared to с, the SETI-attack will dominate interaction between civilizations, and could happen even inside our Galaxy. 
If for example there is 2 mln light years distance form the sender, for example, it is in Andromeda galaxy, and its speed of travel is 0.5 с, SETI-attack from there would reach all our galaxy 1 mln years before they will be able to reach us physically. But it also require that the Earth will be naïve civilization in the time of getting the signal. If signal is random to the age of our planet, and its duration is 1 mln years, and Earth age is 5 billion years, when the chance of the success of the attack is only 1 to 5000. It also could be converted in needed frequency of Earth-like civilizations in our Galaxy, which should appear every 1 million years for such attack to be successful; But there is other several thousands of previous civilization in our Galaxy in that case? They must be silent, probably because of extinction, which imply very high extinction rate during transition to supercivilization level.
But if we suppose that v=0.01c and medium density of the new civilizations is low, like one every 500 mln years in our Galaxy. In that case the SETI-attack will continue on our galaxy for 200 million years, and its chances of success is 0.4. This also means that there were around 10 previous civilization in our galaxy, now silent.
It is interesting to note that inside the sphere of SETI-attack should be many “dead” civilizations – not actually dead, but not showing any detectable activity. Their number N is:
N = TFV = TF = TF ( = 
Where T is time of the universe existence, F – density of the civilization and V – the volume of the attack. While equation is complex it generally means that SETI-attack is possible only in the universes, where most civilizations re not able to pass late filter of the Fermi paradox, but some are able, may be one in 1000. 
It means that most civilzations destruct themselves by superweapons before creating of Strong AI, because otherwise the attack sphere will be full of them. In this case it may be better to succumb to such attack as the chance that its is done by “alien effective altruist” is higher than the chance that we will survive if we escape the attack.
This condition is applicable not only to the SETI-attack, but to any SETI search.
As A.Panov mentioned there is another solution: many 1 type civilizations which are not leaving their star systems, but exist there for long time, and exchange information. It is possible only if both star travel and Strong AI is difficult. 

[bookmark: _Toc341453692]7.1.1 SETI-attack is most effective on intergalactic distances
We assume here that stars are uniformly distributed in the Universe. But in fact they bound into galaxies. SETI-attack may be more effective way to jump from one galaxy to another, while intergalactic colonization maybe more effective via von Neumann probes, for several reason, which include:
· Dust inside a galaxy slow signals
· Emptiness and large distance between the galaxies bad for starships 
· Effectiveness of directed transmission in case of intergalactic communication as you could direct it on a given galaxy. 
· Expansion of the Universe and its acceleration, which requires even high energy for intergalactic travel.
On such distances the discovery of the alien signals will probably come not from traditional SETI-search but from galactic astronomy.
Two SETI-attack environment solutions:
1. 1.	Weak AI, no interstellar travel, many civilizations in our Galaxy use radiosignals trying to influence each other. (Galactic internet with viruses). AI is large and stupid.
2. 2.	Strong AI, medium speed interstellar travel (0.1 c), Galactic size supercivilizations, which are on the distances of millions light years, and using galactic drawing or other ways of high energy communication, not traditional radiosignals to reach naïve civilizations. Seed AI is small.
[bookmark: _Toc341453693]
7.2 SETI-attack and natural extinction risk

The chance that at least one of naïve civilization in our light cone will not go extinct, but will create stable Strong AI is necessary condition of the SETI-attack. 
We assume here that civilizations are either go extinct, or will create strong AI, or succumb to a SETI-attack. So in our model there are only three outcomes for any civilization.
It is mostly the same probability that we will not extinct. It is important to note that victims are naïve civilizations, which could extinct anyway without creating its own stable AI, and so could be much more numerous, but first sender should be supercivilization. While the first sender must be in our light cone, we could get the Alien-AI-virus not from it, but from its closest victim.
A lot of recent research implies that chances of human extinction in next 100-200 years are high and also that Late Filter solution of the Fermi paradox is more probable. (Bostrom, Grace). 
Lets call E the probability that typical civilization will extinct after it has been able to create radiotelescopes, but not because it is victim of SETI-attack or its own stable super AI. While many researchers thinks than AI is most serious risk of human extinction, it still could start a SETI-attack, so it is extinction, but not the end of the civilization. The risks which could create E are some types of self-replicating agents (nano, bio), nuclear war or dangerous physical experiments or unstable AI.
For E to by high Strong AI must be difficult (or unstable), because in this case most civilizations will have very long period of vulnerability to other risks.
If AI is difficult or unstable, SETI-attack is not easy, as it requires simple and stable AI-core to be sent (but maybe Super AI will find the ways how to make it stable). 
If AI is easy most civilizations will create it before they succumb to other risks, but it is also shortens period of vulnerability of the SETI attack, as such attack requires existence of powerful radiotelescopes and computers, but non-existence of AI. 
So, AI should be of some medium complexity, not too quick or not to difficult, for the feasibility of the SETI-attack.
If E is very high, no SETI-attack is possible, because all civilizations will extinct before will be able to start it. But if density of civilizations is high, it is not a problem.
 In our light cone should be at least one civilization that had not extinct before us for the feasibility of SETI attack.
This condition could be presented mathematically; there on the left is expected number of civilizations in the universe in all its visible volume V during all its time of existence T multiplied on probability of early extinction.
EN=EVFT1
   (3)
And as visible volume is growing (without accounting of the universe expansion):
  (4)

And F is also growing with T, as universe becomes more hospitable to civilizations. So, we just show that the SETI-attack become more probable in older Universe.
The higher is the density of naïve civilizations, the bigger is the chance that at least one of them survives its period of vulnerability. 
[bookmark: _Toc341453694]7.3 Other condition necessary for SETI-attack to become human extinction risk 
If Alien AI is possible and exists on needed distances, and the speed of interstellar travel is sufficiently low, it is still not enough to feasibility of the SETI attack, as other conditions are needed:
1) The probability that Alien Strong AI chooses to start the SETI-attack. Even if it is possible, it still could decide not to start it, based on some unknown moral or game-theoretical considerations. If there many such Alien Strong AIs, originated from different civilization, there will be more incentive to do it, as it will provide bigger territory of control in the Universe.
2) The probability that SETI-attack is technically feasible: that is Seed AI is possible as a computer program and its size is small enough to be sent.  I see this chance as high. This requirement also favors smaller medium distances between civilizations, as it helps send larger information. And it also favors higher Kardashov level of sender’s civilizations, as they could use energy of billions stars to send data on billion light-years distances and win visibility race.
3) The probability that we find such a signal during our civilization’s period of vulnerability to it. The period of vulnerability lasts from now until we create our own powerful AI. The probability of finding the signal is growing exponentially with growing power of telescopes. If the signal is very weak, it will be found only after we create our own AI as it will help us to built large-scale space infrastructure for radiastronomy. So this point favors smaller distances to the civilizations.
4) Next is the probability that SETI-attack will be successful - that is that we swallow the bait, download the program and description of the computer, run them, lose control over them and let them reach all their goals. I appreciate this chance to be very high because of the factor of multiplicity – that is the fact that the message is downloaded repeatedly, and someone, sooner or later, will start it. In addition, through natural selection, most likely we will get the most effective and deadly message that will most effectively deceive our type of civilization. 
5) Finally, it is necessary to assess the probability that SETI-attack will lead to a complete human extinction. 
It is possible to imagine a “good” SETI-attack, which is limited so that it will create a powerful radio emitter behind the orbit of Pluto, but not exterminate humanity. However, for such a program will always exist the risk that a possible emergent society at its’ target star will create a powerful artificial intelligence, and effective weapon that would destroy this emitter. In addition, to create the most powerful transponder would be needed all the substance of solar system and the entire solar energy. Consequently, the share of such “good” attacks will be lower due to natural selection, as well as some of them will be destroyed sooner or later by captured by them civilizations and their signals will be weaker.

So if SETI-attack will happen it almost surely will result in extinction. 

[bookmark: _Toc341453695]7.4 Assessing the probability of the SETI-attack
While we can’t estimate these probabilities numerically, we could see that the huge number of independent events needed for such attack is large, so the probability is small, but it is not impossible. I estimate that probability of SETI-attack is around 1 per cent. It is higher than risks of extinction because of asteroid impact. But its also could have net positive effect if we include chances of “good SETI” (see next section). 
The distance requirement is very contradictory, and we could suggest that hot spot of distances is from 100 000 to 1 billion light years. On such distances there is still many naïve and many infected civilizations in the visible universe, but space travel is difficult. Larger distances require more complex Galactic-size civilizations.
The bigger is distance between civilizations in space, the more probable is SETI-attack as a main instrument for the civilization replication.  
[bookmark: _Toc341453696]7.5 Natural selection of the SETI attack

The SETI-attack itself also is subject to a form of  “natural selection”, which will result in selection on most effective SETI-attack, if many different types of such attacks exist. It depends of civilization density in the visible universe. If medium distance is something like 100 mln light years and first civilizations appeared like 5 billions ago, the attack could have 50 replication cycles, and total number of civilization in the light cone is in order of , which is enough to create some selection pressure. 
Such selection will also result that stronger signals will be more often found and replicated, and we could see many different signals from different sources. Nothing like this is happening.
Finally, the observation selection relates to the effectiveness and universality of SETI virus. The more effective it is, the more different civilizations will catch it and the more copies of the SETI virus radio signals will exist. So we have the ‘excellent chances’ to meet a most powerful and effective virus.
[bookmark: _Toc341453697]7.6. Non-computer based SETI-attack and other types of destructive messages
And we should note in conclusion that some types of SETI-attack do not even need a computer but just a man who could understand the message that then "set his mind on fire". At the moment we cannot imagine such a message, but we can give some analogies. Western religions are built around the text of the Bible. It can be assumed that if the text of the Bible appeared in some countries, which had previously not been familiar with it, there might arise a certain number of biblical believers. 
Similarly exist subversive political literature, or even some superideas, “sticky” memes or philosophical mind-benders. 
Or, as suggested by Hans Moravec, we get such a message: "Now that you have received and decoded me, broadcast me in at least ten thousand directions with ten million watts of power. Or else." - this message is dropped, leaving us guessing, what may indicate that "or else".
Some RNA has autocatalytic activity, so it is theoretically possible to build a living cell, which consists only of RNA and nutrient broth. In that case the SETI-attack could consists only of RNA code of a living organism, but it seems more difficult.
It could be also a message which don’t threat us, but asks to send the message as far as we can, based on some altruistic motives (like: “Don’t make experiments on an high energy accelerator, and tell everybody not to do it. Or false vacuum decay will end our universe”.) 
Or it could be description of dangerous device which will explode and kill us.

The SETI-attack becomes more probable if the size of the AI is smaller
Depends of the size of AI (and its feasibility presented by a size):
	•	If AI is in order of gigabytes of less, it is probable
	•	If it is petabyte size (10E15) it is implausible

If AI size is smaller, longer distance sending is possible. So, if AI Seed is very large, intergalactic sending is impossible (But two stage attack possible, where first signal explains how to build better receivers)

7.8. Observational limits on the chances of the SETI-attack

The fact that we didn’t find any alien beacons, like galactic-drawings or any other large scale astro-engineering, despite success of galactic astronomy, is limiting scape of possible scenarios.
It shows us that alien superciviliations either very rare, or don’t want to send us easily recognizable messages. 
Galaxy Zoo project goes through 50 millions galactic classification without any “geometric” results.
A lot of nearby galaxies has been studied extensively, including Andromeda.
Another proposed way of communication is diming of pulsars. Some pulsars have null pulses. https://en.wikipedia.org/wiki/Astroengineering 
The lack of visible large-scale astro-engineering in nearby galaxies means that distance between supercivilizations are more than 10-100 mln light years.
Other explanations are also possible: 
· Supercivilizations are deliberately sending weaker signals to musk themselves as earlier civilizations.
· Difficulty of astro-engineering (and interstellar travel)
· SETI-attack is not happening as super-civilizations are more interested in hiding from each other then disseminate its off-springs
· We will find the signal soon.
[bookmark: _Toc341453698]8.Prevention measures

It doesn’t look like that risks of SETI will be widely recognized, as less than 5 people wrote about it in last 55 years, and it doesn’t look like that anybody shared their view.
I wrote to Shostack in SETI institute, and he said that they know about risk, but don’t think that it is serious. The AI risk community also took the idea skeptically. 

1. First level of protection against this risk is SETI protocol, which already exists. http://www.seti.org/post-detection.html In current form it emphasis correct check of the message and first its disclosure to scientific community, and after to public, but not requires to keep in secret the fact of receiving the signal as well as exact location of its source. It stated: “A confirmed detection of extraterrestrial intelligence should be disseminated promptly, openly, and widely through scientific channels and public media, observing the procedures in this declaration”. It main requirement is not to reply to the message.
So in current form it doesn’t prevent dissemination of information about the signal inside scientific community, and not strictly prohibiting its public disclosure, so it doesn’t provide much help against SETI-attack.
I think that the following lines should be added: 

· Exact location of the signal should be kept secret, except for those who found it and small group of trustees.
· The content of the message should not be fully published or available to other scientific institutions, or kept in the computer (with internet connection)

But if exact location and frequency of the SETI-attack is known, even small private radio-dishes of 1-3 meters diameter may be used to download it again. (Of course it depends of the power of the signal.)

2. The second level of defense is idea that no one should follow any instructions inside any SETI message (or publish full text of the message and-or its address). If the message will be downloaded from space and deciphered, and if it will be clear that it is a description of a computer and a program to it, I hope that the idea of the SETI-attack will be remembered, and wise people will try to learn more about the senders without actually launching the program. So the following lines should be added to the SETI-protocol:

· No one should follow any instructions inside any SETI message
· No one should run any computer programs or create any mechanisms, which are described in the message.

3. The third level of defense could be launched only if the message has been discovered. It is international consensus not to download the message again and even prevent private people from searching for it and downloading it, may be using special satellite with jamming radiointerference. The success here depends on enforced level of prohibition as well as of the difficulty of signal downloading. The following guidelines could be added in the protocol:

· If dangerous message is found, it is prohibited to download it again or poses its content (and violators - or even all - radiotelescopes should be destroyed) under risk of capital punishment and nuclear attack on telescopes.
· Its signal should be jammed by special satellite.

4. The best protection would be postponed any SETI search before we create our own strong AI (or at least will learn more about feasibility of the AI creation after current growth in the field will end), which will be able to work as antivirus in this case. Such strong AI creation could happen during 21 century, so postponding of SETI will take only several decades. Alexander Panov suggested that such postponding will not work, and controlled united international program will have more chances to realize rigorous protocols.
But based on current lack of interest to the idea and many very enthusiastic people and independent research groups in the SETI community it is unlikely to happen. Even METI has not been stopped.

· Postponed any deliberate SETI until creation of own AI (or better understanding of the nature of AI); or concentrate it in one center.

We cannot exclude, however, that our future AI still will not impose a ban on the receiving of extraterrestrial messages, and will fall victim to attacks by the alien artificial intelligence, which surpasses it by millions of years of machine evolution. 

[bookmark: _Toc341453699]9. Possible positive outcomes of SETI-attack

Another chance for “good SETI attack” is receiving Friendly AI from “space effective altruists” who knows that most early civilizations tend to self-destruct and want to help us to prevent it. 

If our extinction probability is high, than expected positive utility of the possible SETI attack will overweight expected harm. For example, if 99 per cent of naïve civilization go extinct, and we have only 1 per cent chance of survival, than downloading SETI-attack which has 50 per cent to kill us, and 50 per cent to save, transfers into 50 times increase of survival chances.

If we are not sure in our ability to create our own safe AI, and also witness harbingers of the impeding catastrophe, we also could try Alien AI, if it claims itself to be safe and benevolent.

SETI could also have positive impact in the existential risks prevention, because through SETI could come a warning message about a certain threat, which has destroyed most civilizations, such as: "Do not do any experiments with X particles, it could lead to an explosion that would destroy your planet." But even in that case remains a doubt, that there is could be deception to deprive us of certain technologies. (Proof could be if similar reports came from other civilizations in space in the opposite direction.) But such communication may only enhance the temptation to experiment with X-particles.

[bookmark: _Toc341453700]10. Conclusion

This risk is related to a methodologically interesting aspect. It took me a year to find this dangerous vulnerability in SETI despite thinking about existential risks everyday. (And it took 8 years to come to idea that starting Alien AI is preferable if other existential risks are high). By hindsight, I was able to find another four authors who came to similar conclusions. However, I concluded that there may be not yet known global risks, and even if the risk of certain constituent parts are separately known to me, it may take a long time to join them into a coherent picture. Thus, hundreds of dangerous vulnerabilities may surround us, like an unknown minefield. 

An interesting question is whether Earth itself could become a source of SETI-attack in the future when we will have our own AI. Obviously, that could. Already in the program of METI exists an idea to send the code of human DNA. (The “children's message scenario” – in which the children ask to take their piece of DNA and clone them on another planet – as depicted in the film “Calling all aliens”.)
Our best protection in this context would be that civilizations are very rare in the Universe. But this is not good too, because the Fermi paradox here works on the principle of "Neither alternative is good":
· If there are extraterrestrial civilizations, and there are many of them, it is dangerous because they can threaten us in one way or another.
· If extraterrestrial civilizations do not exist, it is also bad, because it gives weight to the hypothesis of inevitable extinction of technological civilizations or of our underestimating of frequency of cosmological catastrophes, that is a high density of space hazards, such as gamma-ray bursts and asteroids that we underestimate because of the observation selection effect.
As “Rare Earth” seems to be most mainstream explanation of the Fermi paradox, there are no risks of SETI. But better to be cautious. 
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Appendix
The map of conditions on which SETI-attack becomes possible




Cut:

Consider, for clarity, one possible scenario, in which Alien AI (AAI) can seize power on the Earth. Assume that it promises immortality to anyone who creates a computer on the blueprints sent to him and start the program with Seed AI on that computer. When the program starts, it says: "OK, buddy, I can make you immortal, but for this I need to know on what basis your body works. Provide me please access to your database. And you connect the device to the Internet, where it was gradually being developed and learns what it needs and peculiarities of human biology. (Here it is possible for it escape to the Internet, but we omit details since this is not the main point) Then the AAI says: "I know how you become biologically immortal. It is necessary to replace every cell of your body with nano-bio-robot. And fortunately, in the biology of your body there is almost nothing special that would block bio-immorality. Many other organisms in the universe are also using DNA as a carrier of information. So I know how to program the DNA so as to create genetically modified bacteria that could perform the functions of any cell. I need access to the biological laboratory, where I can perform a few experiments, and it will cost you a million of your dollars." You rent a laboratory, hire several employees, and finally the AAI issues a table with its' solution of custom designed DNA, which are ordered in the laboratory by automated machine synthesis of DNA. http://en.wikipedia.org/wiki/DNA_sequencing Then they implant the DNA into yeast, and after several unsuccessful experiments they create a radio guided bacteria (shorthand: This is not truly a bacterium, since it appears all organelles and nucleus; also 'radio' is shorthand for remote controlled; a far more likely communication mechanism would be modulated sonic impulses) , which can synthesize a new DNA-based code based on commands from outside. Now the AAI has achieved independence from human 'filtering' of its' true commands, because the bacterium has in effect its own remote controlled sequencers (self-reproducing to boot!). Now the AAI can transform and synthesize substances ostensibly introduced into test tubes for a benign test, and use them for a malevolent purpose., Obviously, at this moment Alien AI is ready to launch an attack against humanity. He can transfer himself to the level of nano-computer so that the source computer can be disconnected. After that AAI spraying some of subordinate bacteria in the air, which also have AAI, and they gradually are spread across the planet, imperceptibly penetrates into all living beings, and then start by the timer to divide indefinitely, as gray goo, and destroy all living beings. Once they are destroyed, Alien AI can begin to build their own infrastructure for the transmission of radio messages into space. Obviously, this fictionalized scenario is not unique: for example, AAI may seize power over nuclear weapons, and compel people to build radio transmitters under the threat of attack. Because of possibly vast AAI experience and intelligence, he can choose the most appropriate way in any existing circumstances. (Added by Freidlander: Imagine a CIA or FSB like agency with equipment centuries into the future, introduced to a primitive culture without concept of remote scanning, codes, the entire fieldcraft of spying. Humanity might never know what hit it, because the AAI might be many centuries if not millennia better armed than we (in the sense of usable military inventions and techniques ).
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