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**Abstract**

*The value sensitive design (VSD) approach to designing emerging technologies for human values is taken as the object of study in this chapter. VSD has traditionally been conceptualized as another type of technology or instrumentally as a tool. The various parts of VSD’s principled approach would then aim to discern the various policy requirements that any given technological artifact under consideration would implicate. Yet, little to no consideration has been given to how laws, policies and social norms engage within VSD practices. Similarly, how the interactive nature of the VSD approach can, in turn, influence those directives. This is exacerbated when considering machine ethics policy that has global consequences outside their development spheres. This chapter begins with the VSD approach and aims to determine how policies come to influence how values can be managed within VSD practices. It shows that the interactional nature of VSD permits and encourages existing policies to be integrated early on and throughout the design process.*
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**INTRODUCTION**

 The varied influences that artificial intelligence systems and robotics have on society have moved out of the realm of speculation and into reality. The impact that algorithmic trading agents, medical diagnostic systems, driverless cars and smart home assistants – to name a few – already have substantial and unignorable effects on the lives of both direct stakeholders (users, designers, companies, etc.) as well as indirect stakeholders (environments, bystanders, etc.). Their socialtechnicity – i.e., their inextricable link to the social environment in which they are designed and used – makes their study critical if their design and deployment are to be responsible. For this reason there has been a considerable amount of attention directed towards the ethical understanding of these systems, and a search towards actionable guidelines and best practices (Dignum, 2019). As a result, numerous principles, guidelines, recommendations, and values have been proposed to govern such systems, with a resulting risk of confusion as to which set to choose, thus delaying much-needed progress into making such principles actionable (Floridi et al., 2018). The next turn in AI ethics is how to translate abstract philosophical and legal principles/values into design requirements that engineers can understand and plan in design.

 Multiple approaches have emerged that consider the social embeddedness of technologies and their impacts. The core of many of these methodologies is the engagement and elicitation of stakeholders, whether they are directly or indirectly implicated by technology design. Approaches such as universal design (Ruzic & Sanfod, 2017; van den Hoven, 2017), inclusive design (Gregor, Sloan, & Newell, 2005; Hyppönen, Kemppainen, Gill, Slater, & Poulson, 2000), sustainable design (Fallan, 2015; Lockton, Harrison, & Stanton, 2016; Winkler & Spiekermann, 2019), participatory design (Bødker, Kensing, & Simonsen, 2009; Ehn, 2016), and value sensitive design (Friedman & Hendry, 2019; Umbrello, 2020a; van den Hoven & Manders-Huits, 2009) among others, have been constructed and proposed. Although these methodologies are disparate in many respects, they all aims towards the goal of responsible research and innovation (RRI).

 Originally developed within the field of human-computer interaction, value sensitive design (VSD) begins from the premise that technology is not value-neutral; rather, it is sensitive to stakeholder values, whether they are direct stakeholders such as users and designers, or indirect, such as the environment, and that social contexts and technologies co-vary (Friedman, Hendry, & Borning, 2017; van den Hoven & Manders-Huits, 2009). As a starting point then, the VSD approach aims to explicitly design technologies for stakeholder values – with emphasis on moral values - in a manner as to successfully map the values deemed critical and to ensure the robustness of sociotechnical systems (Friedman & Hendry, 2019; Umbrello, 2019b). What differs VSD from other design approaches then is its explicit emphasis on moral values and their inherit embeddedness in technologies (see Friedman & Hendry, 2019).

 VSD has traditionally prioritized the values that emphasize human well-being, human dignity, justice, welfare, and human rights as its central concern (Friedman, Kahn, Borning, & Huldtgren, 2013). The approach is considered ‘principled’ because it assumes an objective moral grounds on which these values spring, one that is independent of whether any particular individual or group subscribe to such values (e.g., the belief in and practice of racial eugenics by a group does not a priori mean that racial eugenics is a morally acceptable practice). Still, VSD maintains that expression of such values in any particular culture, or by any particular individual, can vary greatly (Friedman et al., 2017; Umbrello, 2020a). This ethical objectivism that VSD affirms easily permits it to be integrated into existent design practices across sociocultural dimensions, although it is not without objections (Davis & Nathan, 2014; Umbrello, 2018a, 2020).

 The ability for VSD to be adopted and integrated across sociocultural boundaries becomes invaluable, given the current calls for international collaboration and coordination for artificial intelligence regulations and policies. VSD has traditionally viewed policy as it would a technology. Accordingly, the approach would then need to identify policy requirements. Yet, the role of policy and how policy comes to play within VSD has not been seriously considered. This is exacerbated when we consider machine ethics policy that can have global consequences outside their development spheres. What constructs and models will position AI designers to engage in policy concerns? How can the design of AI policy be integrated with technical design? How might VSD be used to develop AI policy? How might law, regulations, social norms, and other kinds of policy regarding AI systems be engaged within value sensitive design? This chapter aims to touch on these fundamental questions and provide preliminary ways forward that can be useful to policy experts, AI researchers and designers, as well as academics.

 Previous studies have explored the philosophical basis of VSD (Santoni de Sio & van den Hoven, 2018; Umbrello, 2018b, 2020a), ad hoc applications of the approach to existent technologies (Correljé, Cuppen, Dignum, Pesch, & Taebi, 2015; van den Hoven, 2013; Woelfer, Iverson, Hendry, Friedman, & Gill, 2011), speculative applications of the methodology towards future technologies (Umbrello, 2019a; van Wynsberghe, 2013), as well as preliminary ways of incorporating VSD into AI design (Umbrello, 2019b; Umbrello & De Bellis, 2018). This chapter is comparatively unique, as it takes policy as the central object within VSD practice with specific emphasis on how machine ethics policies can emerge from VSD.

 To do this, this chapter is organized in five sections. The first section will look at how policy is typically engaged at the design level, looking specifically at AI research and development, as well as international development goals for which AI&R are situated. The second section briefly accounts the VSD approach in more detail, specifically looking at the tripartite structure of the approach and highlights where existent policy tools can come into play. Section three provides some preliminary suggestions on how the integrative nature of the approach allows for new policy recommendations to emerge. The fourth section discusses some of this chapter’s limitations, as well as provides suggestions for potentially fruitful future research streams.The final section concludes the chapter.

**POLICY, DESIGN AND COMPLIANCE**

` Policy formulation, development, and creation, like technologies, are motivated by problems in which successful policies are capable of solving those problems. Whether such policy measures are reactive, responding to problems that have arisen, or proactive, where policies are designed in anticipation of a problem that may arise, policy, regardless, is motivated by making things better than they are currently viewed (Simon, 1988).

 The traditional haphazard way of retroactively making policy is still widespread, and is not well-equipped to handle the exponential growth of technological innovations that consistently bring with them new social and ethical issues (Ben-Haim, Osteen, & Moffitt, 2013). Policy is typically understood as being mapped onto technological development during design from a top-down approach, ensuring client needs while also meeting the minimum standards of legal compliance to ensure safe deployment and minimize system recalcitrance (Bos, Walhout, Peine, & van Lente, 2014). Difficulties arise, however, when considering novel technologies such as artificial intelligence (AI) and robotics (AI&R), which exist across many domains, and in many cases overlap.

 Designing policies for AI&R that accurately and effectively permit interventions at a collective level becomes important given the potential consequences of recalcitrant systems. Given the number of abject policy failures (McConnell, 2010), unintended consequences, or ones that often produce the opposite results (Sieber, 2013), the goal towards collective policy to govern the design and use of AI&R poses a particularly exuberant challenge. Natural questions arise regarding the strategy towards policy creation, such as whether or not specific policy interventions should be developed for discrete technologies that risk being too narrow, and whether templates from narrow policies have any applicability to other domains. Similarly, can general policy measures that focus on principles or practices provide effective intervention strategies on the specific level?

 The two need not be read as a strong dichotomy however, mutually excluding each other. Design thinking shifts the view of policy as a static object, and it injects systems thinking as a fundamental principle of how policy co-varies and co-constitutes that which it seeks to police (Yoo et al., 2016). How existing policies can affect technological design, as well as how design can inform policy, becomes an interesting area to explore when we consider policy to be a similarly iterative and explorative enterprise, rather than as purely static process to which artifacts are forcefully subject.

**AI&R Policy**

 Currently, there exists no international policy or governance regulating artificial intelligence and robotics (Müller & Bostrom, 2016). Although broad and open discussions are currently being undertaken by various nation states, formalized guidelines remain varied, abstract, and mostly built upon existing policy and governance structures at the national or state levels. Aside from the always-present reasons why sovereign states fail to come to agreement as to the governance of any particular thing, one of the primary causes of this difficulty in global AI&R governance is the already-mentioned inability to agree upon the values upon which policy is built (Floridi et al., 2018; Umbrello & De Bellis, 2018). There is no explicitly adopted framework for engaging with such value tensions and moral overload (van den Hoven, Lokhorst, & van de Poel, 2012).

 Given that policy design is fundamentally a human endeavour – i.e., politically an endeavour of citizens – it necessarily implicates human values (Mintrom & Luetjens, 2017). Policy creation has typically taken a utilitarian/consequentialist approach to determining what would be most beneficial to stakeholders (Quah & Mishan, 2007). Cost-benefit analysis (CBA) is the primary framing of the utilitarian approach to policy analysis, and has been employed even in future technology speculation and ethics (Barrett & Baum, 2017; Umbrello & Baum, 2018). Although widely practiced, the CBA approach is fraught with inherent weaknesses, some that could prove particularly detrimental given the potential risks of recalcitrant AI&R systems (Baum, 2014; Muehlhauser & Bostrom, 2014; Soares & Fallenstein, 2014). CBA is predicated on the use of utility functions in which values are converted into monetary values, even those things which are traditionally considered irreducible to any numerical values such as art, happiness, and calmness among many others (Sunstein, 2013).

 When considering AI&R ethics, and AI&R policy more specifically, and considering the global effects that AI&R does and will continue to exhibit, it is important to account for a wider notion of stakeholder values that extends beyond the narrow confines of moral law theory approaches such as utilitarianism (Umbrello, 2020a). There is an increasing trend by citizens to resist policies that constrain fundamental values such as justice (Rawls, 2001), fairness/equality (Corak, 2016), and autonomy (Peters, 2018). Each of these values, among others, is critical to adoptable and effective policymaking, and because they are values commonly held as central to democratic systems, they thus bolster those systems. Yet they are each difficult, if not impossible, to quantify with monetary values as undertaken in the CBA approach.

**Democratic Commitments to AI&R Policy**

 We should resist being pessimistic as to the potential for global AI policy in which nation states unilaterally agree, though we should also confront the reality that such policy, albeit possible, may take many years, coming at the opportunity cost of addressing present and near-term concerns of AI&R that may otherwise be overlooked. A potentially fruitful initial first step, that is technically expounded in the proceeding sections, is beginning at national levels to design and deploy AI systems towards international goals (i.e., EU High Level Expert Group on Artificial Intelligence [HLEG AI], AI for Social Good factors [AI4SG]), most saliently the UN 2030 Sustainable Development Goals (SDGs).

 The United Nations proposed 2030 agenda for sustainable development was a set of goals directed at the design and implementation of a safe and sustainable future founded on the agreed desire for global peace (United Nations, 2019b). In 2015, all of the UN member states adopted the proposal, which aimed at the realization of 17 distinct, yet interconnected goals (See Figure 1). Part of the commitment of the SDG, which should be co-developed (i.e., not exclusive of one another), is a commitment to discussions on building strong and robust democratic institutions and governance structures [SDG #16] (United Nations, 2019a). A common element amongst different types of democratic regimes is a commitment to certain values, such as peaceful and inclusive societies for sustainable development, access to justice for all, as well as accountable and inclusive institutions at all levels (United Nations, 2019b).



*Figure 1. United Nations Sustainable Development Goals. Source:* (United Nations, 2019b)

The issues necessary for tackling these SDGs are varied, nuanced, and complex. To better address these issues holistically, the UN has a Technology Facilitation Mechanism (TFM) to encourage innovative solutions towards achieving the SDGs by adopting multi-stakeholder participation (United Nations, 2017, 2019). Before every UN session on SDGs, the TFM council assembles to discuss new solutions regarding the SDGs. The UN’s *modus operandi* with respect to the SDGs is that technology can be understood as both the problem and potential solution, as well as its adoption of the interactional stance towards technology. Instead of approaching technology as exclusively instrumental or as purely deterministic, it insists on the interactional performance between technology and social factors at an institutional level. By doing so, the UN aims to address these problems holistically, rather than in an ad hoc fashion.

 At some level then, SDGs can be understood as being the consequence of technologies, and that the more transformative a technology is, the greater its potential impact. High-speed trading algorithms, for example, provide asymmetric advantages to users, however they’re inaccessible to all but those who have the most capital already to employ such systems, which has the potential to exacerbate economic inequalities and unfair marketplaces (Busch, 2016). To this end, understanding the interactional nature of technology and social factors allows for more efficacious design and policy if tackled holistically. This means that AI systems, which are part of the larger sociotechnical *mise en scène* of information and communication technologies such as big data, deep learning, and cognitive computing, allow for a similar holistic approach towards SDG attainment. Umbrello and van de Poel (2020) already attempt to do this by using SDGs as a source of higher-level values that can then be translated through norms such as the AI4SG principles of Floridi, Cowls, King, and Taddeo (2020) to attain design requirements. This is done through the VSD method that is shown below. This approach, however, can be extended by framing it not in terms of specific design requirements for the technologies themselves, but for the policies that co-vary with those technologies. Similarly, because the values underpinning many of the SDGs are likewise fundamental to democratic regimes (a goal of the SDGs in itself), then it can be asserted that good AI&R policy is likewise aligned with such values; else it risks undermining itself.

 AI&R policy, for it to be efficacious, while similarly preserving the fundamental values of sustainable democracy, must then explicitly put democracy at its core (Ingram, deLeon, & Schneider, 2016). Value-sensitive policy design (VSPD), policy that is designed to be sensitive to these stated values, among others, can be viewed as co-constructive with democracy (i.e., it constructs democracy while also constructed by it). Given the various forms of democracy and the gradations of citizen participation and direct involvement, policy design will, like technology design, remain a dynamic practice, different between states (United Nations, 2019a). It can then be justified to state that any democratic regime engaging in AI&R policy design that is open to external information and engages with a wide stakeholder pool will consequently be more likely to produce AI&R policy that manifests a more expansive consideration of stakeholder concerns (both citizens and noncitizens).

 Because effective policy design is co-constructive of democracy, either supporting or constraining the values deemed important to the polity, it influences the level of democracy permitted within a nation. Given the stakes at play with technologies such as AI&R, which have global impacts, how to construct effective AI&R policy that manages the critical balance between individual autonomy (i.e., SDG #5) and security (i.e., SDG #16) – which is essential for either of the two to exist in any functional way (Bay, 1961) – becomes the central question of the design practice (Scheve & Stasavage, 2017). The following section introduces the VSD approach in greater detail, highlighting strengths of the approach that map onto the issues discussed, showing both how the VSD methodology is aptly suited to dissolving value conflicts and how it affirms the values central to democracy.

**VALUE SENSITIVE DESIGN – A DEMOCRATIC APPROACH TO AI&R DESIGN**

 As with all technologies that implicate some human values, the above analysis of policy similarly implicates human values. Meaning that, there will be inevitable value tensions that arise throughout the design phase as well as after its implementation. As is true traditionally with policy design, as well as with the currently unregulated AI R&D sphere, decisions about how an object is to be designed has typically rested in the hands of the designer (either the engineer, CEO, company, etc.). This top-down approach to design, regardless of the object of the design program, is bound to increase the probability of value tensions that can arise, given the technocratic way that designers go about evaluating the seemingly objective evidence on which the object is built.

 Policy, like technology, almost never arises *de nuovo*, but instead is built upon, or at least within, similar and familiar policy perspectives (Peters, 2018). This constrains designers to paradigms that might be inefficient in dealing with technologies like AI that cross national boundaries in which any single policy paradigm may dominate. This does not necessarily entail that good policy is deterministic, i.e., that because policy is constrained by previous policies and policy paradigms, the outcomes of newly introduced policies cannot be truly free from those constraints. Similarly, the technological *deterministic* approach rings a similar bell, in which the ‘inevitable’ march of progress cannot be halted, and that because each precursor technology determines the types of technologies that come after, humans are impotent to interfere with this progress (Woolgar, 1991).

 This deterministic perspective on either policies or technologies must be resisted if responsible innovation paradigms are to be actualized. Value sensitive design takes up an *interactional* stance on technological innovation design, arguing that technologies and societies are co-constructive of one another (Friedman & Hendry, 2019). Humans can guide the design of any given technology towards certain ends, and the technological impact and scope on society thus influence how we interact with that technology and each other (Friedman & Grudin, 1998). This perspective assigns technologies and policy a sufficient level of sociocultural influence while preserving the human potential to guide technologies, embedding them and designing them for the human values of stakeholders that are most beneficial. To that end, the design of socioculturally situated technologies can be achieved while simultaneously being geared towards more international ends by accounting for their impact of achieving the UN’s SDGs, which, of course, are intended to be globally beneficial.

**The Tripartite Methodology**

 The VSD approach has traditionally been described as a tripartite methodology consisting of three distinct, yet iterative *investigations*: 1) conceptual investigations, 2) empirical investigations, and 3) technical investigations (see Figure 2). Conceptual investigations involve designers consulting the philosophical literature that may be relevant to the technology under consideration in order to determine some prima facie values that may be implicated in the design program. It is during this point that designers can engage in preliminary stakeholder analyses to determine the relevant direct and indirect stakeholders that may be affected by the deployment of the technology (Borning & Muller, 2012). Empirical investigations take the conceptual work and elicit various stakeholder groups, enrolling them into the design program by employing social scientific means such as surveys, semi-structured interviews, envisioning cards, value sketches and scenarios (Friedman et al., 2017). The goal here is to better understand the values of stakeholders that may support or constrain the development of technology and vice versa. Finally, technical investigations look at how the architecture of the design object itself can support or constrain values.

*Figure 2. The recursive VSD tripartite framework employed in this study. Source:* (Umbrello, 2020b)

The approach can be broken down into at least eight steps that designers can follow. They are not to be taken as being in sequential order; instead, designers can begin with whichever step the design program calls for, increasing both the adoptability of the VSD approach into existent design domains, as well as increasing the overall design flow of a program.

1. **Begin by considering (1) a value, (2) a technology, or (3) the context of use**. VSD programs can begin with any one of the three. The ideal way to choose is whichever aligns most with the designer’s goals or interests (Figure 3).

*Figure 3. Starting considerations for VSD. Typically, one of the three is most pertinent to any given design. Source:* (Gazzaneo, Padovano, Umbrello, 2020)

1. **Direct and Indirect Stakeholders.** Methodically determine who the direct and indirect stakeholders are. Direct stakeholders are those individuals who interact directly with the technology itself or its output; indirect stakeholders instead are those individuals/groups that are also impacted by the system, though they never interact directly with it directly.
2. **Identify Harms and Benefits for Each Stakeholder Group.** Identify how the technology in questions will both positively and negatively affect each of the stakeholder groups.
3. **Map Harms and Benefits onto Corresponding Values.** At times the mapping between harms and benefits and corresponding values will be one of identity; at other times, the mapping will be multi-faceted (that is, a single harm might implicate multiple values, such as both security and autonomy).
4. **Conduct a Conceptual Investigation of Key Values.** Establish precise working definitions of each of the values elicited. Designers employ the philosophical literature in lieu of conceptual investigations to more accurately define these values and the potential issues that already exist with certain understandings of these values. How these values can be translated into norms and how those can then be translated into design requirements (and vice versa) is also investigated (See Figure 4).
5. **Identify Potential Value Conflicts.** In design spaces, value conflicts are typically not be read as ‘either/or’ dichotomies, but as tensions and constraints on the design space (van de Poel, 2014). Typical value conflicts include accountability vs. privacy, trust vs. security, environmental sustainability vs. economic development, privacy vs. security, and hierarchical control vs. democratization, among others (van den Hoven et al., 2012).
6. **Technical Investigation Heuristic and Value Conflicts.** Technical structures and tools will often dissolve, if not call, multiple conflicting values, often in the form of design trade-offs. Hence, designers here should aim to make explicit how a design trade-off maps onto a value conflict and differentially affects different groups of stakeholders (Umbrello, 2018b).
7. **Technical Investigation Heuristic and Unanticipated Consequences and Value Conflicts.** In order to be positioned to respond agilely to unanticipated consequences and value conflicts, when possible, design flexibility into the underlying technical architecture to support post-deployment modifications.

*Figure 4. Bi-directional values hierarchy (Source: Umbrello, 2019c)*

 The approach of VSD is then fundamentally participatory, democratically relying on the polity of stakeholders as a fundamental constituent of the design program that will ultimately impact them. Thus stakeholder elicitations, values, and analyses are what technologies, and perhaps policies, can be designed *for*; rather than remaining an afterthought, integrated *ex post facto* deployment, or overlooked entirely. There is, however, a certain level of technocracy within VSD. Although stakeholder values are ultimately the center of the design paradigm, the designers and design teams have final control of the design itself and the final product. Similar to representative democratic systems in which citizens participate but do not ultimately decide, VSD takes an approach of designing *for* citizen values, but designed by designers.

` We can begin to see how good policy – that which supports and in turn is supported by democratic regimes – is inextricably linked with VSD. Not only can the VSD approach be used as a democratic and participatory methodology by policymakers in drafting new policies for AI at a global level, but VSD is a form of policy in itself. Given the philosophical foundation of VSD as an interactional approach to considering technologies and their impacts on the implicated polity – and one that is fundamentally committed to certain universal values such as *human well-being, justice,* and *dignity* (Friedman & Hendry, 2019, p. 173) – VSD is political in that it affirms as its central values of considerations, those foundational to good policy and democracy: human well-being, human dignity, justice, welfare, autonomy, and human rights, among others (Friedman, Kahn Jr., & Borning, 2008). These are directly in line with the SDG’s outlines in the preceding sections, more saliently well-being as SDG #3, justice as SDG #16, and dignity as the culmination of all 17 SDGs.

**ILLUSTRATING VALUE SENSITIVE POLICY DESIGN AND VSD AS POLICY**

 As mentioned, VSD appears to be in possession of a double potency. Firstly, policy design can be accomplished through a VSD approach. Given that the approach affirms as its central values those that are necessary for the design of good policy; i.e., the values central to democracy and that are aligned with international goals towards those end since VSD is aptly capable as a design approach to achieving these ends (see Friedman & Kahn Jr., 2002). Secondly, because VSD is founded on the principles underlying those values, other objects of design, such as AI&R similarly, are brought into the paradigm of designing for democratic values. In this way, VSD supports democracy via design by acting as a policy-as-practice framework (see van de Kaa, Rezaei, Taebi, van de Poel, & Kizhakenath, 2019).

 Yet, these values remain purely abstract, even when considering an applied design approach such as VSD. To move from abstract to concrete, some examples for conceptualizing both of these potentialities that VSD possesses are presented below. Here some preliminary and cursory examples are given in the form presented in Figure 4 in which the bi-directional hierarchy of values can be conceptualized, either beginning with a value or the other way, beginning with a design requirement.

*Figure 5. Top-down approach beginning with the values of data privacy and consent that can then be translated into values through norms.*

Figure 5 is one of the ways in which two core values that have been heavily discussed in the field of informatics, particularly as it relates to machine learning and data set processing, are data privacy and consent (Floridi et al., 2020). VSD practitioners can translate the values through various sociocultural norms in which the technology program is situated in order to more accurately determine the technical design requirements that can map those values. The norms, and even specific design requirements, can be policy-driven if existent. For example, the EU’s General Data Protection Regulation 2016/679 (GDPR) provides norms that various actors must comply to, with regards to the processing and transfer for personal data. The norm ‘maximize privacy,’ for example, can be satisfied under the GDPR if the systems employed in design are intelligible to data protection officers to ensure compliance of the processing and use of data in accordance with the other statues laid out in the GDPR. This is one of a myriad of ways of conceptualizing such values as design requirements; the visualization is employed by designers to better conceptualize how to plan design programs to be compliant to stakeholder values, the GDPR being one of a multitude of considerations.

 Data privacy and consent are taken as examples of the many values that are considered when designing AI&R, however, it is particularly salient for this discussion given their importance to other democratic values such as safety and human dignity, which they could not exist without (Nissenbaum, 2009; Solove, 2008). Because personal information is often considered as foundational to the concept of the individual, the core of democracy, respect for data privacy, and consent of its use, are similarly the core of affirming individual safety and dignity (Floridi, 2016). Similarly, given that data privacy forms one of the foundational values of the VSD approach (Umbrello, 2019b; Umbrello & De Bellis, 2018), its adoption for the development of AI&R systems proves particularly relevant and salient.

 As mentioned, however, the VSD approach need not only be seen as a tool for designing technologies for existent policies, but it is also a form of policy itself, given the fundamental values on which the approach has been built are those of good policy; e.g., democratic values. If we take, for example, the same hierarchy in Figure 4, but reverse it – solely for illustration’s sake of working from the bottom up – we can affirm certain values *ex post facto*, beginning with design requirements (see Figure 6).

*Figure 6. Beginning with design requirements that can uncover and inform policy requirements*

 Certain design requirements for technologies under question may be presented *prima facia*. The VSD approach is aptly equipped to begin from this stage, translating these design requirements into more general sociocultural norms (such as the AI4SG principles outlined by Floridi et al. 2020) and finally into more universal moral values (i.e., UN SDGs). Figure 6 illustrates how certain design requirements can be translated into norms that can satisfy a functional definition of transparency or explicability within the context of algorithmic decision-makers. They are in no way exclusive nor exhaustive, but demonstrate home some values that may be important, if not fundamental to certain technologies, in this case AI, are crucial if they are to be development for the social good in mind (Floridi et al., 2020). As such, the VSD approach, adopted within the general and distributed context of designing AI&R for social good, can be used to help inform policymakers in developing for certain stakeholders the values deemed necessary for those ends.

 This becomes particularly prescient when considering the emerging sociocultural and ethical impacts of transformative technologies such as AI&R will have as they become more embedded in different sociocultural contexts. VSD’s fundamental practice of being iterative and self-improving situates it in a unique position to be adopted by engineers and designers to be compliant to stakeholder values while simultaneously helping policymakers to make more technologically compatible policy decisions that support responsible innovation, both at national and international levels.

**LIMITATIONS AND FUTURE RESEARCH PROJECTS**

 The aim of this chapter has been to consider the design of good policy, particularly that of policy regarding artificial intelligence and robotics within the value sensitive design approach. How VSD can be used to design AI&R to be compliant to stakeholder values and current policy has been shown, and historically has marked VSD as being an aptly suited approach in doing so (van Wynsberghe & Robbins, 2014; Warnier, Dechesne, & Brazier, 2014; Woelfer et al., 2011). Similarly, how values can be derived during the design process when beginning with the technology has been discussed, and how such can be used to help policymakers make more relevant and consistent decisions when considering AI&R.

 Still, there are areas of limitations that this chapter does not explore, but warrant future research. Firstly, researchers should look at making the VSD explicitly functional as being a policymaking tool, one that policymakers themselves look to, for making intelligible technology policy. Similarly, and perhaps more pressing, is how policymakers can make VSD approaches more adoptable by current AI&R groups to create a more homogenous landscape in which compliance can be adjudicated, and how emerging and new values and policy recommendations can be explicated.

 Ultimately, what is needed are real-world examples of VSD being employed as an explicit policy tool to better determine its applicability as such. How VSD can handle different policies for different sociocultural contextualized versions of AI&R is yet to be seen, but critical in determining how VSD can be used to create good policy that supports and balances the stakeholder values that are central to democratic regimes. Nonetheless, the need for open and collaborative policymaking is required if AI&R is to be designed in a responsible way that supports the values that stakeholders affirm. This chapter seeks to spark the conversation on how to put these values into practice, given the urgency of developing a transformative technology that is already underway.

**CONCLUSIONS**

 This chapter looked at how the VSD methodology is aptly suited as a design approach to designing good policy. VSD’s core foundation is predicated on the values that support those of democratic regimes, which places it in a unique position to design policy as it would any other technology, by enrolling stakeholders, eliciting their values, mapping harms and benefits, and designing policy that is interactive, modifiable, and reflective of those values. The specific example of AI&R is used to illustrate the salience and necessity of adopting such an approach if collective policy and governance of those systems is to be achieved. Similarly, an argument was also put forward that VSD, given its philosophical foundations ahd starting points, is itself a form of policy as it guides design toward certain political ends, those that are affirmed by democratic regimes.
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