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Abstract
One of the primary, if not most critical, difficulties in the design and implementation of autonomous systems is the black-
boxed nature of the decision-making structures and logical pathways. How human values are embodied and actualised in situ 
may ultimately prove to be harmful if not outright recalcitrant. For this reason, the values of stakeholders become of par-
ticular significance given the risks posed by opaque structures of intelligent agents. This paper explores how decision matrix 
algorithms, via the belief-desire-intention model for autonomous vehicles, can be designed to minimize the risks of opaque 
architectures. Primarily through an explicit orientation towards designing for the values of explainability and verifiability. In 
doing so, this research adopts the Value Sensitive Design (VSD) approach as a principled framework for the incorporation 
of such values within design. VSD is recognized as a potential starting point that offers a systematic way for engineering 
teams to formally incorporate existing technical solutions within ethical design, while simultaneously remaining pliable to 
emerging issues and needs. It is concluded that the VSD methodology offers at least a strong enough foundation from which 
designers can begin to anticipate design needs and formulate salient design flows that can be adapted to the changing ethical 
landscapes required for utilisation in autonomous vehicles.

Keywords Value sensitive design · Artificial intelligence · Autonomous vehicles · Explainability · Verifiability · Applied 
ethics

1 Introduction

The impacts and influences of autonomous systems, pow-
ered by artificial intelligence (AI), on society at large are 
no longer in question. Many of the ethical, social, and legal 
concerns, among others, derive from the black-boxed nature 
of the decision-making structures and logical pathways of 
autonomous systems. Opaque decision-making architectures 
do not permit designers or users to understand if their values 
have been substantively embodied. For this reason, the val-
ues of stakeholders become of particular significance given 
the risks posed by the opaque structures of intelligent agents 

(IAs). Autonomous vehicles (AVs) are one such AI-powered 
IA that often employs such potentially opaque decision-mak-
ing structures and for this reason these have been taken as 
the object of analysis in this paper. In doing so, we propose 
a VSD approach as a principled framework for incorporat-
ing human values in design and thus retaining meaningful 
human control over them [1]. This works by applying VSD 
to formal verification (FV) policy for the decision matrix 
algorithms (DMAs) that can then be reasonably be employed 
in AV design.

VSD is often described as a principled approach to tech-
nological design, one that aims to incorporate and account 
for the values of various stakeholder groups both early on 
and throughout the subsequent design process [2]. It begins 
with the premise that technology is not value-neutral, but 
instead is sensitive to the values held by stakeholders, such 
as the designers, engineers, and end-users among others [1, 
3, 4].

To the best of our knowledge, this is the first paper to 
evaluate the suitability of the VSD approach to AI as it 
pertains to the values of explainability and verifiability for 
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AVs [5]. Prior literature on VSD has focused on its meth-
odological foundations [6–8], its applicability to existing 
technologies, such as energy systems and care robotics 
[9–11], as well as its applicability to AI in general and other 
advanced technologies for instance, molecular manufactur-
ing [12–15]. These studies provide useful information on the 
VSD approach in general, as well as why, and how it can be 
used for the development of IAs like AVs. However, none of 
these arguments focus specifically on the values of particular 
interest for the safe development of beneficial IAs. Similarly, 
unlike other research projects which focus on technologies 
as concepts, this project takes up autonomous vehicles (AVs) 
as a case study to demonstrate practical means that designers 
can adopt in designing IAs with the values of explainability 
and verifiability in mind (among others).

Section 2 outlines both some of the current difficulties 
and issues that arise from the development of AVs as well 
as how the above-stated values come in to play during their 
development. A brief discussion and justification are given 
for the choice of using VSD as a design approach rather than 
other design-for-values methodologies. Section 3 outlines 
the VSD methodology in full, giving particular emphasis to 
empirical and technical investigations whilst Sect. 4 provides 
a cursory account of how explainability and verifiability can 
be balanced in design requirements for IAs in general. Sec-
tion 5 discusses how those design requirements can be better 
understood in the case of AVs and Sect. 6 concludes this 
paper by summarizing its findings as well as by providing 
suggestions for potentially future research areas.

2  Emerging Issues with Autonomous 
Vehicles

Discussions on autonomous systems both in military and 
civil spheres continue to hold centre stage in applied ethics 
circles and scholarship. This is for good reason, the exponen-
tial advancements of technical systems such as neural net-
works, machine learning, robotics, and sensor technologies 
provide a fertile ground for autonomous systems to prolifer-
ate across different domains with decreasing need for human 
command and control. Given the devolved power to these 
systems, the primary issue that emerges as a result of their 
introduction into society pertains to questions of responsibil-
ity and liability. The placement of responsibility on human 
actors becomes contentious given that responsibility has tra-
ditionally implicated notions of autonomy, but if autonomy 
is held by nonhuman systems, where does that burden of 
responsibility lie? What if an AV kills a pedestrian on the 
sidewalk and the designers of that AV’s programming cannot 
discern the decision pathway of the logic that resulted in the 
AV’s decision to swerve onto the sidewalk? Can we reason-
ably punish the AV given that it is functionally autonomous? 

And can we, with a clear conscious, put the blame on the 
designers, who them themselves never programmed such 
a set of inputs? These are some of the basic questions that 
have persisted in the literature on autonomous systems, par-
ticularly within the legal fields that are interested with leg-
islation and the liability issues surrounding the governance 
of AV’s which are already present on many roads [16–19].

Roads are continuously occupied by a variety of stake-
holder groups such as vehicle drivers themselves, pedestri-
ans, and cyclists. The implied values that are held by these 
stakeholders in large part governs their actions, reactions, 
and overall expectations to situations that can, and often 
do, arise on roads. The introduction and continual transi-
tion towards automation will most likely also be predicated 
by similar roadway values. Some of these existent roadway 
values are safety and adherence to road rules. Naturally, 
emerging values such as security and privacy, which can 
easily come into conflict with one another, emerge with AVs. 
System designers are burdened with the task of determining 
how these human values can be translated into the design 
requirements embedded into an autonomous system. One 
of the basic ways that designers can do this is by consulting 
stakeholders and integrating elicited values into the design 
of the AV decision matrix algorithms (DMAs). Hence 
DMAs provide one such nexus where a VSD approach can 
intervene for explicit orientation to designing for human 
values in AVs.

DMAs are one of the primary algorithms used to form 
the machine learning set for AVs [20–22]. A popular exam-
ple of a DMA is adaptive boosting (AdaBoosting), other 
employed algorithms include clustering processes such as 
K-means, pattern recognizers (classifiers), support vector 
machines, and regression formulas such as neural network 
regression. DMAs are chosen over the other implicated, and 
no less important algorithm systems because they function 
by methodically evaluating and ranking the efficacy of the 
relationship between data sets and values. The quality and 
fidelity of data sets is consequentially of high ethical impor-
tance, not only for the proper functioning of the system, but 
to ensure that the system does not display any unforeseen (or 
unforeseeable) emergent behavior on account of biased or 
other improper data categorisation. Nonetheless, because of 
their ability to assess each of the data-set elements for their 
relative significance, DMAs can be employed for primary 
decision making. Every action the car takes, whether it be 
to accelerate, brake suddenly, or swerve is predicated on the 
strength of the rank-relationship. This is attributed to the 
recognition and movement of environmental entities based 
on sensor input and the predictive analysis of that data. The 
rank-ordering of these relationships is a function of the inde-
pendent training of models that are then aggregated to cre-
ate a predictive decision-making system to reduce errors in 
judgement. The training of these models with chosen data 
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sets implicate values (i.e., which are chosen, also at the 
opportunity costs of chosen inputs) and provides the perfect 
place for designers to directly intervene with the intention of 
actively guiding the formation of these models through prin-
cipled stakeholder engagement. This process helps reduce 
bias across the board from data and task setup, feature pre-
processing to DMA model selection as a by-design interpret-
able model and recourse interface for deployment.

So why utilise VSD? The VSD approach is chosen 
because it is founded on the premise that technology value-
laden and thus of significant ethical importance [23–25]. 
VSD is a principled approach to design that is divided into 
three distinct investigations (Fig. 1), referred to commonly 
as a ‘tripartite methodology’ consisting of conceptual inves-
tigations, empirical investigations, and technical investiga-
tions [7, 26]. The framework is designed to be iterative and 
recursively self-reflective as it aims to continually balance 
the values of both direct and indirect stakeholder groups 
throughout the design process. Because of this, the VSD 
methodology is typically employed in technological design 
where human values come into conflict with each other 
and where the design solutions are of considerable ethical 
concern [27]. Similar to how Friedman, Kahn, and Borning 
[7] used VSD in the realm of human–computer interaction 
to show how the values of privacy and usability needed to 
be balanced, Umbrello [14] demonstrated that stakehold-
ers involved in the development of AI in the United King-
dom prized addition values. These comprised transparency, 
control, data privacy, and security, all of which need to be 
delicately balanced through careful stakeholder coordination 
and cooperation.

Nonetheless, the applicability of the VSD methodology to 
a variety of technological artefacts makes its acceptance by 
design groups more attractive because various scholars have 
demonstrated its ability to be easily adapted and streamlined 

into existing design practices. For example Timmermans 
et al. [15] embraced the VSD approach for the design of 
nanopharmaceuticals by adopting the values existent in the 
medical field and van Wynsberghe [29] similarly draws from 
the values of care to modify the VSD methodology for appli-
cation in care robots.

In the design of the models that form DMAs, designers 
already program with the values of safety and efficacy in 
mind. They are the two primary values that are most com-
monly sought via current design. Chen, Peng, and Grizzle 
[30] present a design for an obstacle avoidance algorithm for 
low-speed autonomous vehicles with the intent of balancing 
efficacy by reducing control effort while prioritizing safety 
through minimising pedestrian and obstacle collision. Simi-
larly, Kamali et al. [31] propose formal verification (FV) 
of AV code, namely program model-checking algorithms 
to increase the safety of AV platooning (i.e., organization 
of several AVs into convoys or platoons). These examples 
demonstrate the current attempts by designers to integrate 
important human values into the design of AVs. However, 
the continual desire to balance the values of safety and effi-
cacy leads to what VSD theorists call moral overload. This 
occurs when similar values are equally prized by enrolled 
stakeholders but are often at odds with each other when 
translated into technical design requirements [27, 32]. 
Similarly, aside from these two values, other values such as 
trust and control are implicated in AV design which can also 
come into conflict [16, 33–36]. For this reason, it would be 
useful for designers to adopt a principled approach to design 
that provides the tools to account for moral overload as well 
as to adjudicate and balance prima facie conflicting moral 
values in a way that best satisfies stakeholder expectation.

This paper proposes that VSD can not only help bridge 
the chasm in the design process of DMAs for AVs but a 
more comprehensive set of values can also be considered 

Fig. 1  The recursive VSD tri-
partite framework. Source: [28] Conceptual Investigations

Values from both the relevant 
philosophical literature and those 

explicitly elicited from stakeholders are 
determined and investigated. 

Technical Investigations
The technical limitations of the 

technology itself are evaluated for how 
they support or constrain indentified 

values and design requirements

Empirical Investigations
Stakeholder values are empirically 

evaluated through socio-cultural norms 
and translated into potential design 

requirements
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that may be employed in AV design in addition to safety 
and effectiveness. These apply particularly to explainability 
and verifiability as well as proposals for how moral overload 
can be resolved through certain design flows. This investiga-
tion thus aims to demonstrate that an adapted form of the 
VSD approach for DMA model training can be applied with 
particular emphasis on obstacle avoidance models. In order 
for AVs to be deployed, their conclusions—a function of 
model training for DMA attribution—require FV to ensure 
traceable lines of decision-making logic that are receiver 
-contextualised and can thus be explained to/by designers 
to minimize incidents on the road. These also need to be 
repeatable and consistent in order to be verifiable and this 
FV policy is designed using VSD as a framework. This 
value-sensitively designed DMA, although limited to the 
AVs controller-code and not applied to the full model of 
the autonomous system, nonetheless captures the decision-
making structure of the agent code which ensures it does not 
violate designed values such as safety. The following section 
outlines in greater depth the VSD methodology, highlighting 
its tripartite structure of conceptual investigations, empirical 
analysis, technical limits and constraints.

3  Value Sensitive Design

The VSD methodology is traditionally conceived of as a 
tripartite methodology consisting of three stages of inves-
tigations: conceptual, empirical and technical [8] (see 
Fig. 1). The first of these, conceptual investigation, consists 
of answering the following questions: Who are the stake-
holders? What are the values related to the technology in 
question? Where do certain parameters begin and end when 
discussing the bounds of usability versus conflicting val-
ues such as transparency and privacy or safety and efficacy? 
Who are the direct versus indirect stakeholders? When are 
the agreed methods and procedures no longer viable or in 
support of the values being sought? Why is one design sup-
ported and another excluded? These theoretical and philo-
sophical questions fall within the scope of conceptual inves-
tigation [37].

The second phase, empirical investigation, aims to use 
both quantitative and qualitative analyses to determine if the 
distilled conceptual values can meet the need of stakehold-
ers in design. This includes statistical data that describes 
patterns of human behavior, assessments that measure the 
needs and wants of the users, and the dichotomy between 
what people say they want in a design and what they actu-
ally care about in practice [12]. This stage ultimately aims to 
determine if the design of a technology maps onto the con-
ceptual results and if not, a recursive feedback to conceptual 
investigations is the required to determine how those values 
can be better mapped onto the design.

Finally, technical investigation looks at the limitations 
of the artefact in question. Because certain technologies 
and materials can support or constrain certain values, these 
investigations aim to determine how the actual technical 
specifications of a design can be best tailored to support the 
values of stakeholders while minimising unwanted or poten-
tially emergent problems. The technical questions become 
important in the application of identified values given that 
they can constrain how they are instantiated in the design 
[38].

Together these three processes are meant to be itera-
tive, feeding into one another until alignment between them 
becomes harmonized. Designers tend to already engage 
in self-feedback and redesign until they meet their desired 
criteria. Through prototyping and small-scale deployment 
designers can determine if and how AVs can manifest emer-
gent and unforeseen values. In such cases, unwanted emer-
gent values trigger further iterations of the VSD process. 
The VSD methodology enables a more principled way of 
formalizing this otherwise implicit practice and better ensure 
value-alignment both in the early phases and throughout the 
subsequent design process [39, 40].

4  Applying VSD 
and the Belief‑Desire‑Intention (BDI) 
Model

In beginning the VSD process, one of the most critical 
steps involved is identifying direct and indirect stakehold-
ers. In the case of AVs, it requires tracing the development 
pathway from origin to use. Direct stakeholders can be the 
designers and engineers of AVs themselves, whether they 
be mechanical engineers or the computer scientists respon-
sible for system programming. Users i.e., the drivers (and 
occupants) of the AVs themselves are naturally enrolled as 
direct stakeholders. Similarly, the industries responsible for 
commissioning such vehicles and the public at large, particu-
larly pedestrians, can be considered indirect stakeholders. 
The relationship between direct and indirect stakeholders 
is dynamic and contingent on the scenarios under consid-
eration. Tracing this development-use pathway is useful for 
seeing who is enrolled in the design process and how they 
can be further implicated in determining the values that are 
important to them. Various methodologies within VSD are 
apt to stakeholder discovery and elicitation such as stake-
holder analysis [41], stakeholder tokens [42] and Envision-
ing Cards [43].

When taking stakeholders into consideration in any par-
ticular scenario, it becomes crucial to distill the relevant val-
ues at play. These values are obviously significant because 
they are always already implicated in the design [44, 45]. 
What becomes important is to highlight which values are 
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implicated and how desired values can be achieved, particu-
larly amongst other aspirations that may be in tension (i.e., 
privacy and security) [27]. Tools such as value source analy-
sis [46], the value-oriented coding manual [47] and/or value-
oriented mock-ups or prototypes [48] can be used towards 
this end. As already mentioned, traffic schemes typically 
include the human values of safety and lawfulness. Through 
a conceptual investigation of the stakeholders involved 
further values can be identified such as trust, autonomy, 
transparency, and privacy [i.e., 14]. Because each of these 
values can lead to different design requirements and flows, 
it becomes important to ensure they are effectively concep-
tualized and balanced to enable translation into engineering 
goals. Van de Poel [49] uses a hierarchy to help designers 
translate value through norms into tangible design require-
ments (Fig. 2). This research uses the value of transparency 
as an example given that it implicates, and often comes into 
conflict with, other important values in AVs and AI systems 
in general such as privacy, safety, and efficiency.

Transparency is often cited as a desirable commodity 
in much of the AI literature [50–52]. However, the term 
is sensitive to contextualize, and is far more nuanced than 
is often considered. Although often beneficial within the 
context of algorithmic verifiability and understanding, there 
are instances where transparency may not be beneficial for 
stakeholders. These can occur when too much information, 
such as that of data subjects, becomes overly accessible to 
a wide variety of potential users consequently denigrating 
certain privacy norms. It is important to remember that just 
because a system is transparent, this does not necessarily 
mean that any given user can understand it (i.e., the need for 
receiver-contextualised explainability) nor does the acces-
sibility of user data, such as driving habits, mean that the 
system has properly satisfied our transparency values. The 
efficacy of transparency is similarly context dependent on 
goals and definitions. It can take the form of designers being 
able to determine how well a system is preforming and how 
it can be improved. This helps the public to understand the 
strengths and drawbacks of a particular system and devel-
ops trust. It also allows users and designers to anticipate 
future actions of a system, to trace a decision stream of a 
system in the event of an error (or an accident in the case of 
AVs) and to attribute cause and responsibility [53]. This is 

not an exhaustive list of ways to conceptualize transparency 
but the examples listed all demonstrate that transparency is 
construed as a general benefit to society at large. Of course, 
what determines the strength of, and makes them generally 
beneficial, hinges on an ambiguous account of authenticity 
in the information provided to users and programmers and 
ensuring that no information is omitted that may be crucial 
to the agents implicated.

Nevertheless, transparency can similarly come into ten-
sion with other important values, particularly when consid-
ering AVs. The issues arise from the meta-consideration of 
construing transparency as a design goal rather than a means 
to support or limit other design requirements. For example, 
full transparency as a mandated requirement, such as that 
requiring the source code of systems be fully open, can not 
only lead to the manipulation of such code, but can also 
disincentivize industry leaders to innovate due to the lack 
of proprietorship [54, 55].

However, perhaps the most obvious tension that the value 
of transparency can have is when compared with the value of 
privacy. Many individuals consider a basic right to privacy 
as fundamental, and thus should limit the amount of trans-
parency that is implemented in a system. Designers often 
experience tension where stakeholders want both a right to 
data privacy but also transparency over how such systems 
function. The tension is most obvious where greater trans-
parency can lead to increased trust in a system (where the 
interests between the system and the stakeholder align) but 
also where privacy of a system also encourages stakeholder 
trust to use it. Both the values of transparency and safety, 
although in tension with one another, can foster other values 
(i.e., trust, confidence) in different ways. Because of this 
tension, and because of transparency’s importance in the 
deployments of AVs, we should take care not to conflate 
transparency as a goal per se, but rather consider it as a 
means of supporting or constraining other important values 
as a design flow. In summary, transparency is an instrumen-
tal value, a value-in-process is how it should be conceptual-
ized rather than as an end-value [56].

One of the initial ways of conceptualizing these design 
flows through VSD, and encouraging engineers to accept and 
adopt the methodology, is through integration with similar 
practices and theories and in this instance, those particular to 

Fig. 2  Values hierarchy. Source: 
[49]
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AVs. For example, a rational agent paradigm can be adopted 
as a hybrid architecture for verification needs given that it 
permits discrete and continuous control systems to be sepa-
rated and verified in greater depth [31, 57]. This level of 
transparency promotes safety given that each level of dis-
crete decision making is discernable to the engineers and 
allows them to guide decision making towards exclusively 
safe ends. So not only can programmers see what an AV 
chooses to do in a given scenario, but why it chooses to 
do so [58]. This rational agent approach not only provides 
transparency, it also promotes self-improving design flows 
which in turn promotes its acceptance by engineering teams 
and industry.

Hence, the models from which DMA attribution can 
begin to be conceptualized may originate within rational 
agent paradigms. One of the most generally adopted models 
for both conceptualizing these types of rational agents, as 
well as executing them in the engineering space, is through 
the Belief-Desire-Intention (BDI) model [59–62]. A BDI 
modeled agent is characterized explicitly by its appellation: 
its beliefs, desires, and intentions. Beliefs are the agent’s 
impression of the external world, its desires are the end-
goals that are to be captured, and its intentions are the 
agent’s concurrent actions in-progress towards its desires. 
DMA agents modeled with the BDI framework have a finite 
set of scenario parameters, how an agent behaves is con-
strained by its beliefs and associated end-goals. Similarly, an 
event succession of both sensor inputs and resultant beliefs 
are stored. Naturally, a model such as this provides vari-
ous advantages for AVs as well as autonomous systems in 
general. On such advantage is that it structurally separates 
response controllers from the high-level decision-making 
systems. This promotes that ability to discern the high-
level reasoning structure and formally verify the decisions 
taken, as well as strongly demarcating scenario selection 
and scenario execution [63]. Such a transparent hierarchi-
cal structure promotes value-laden scenario programming 
of the model, supporting certain choice structures based 
on conceptual requirements distilled during initial VSD 
investigations.1

Beginning with this transparently hierarchical structure, 
DMAs can be implemented in AV systems as an initial 
means by which designers can begin to conceptualize a 

value-sensitive approach to AV design. Research into this 
exact area has already been undertaken through platooning 
research, whereby a ‘platoon’ or convoy of AVs synchroni-
cally follow a lead vehicle that is under human control [64, 
65]. The proposal to have platooned AV’s designed with 
DMA’s based on BDI models preserves meaningful human 
control of these autonomous systems despite the lack of full 
autonomy and the adaptive behavior to novel sensor stimuli 
that characters machine learning algorithm approaches [66].

The following discussion outlines some perceived impli-
cations of this approach as well as limitations and potential 
further research avenues that may prove beneficial when 
applied to full autonomous vehicles.

5  Discussion

There are numerous drawbacks and as such, many fruitful 
areas of potential future research that this paper identifies. 
Firstly, the rigid structure of the BDI hierarchy and DMA 
control system in general naturally precludes any built-in 
learning, planning, and adaptation from environmental 
inputs or past events. What this does is preclude, similarly, 
machine learning systems that have become desirable given 
their ability to adapt, learn from past experience, and make 
decisions given novel input. This paper proposes an explicit 
modeling structure that promotes transparency as a means 
towards enhancing safety and operability of AVs, rather 
than an end in itself. Similarly, this can build trust amongst 
the designers and users in their ability to understand the 
rational decisions taken by the agent within a certain set 
of input parameters in the models. Further research should 
concentrated upon how the VSD methodology can balance 
the value requirements distilled by design teams while con-
sidering advanced machine learning systems. Indeed, there 
are many ways of modelling and implementing discrete 
decision-making joint to continuous control mechanisms but 
remains a challenge to design and implement in many appli-
cation areas. In addition, this paper promotes the importance 
of the decision matrix algorithms which are already well 
known in the community and of which there are both techni-
cal and methodological challenges concerning their design 
and implementation. Even without considering concepts 
such as explainability. Whether this is even feasible is not the 
subject of this research, but may prove to be rewarding as the 
harmonization between machine learning systems and their 
ability to adapt to changing inputs, while remaining aligned 
with stakeholder values, seems to predicate obvious boons.

Secondly, the value tensions that arise with different 
conceptualizations of what transparency is and how it is 
construed in engineering practice should be more closely 
considered. One way to conceptualize transparency other 
than the traditional per se virtue of it, is to look at it as a 

1 Naturally some abstraction must be relied on with model-based 
programming since the real world cannot be fully captured within any 
such model. However, that does not preclude that the model cannot, 
nor should not, be continually improved as the very contrary is true. 
BDI verification tools for both system properties and continuous sys-
tem controllers can take various forms to satisfy the hybrid architec-
tures. Proposals for a hybrid between Gwendolen agent code and con-
tinuous control systems may prove to be an efficient way to envision 
this hybrid structure 64.
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design flow. This can then be used to guide engineers and 
programmers in conceptualizing other important values 
where transparency can be utilised as a way to either sup-
port or curtail those values in design (i.e., as an instru-
mental value). Not only this, but transparency can be 
expounded in another way. The value of transparency is 
typically construed in the humansystem direction where it 
is understood as the ability for the human (designer, engi-
neer, programmer, users, etc.) to understand the what, why 
and how of a system’s decisions. However, future research 
should look at the transparency dynamics of the system-
human relation where human actions become transparent 
to the system. A perfect example in the case of AVs is 
when a human pedestrian waves the car to proceed. It will 
become particularly constructive to consider the transpar-
ency of human actions and motivations in this respect [1, 
66]. This can be extended similarly to other AI systems 
such as autonomous weapons systems and the ability for 
those systems to understand non-verbal commands given 
by friendly combatants, or even non-friendly ones, such 
as in cases where enemy combatants or civilians surrender 
[67–69].

Another potential avenue for further research would be in 
the transparency and interpretability dynamics of machine-
machine relationships. Steps in this direction have already 
been taken to consider how autonomous systems can com-
municate, coordinate and execute tasks together [70–72]. 
The organization and dynamics of these multi-agent ensem-
bles should be further explored for a number of reasons. 
The first would be in the cooperation between differing sys-
tems to autonomously institute extensible concepts and go 
beyond the linear transmission of narrow information. The 
benefit of this is the efficient communication of hierarchical 
concepts that are adaptable and thus can be utilized more 
generally. Naturally, it will remain important for humans 
to retain meaningful control over these autonomous hier-
archies, but it may be even more critical, and simpler, for 
designers to focus on machine-machine communications as 
a starting point. Where VSD researchers should focus their 
investigation is upon methods to retain a level of interpret-
ability of machine-machine cooperation structures so that 
complexity of hierarchy and communication developments 
do not become opaque over time.

Finally, an important area that is predicated by explain-
ability and verifiably is in the very concept of human inter-
pretability. How is interpretability measured and under what 
parameters is it satisfied when considering autonomous sys-
tems? Perhaps one pragmatic way to move forward on this 
would be to simply consider performance attributes rather 
than trying to empirically quantify internal explainability in 
isolation which comes with a host of associated issues [73, 
74]. Further research in this area for both external perfor-
mance metrics, as well as a more holistic understanding of 

internal comprehension, may prove beneficial to long-term 
value-based AI development.

6  Conclusions

In this proposal for VSD application towards AVs, we dem-
onstrate one of the possible ways to formalize the approach 
into existing engineering practices. Conceptual and tech-
nical investigations of the VSD were highlighted as the 
most explicit areas in which designers can formally connect 
human values to design requirements. This paper proposes 
that the decision matrix algorithms of AVs provide a poten-
tially fruitful starting point for considering how values can 
be implemented in design through the training and program-
ming of models. Because of this, engineers are conceived as 
designers that work throughout the design process of AVs 
and work directly with stakeholder groups. Consequently, 
the VSD methodology directly enrolls not only members 
of the public and industry representatives, but also policy 
leaders and legislators as stakeholders that can co-create 
technologies. Further research could take the form of how 
to formally engage with policy leaders as stakeholders dur-
ing both the early phases and throughout the design process 
so that policy and technology can harmoniously align.
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