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Abstract
The philosophical, legal, and HCI literature concerning artificial intelligence (AI) has explored the ethical implications and
values that these systems will impact on. One aspect that has been only partially explored, however, is the role of deception.
Due to the negative connotation of this term, research in AI and Human–Computer Interaction (HCI) has mainly considered
deception to describe exceptional situations in which the technology either does not work or is used for malicious purposes.
Recent theoretical and historicalwork, however, has shown that deception is amore structural component ofAI than it is usually
acknowledged. AI systems that enter in communication with users, in fact, forcefully invite reactions such as attributions of
gender, personality and empathy, even in the absence of malicious intent and often also with potentially positive or functional
impacts on the interaction. This paper aims to operationalise the Human-Centred AI (HCAI) framework to develop the
implications of this body of work for practical approaches to AI ethics in HCI and design. In order to achieve this goal, we
take up the analytical distinction between “banal” and “strong” deception, originally proposed in theoretical and historical
scholarship on AI (Natale in Deceitful media: artificial intelligence and social life after the turing test, Oxford University
Press, New York, 2021), as a starting point to develop ethical reflections that will empower designers and developers with
practical ways to solve the problems raised by the complex relationship between deception and communicative AI. The paper
considers how HCAI can be applied to conversational AI (CAI) systems in order to design them to develop banal deception
for social good and, at the same time, to avoid its potential risks.
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1 Introduction

The last two decades of academic research have beenmarked
by a host of discussions dedicated to outlining how to ensure
that innovations in digital technologies remain aligned with
important human values [24]. However, given the rapid
development and deployment of AI systems across most
human domains, these systems risk becoming pervasive
despite lacking a comprehensive approach to designing them
to ensure they embody human values. There is an urgent need
to move beyond conceptual investigations of the principles
and values thatAI systemsmust be alignedwith to be deemed
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safe and trustworthy and towards practical approaches for
designing such systems for these human values.

One of the critical problems that communities and policy-
makers need to address in order to mitigate these risks is the
relationship between AI and deception. Recently, increas-
ing efforts have been made to investigate how AI and robots
might facilitate deceptive outcomes and which responses are
needed from an ethical and technical viewpoint [14, 52]. As
technologies such as chatbots, voice assistants, and robots
develop the ability to engage in communicative interactions
with human users, many worry that this will forcefully lead
to deceptive mechanisms, as users are stimulated to anthro-
pomorphise the technology or to overstate the capacity of the
machine to socialise and empathise with them.

This places the debate about AI and deception before a
conundrum that bears no simple solutions. How can tech-
nologies be created to communicate and interact sociallywith
users while keeping a fair and human-centered approach?
Since existing AI technologies can only create the impres-
sion of empathy and humanity, should technologies such as
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social robots and companion chatbots be refused for being
inherently deceptive? How can analytical frameworks and
practical recommendations orient the design of communica-
tive AI technologies to avoid the risks and problems related
to deception?

This paper tackles such questions by proposing a frame-
work that distinguishes between different situations and
dynamics in which communicative AI [26] involves decep-
tive outcomes. In particular, it aims to provide an analytical
distinction between situations in which deceptive mech-
anisms remain beneficial to users, enhancing rather than
jeopardising human control and value sensitive design, and
deceptive mechanisms that are risky, problematic or unfair
[66]. Although deception is colloquially understood as hav-
ing negative implications, that is not necessarily true. Specific
forms of deception can be used towards socially beneficial
ends as long as the functionality and productivity of deceptive
processes remain controlled by users and designers [1]. Even
more significantly, sinceAI technologies that have become of
everyday use such as voice assistants and LLM-based chat-
bots, simulate human abilities and characters, the emergence
of deception may not be wholly obliterated or prevented in
human–machine communications. Therefore, understanding
the characteristics and outcomes of specific deceptive pro-
cesses and situations is essential for assessing to what extent
such processes and situations are viable and desirable to
meet the goal of developing a human-centered approach to
AI. While theoretical and historical scholarship on AI has
recently advanced a perspective that recognises that decep-
tion is an integral component of AI systems programmed
to enter into communicative interactions with users [13, 44,
53], this acknowledgement needs to be accompanied by the
development of analytical tools that can practically orient
design in human–computer interaction and AI—a gap that
this article aims to address.

Our proposal recognises that any approach to deception
and AI should begin by substantially investigating what
deception actually means in the context of AI and the con-
sequences of considering the different understandings of
deception for the kind of mediated communication that is
implied in human–computer interactions. Two theoretical
insights in this regard guide the proposal presented here.
First, we argue that deception is not the result of excep-
tional circumstances but is instead a structural component
of interactive AI systems. Human users, in fact, forcefully
project their perceptions, reactions and biases on AI systems
exhibiting communicative behaviour; designers of these sys-
tems can anticipate the dynamics that can result from such
acts of projection, thus leading the interaction towards decep-
tive situations that facilitate the desired outcomes. Second,
we propose that it is possible to distinguish between decep-
tive mechanisms and designs that provide value to users and

those that, instead, are of little use and bear, in fact, signif-
icant risks. This is particularly important for designing AI
systems since it implies a shift of approaches to tackle the
problem of deception in AI. Suppose deception is a signifi-
cant and even integral dimension of interactions with AI. In
that case, the question that needs to be asked is not if specific
AI technologies facilitate deception but how the underlying
structural deception of AI can be adjusted in ways that are
functional, fair, ethical, and useful to the user. In this regard,
we propose an analytical distinction between “banal” and
“strong” deception, originally proposed in theoretical and
historical scholarship on AI [44]. This framework can poten-
tially empower designers and developers with a practical
way to solve the problem raised by the complex relationship
between deception and communicative AI.

By providing practical analytical tools to identify and
assess problematic uses of deception in AI, this article
contributes to existing efforts to interrogate the complex
relationship between AI and ethics and to create theoreti-
cal and practical ground that can feed into ongoing efforts
to regulate AI systems based on their risks (Artificial Intelli-
gence Act [AI Act]). There have been several recent studies
that look at how to ensure that specific AI systems can be
designed for human values, including sustainability [86],
human autonomy [7], privacy [67, 68], control [51], and jus-
tice [21], among others. The varied approaches to design
have been applied in a host of domains of AI applications
such as recommenders systems [28, 43], care robots [55,
79], autonomous vehicles [41, 81], and even military robots
[75, 76, 78]. Although various approaches have been pro-
posed for designing AI systems for human values (e.g., [2,
3, 78, 80, 85]), these approaches are limited given that gen-
erally work to adapt existing design approaches like value
sensitive design, participatory design, and universal design,
in order to meet the challenges that are posed by AI systems.
Although approaches such as these have conceptual merit,
they have yet to be tested in real-world instances to determine
their effectiveness. This paper draws on the Human-centered
AI (HCAI) framework, an approach designed specifically
for AI systems to address these issues. The HCAI frame-
work is an approach to ensure that banal deception can be
mobilised to achieve better HCAI’s goals of producing “suc-
cessful technologies that augment, amplify, empower, and
enhance humans rather than replace them” ([60], p. 4).

The remainder of this paper begins by explaining banal
deception, how it differs from other forms of deception, and
the technical implications that such forms entail. This is fol-
lowed by examining how the analytical distinction between
banal and strong deception can be incorporated into existing
discussions and proposals under the auspices of the HCAI
framework. To provide practical examples and illustrations
of how the application of the theory can be used to tackle
specific design problems and issues, we draw from the case
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of conversational AI systems (CAI), typically referred to
as ‘voice assistants’, exploring how they can be designed
to ensure these beneficial forms of deception are supported
while minimising the more deleterious forms. The case of
CAI is particularly apt to advance this analytical work since
CAI, in contrast with technologies such as social robots or
companion chatbots, have found wide application and have
shown the potential to integrate functional design principles
within a human-centered approach [60]. At the same time,
however, the role of deception in CAI presents significant
risks, as ongoing discussions about representations of sex,
labour, and anthropomorphisation have shown (e.g. [25, 70,
90]). The distinction between banal and strong deception can
provide, in this context, a useful resource to assess how to
design and develop compelling CAI systems that will ensure
that newAI-powered interfaces benefit people and businesses
by coupling automationwith the firm control of human users,
thereby meeting HCAI recommendations and empowering
present and future users of such systems.

2 Banal Deception: Theoretical Insight
with Technical Implications

As computational systems that enter into communication
with humanusers, such as conversationalAI systems, grow in
breadth and complexity [26], Human–computer interaction
(HCI) and AI researchers face some of the same challenges
that characterise human communication. One such challenge
is the possibility that the design of interactive systems facil-
itates or causes users’ deception [52]. Similar to deception
in human communication [17], deception in HCI can result
from several factors, including system design failures, inten-
tionality, and user misinterpretation.

Increasingly in the last few years, a lively debate has
ensued regarding the boundaries and definitions of decep-
tion inHCI and the theoretical, methodological, and practical
tools that could be at the disposal of designers and users to
counteract risks and problems associatedwith deception (e.g.
[9]). As some have argued, all responses to this challenge
must start with a serious engagement with the concept of
deception [13, 14]. It is not only essential to define deception
more rigorously but also to develop reliable analytical tools
for distinguishing different types of deception in HCI. Dis-
tinguishing between different kinds of deception, in fact, not
only helps identify and correctly describe situations where
deception arises,it is also crucial to develop the ability to
anticipate and assess their potential outcomes.

Traditional approaches to the problem of deception in
HCI have tended to understand deception as an exception
rather than as a structural element of interactions between
humans and machines. Since deception is usually given a
negative connotation, researchers and developers in areas

such as AI and robotics have usually discussed deception
as an unwanted outcome [52, 53]. Some, however, have
acknowledged that deception might involve a broader range
of situations than usually considered. For instance, Adar
et al. stress that there are also benevolent forms of deception,
which benefit both the developer and the user; benevolent
deception would indeed be “ubiquitous in real-world sys-
tem designs, although it is rarely described in such terms”
([1], p. 1863). Similarly, Chakraborti and Kambhampati [11]
observe that the apparent outcome of embedding models of
mental states of human users into AI programs is that it opens
up the possibility of manipulation.Masters et al. [39] provide
a taxonomy of computer deception forms, including imitat-
ing, obfuscating, tricking, calculating, and reframing. More
recently, the phenomenonof hallucination inLargeLanguage
Models (LLMs) has been discussed as a bug but also as an
integral feature of this technology [19].1

By advancing a different and broader application of the
notion of deception in HCI, these and other interventions res-
onate with perspectives that have been recently developed in
areas such as philosophy and cognitive sciences. These per-
spectives refuse to draw rigid boundaries between deception
and “normal” perception, arguing for the need to account for
the fact that deception represents an integral and functional
aspect of human experience. Mark Wrathall, for instance,
points out that “it rarely makes sense to say that I perceived
either truly or falsely” ([91], p. 60), given the fact that the
possibility of deception is ingrained in the mechanisms of
our perception. Similarly, cognitive psychologist Donald D.
Hoffman recently argued that evolution has shaped human
perception in such a way that we can only navigate the phys-
ical world through “useful illusions,”whichmake us perceive
external reality in ways that are instrumental to our survival.
These illusions are functional to our capacity to navigate the

1 Recent advancements in generative AI technologies have introduced
the phenomenon ofAI “hallucination,”whereAI agents generate plausi-
ble but incorrect ormisleading information. This capability, particularly
prevalent in advanced language models, presents new challenges for
managing deception in HCI and HRI. Hallucination can be viewed as
a form of unintentional deception that lies on the continuum between
banal and strong deception. While it might be tempting to tackle hallu-
cination as an error of the models that generates disinformation effects,
hallucination is, in fact, a consequence of the functionality of LLMs.
These systems, in fact, do not simply recombine the textual data used
for their training. they generate something new that may diverge sig-
nificantly from the “source” of their training. This capacity to generate
something new can be even convenient to users, who can employ the
models to create something novel. Hallucination, in this sense, is not
a bug but a feature of LLMs. Although it may not be intentional, the
impact on users can be significant, especially when users are unable
to discern the inaccuracies. Techniques such as confidence scoring and
real-time fact-checking are crucial to mitigate the risks associated with
AI hallucination, aligning with the principles of HCAI to maintain user
trust and control [5, 42]. For further discussion, see [30, 64, 94].
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external world but can also be manipulated through technol-
ogy, advertising, and design [31].2

Transposed into HCI, these approaches suggest that
deception does not represent the exception but is, instead,
a structural component of interactions between users and
machines. While deception has usually been conceptualised
as intentional andmalicious, there are actually more nuanced
ways in which deception enters the experience of users as
well as the work of designers and engineers.

To develop the practical implications of this,we draw from
the conceptual distinction between “strong” and “banal”
deception advanced by Natale [44], which can be usefully
applied to practical approaches in HCI. In a historical study
of AI, Natale moves from the observation that deception
plays a fundamental and structural role in all AI technolo-
gies programmed to communicate with humans. Already at
the origins of the field, Alan Turing’s proposal of the Imita-
tion Game or Turing Test framed the AI question in terms
of deception: the computer passes the test if able to deceive
human users into believing it is not a computer but a human.
In the following decades, AI researchers realised that when-
ever AI technologies create interactions with humans, users
can interpret the functioning and behaviour of theAI systems.
Consequently, the possibility of deception is structurally
incorporated in AI systems. For instance, in the case of CAI,
users might overestimate the system’s linguistic proficiency
if the assistant replies to a query with an ironic response.
Although such a responsewould be probably scripted by pro-
fessional writers who work at companies such as Amazon,
Apple, Microsoft, and Google for systems including Alexa,
Siri, Cortana, and Google Assistant [93], and therefore the
result of relatively simple algorithms at a technical level, the
fact that irony is usually thought as evidence of human intel-
ligence encourages users to overestimate the complexity of
the process that resulted in such a response [25]. Such mis-
conceptions can have significant implications for how users
perceive CAI and, therefore impact habits and behaviours of
interaction.

Another example is the hints at the sex that CAI convey
through sexed voices and names. Considering the range of
stereotypes and representations associatedwith sex, these are
highly likely to inform the ways users approach these tools
[54].Notably, at least to some extent, these dynamics can also
be anticipated by HCI designers, as Deborah Harrison, who
was one of the “personality designers” of Microsoft’s voice
assistant Cortana, acknowledged in an interview [93]. Com-
municative AI software such as chatbots, social interfaces
and social robots have been associatedwith theatrical charac-
ters, recognising that users tend to attribute characterisation

2 This is not unlike how theatre or cinema works where audience mem-
bers suspend their disbelief and achieve Aristotle’s catharsis through
fear and pity [69].

to artificial agents programmed to display communicative
behaviour (e.g. [35, 87]).

These examples demonstrate that deception entails a
broader range of dynamics than is usually acknowledged in
AI and HCI. The problem, however, is the distance between
the more explicit and the more nuanced manifestations of
deception. This is evident if one compares, for instance, the
experience of the victim of a fraud who exchanged the auto-
mated email they received for a message from a real person
with the experience of users of Alexa and Siri who are led to
exaggerate the “intelligence” of the machine.

In order to make sense of such diversity, Natale [44, 45]
proposes a distinction between two types of deception in AI,
each representing one end of the spectrum in a continuum that
goes from themost evident to themost nuanced caseof decep-
tion. On the one hand, “strong” deception occurs when users
are led to misunderstand the artificial nature of AI software.
Examples of strong deception may include social media bots
that are exchanged for human users [23], media reports pro-
duced by natural language generation software that pass as
if they were authored by humans [29], and Google’s project
Duplex, an extension of Google Assistant that was meant
to carry out phone conversations on behalf of users with-
out disclosing its mechanical nature [48]. Three criteria can
characterise it: (1) lack of transparency, (2) an intent to mis-
lead, and (3) a potential to undermine user control or ethical
considerations. On the other end of the spectrum is “banal”
deception [44]. This type of deception, while less overt, still
impacts user interactions and responses due to specific strate-
gies and features embedded in the technology [62]. Instances
of banal deception are typified by users reacting to pro-
grammed elements in AI systems, such as character voices,
which encourage stereotyping, empathy, and projectionwith-
out necessarily misconceiving the AI as human. Examples
of banal deception include the reactions evoked by specific
choices in the characterisation of CAI, but also by companion
chatbots such as Replika [65] or social robots [10]. Although
such features do not mislead users into exchanging machines
for humans, they are designed to stimulate responses thatmay
lead to specific outcomes. Three defining attributes of banal
deception include (1) the activation of inherent human ten-
dencies such as agency attribution or personification, (2) the
shaping of user reactions and outcomes, and (3) the potential
to deliver value or benefits for the user despite its deceptive
underpinnings.

Banal deception is aptly named due to its ubiquity and
seeming ordinariness. It is a part of everyday interactions
with AI technologies, leveraging inherent psychological
responses to facilitate particular outcomes. However, it
should not be dismissed as insignificant due to its poten-
tial to shape user experiences and actions in powerful ways
[4, 44].
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Strong deception corresponds to the situation envisioned
in the Turing Test when a human is led to believe that their
conversation partner is a human. However, it is actually a
computer programmed to lead conversation in a chatroom.
However, a similar situation is relatively rare to be found in
the most common interactions with machines programmed
to communicate with humans. The most common experi-
enceswith contemporaryAI systems do not entail this kind of
strong deception: users, for instance, are usually well aware
that Alexa or Siri are not real persons but just AI applications.
This does not mean, however, that deception is absent. Banal
deception evoked by different elements of characterisation
in the assistant’s voice and in the conversation inputs can
still exercise a powerful influence on the interaction. These
banal deceptions can offer pragmatic benefits by enabling
seamless integration of AI tools into domestic or profes-
sional settings, facilitating playful interactions, or helping
users become accustomed to the tools’ functionality.

In contrast to ‘strong’ deception, banal deception canhave,
at least potentially, a value for the user. The fact that ele-
ments of the characterisation of CAI invite users to activate
social habits and behaviours when interacting with CAI, for
instance, may have pragmatic benefits. For example, it can
improve users’ disposition to integrate these tools into their
domestic and professional environments, or it may provide
occasions for playful interaction that helps users experiment
and become accustomed to the functioning of these tools.

This potential for functionality makes the mechanism of
banal deception of particular relevance for HCI applications
to communicative AI—i.e., AI technologies programmed to
enter into communicative interactions with users [26]. While
it can benefit users, the dynamics of banal deception can
also bear risks and create problematic issues. Moreover, as
mentioned above, the distinction between banal and strong
deception is not binary, any single AI system can have cases
and dynamics that oscillate between banal and strong decep-
tion: the projection of empathy stimulated by voice assistants
and robots, for instance, could be activated for commercial
advertisement and political propaganda, raising ethical ques-
tions [18] (see Fig. 1).

Figure 1 illustrates the continuum between banal and
strong deception. On the left end, “banal” deception corre-
sponds to CAI, such as Google Assistant, in which features
including the humanlike voice invites a degree of anthro-
pomorphisation, helping users to more easily integrate the
technology into their everyday lives and environments. At the
middle of the continuum, companion chatbot Replika repre-
sents a case where the impression of sociality created by the
chatbot invites a higher degree of projection and emotional
engagement from the part of the user; however, the user is
still invited to maintain the difference between Replika and
a human person. On the right end, “strong” deception corre-
sponds to cases such as Google Duplex, a project that aimed

to use CAI to make phone calls in which the assistant was
programmed to deceive interlocutors into believing it was a
real person.

It is important to note that Google Duplex is not a totally
different technology from Google Assistant: they are both
CAI, designed by the same company using similar resources
and technologies, yet different design choices and applica-
tions result in different deceptive outcomes [46]. In fact, the
boundaries between strong and banal deception are not rigid.
Rather than a binary opposition, the categories of strong
and banal deception sit on a continuum, which in certain
cases might make it difficult to clearly categorise decep-
tion within a specific AI system. Social robots or companion
chatbots such as Replika, for instance, are located at a mid-
point between banal and strong deception: their appearance
of sociality enhances their capacity to offer companionship to
their users, therefore adding a potential value, but at the same
time the emotional character of the relationships that ensue
raises significant questions in terms of users’ capacity to keep
full control of the experience [27]. This, however, does not
undermine the usefulness of the distinction between banal
and strong deception forHCI researchers and practitioners,as
wewill show in the next section of the paper, if combinedwith
protocols from Human-Centered AI, positioning an AI sys-
tem within the banal-strong deception continuum provides
crucial analytical resources to assess potential benefits and
risks of deceptive dynamics inAI. The framework ofHuman-
Centered AI has the potential to provide helpful orientation
and practical guidelines on how to implement practical and
functional benefits of banal deception while avoiding the
more problematic implications of this phenomenon and guar-
anteeing fairness and explainability (i.e., [15]) for the user
as well as clearer audit trails supporting accountability when
things go awry.

3 Human-Centered AI and the Question
of Deception

Human-Centered AI (HCAI) synthesises Artificial Intelli-
gence (AI) algorithms and human-centred thinking. This
approach combines research on AI algorithms with user
experience design methods to shape technologies that
amplify, augment, empower, and enhance human perfor-
mance ([60], p. 4). Researchers and developers for HCAI
systems valuemeaningful human control, putting people first
by serving human needs, values, and goals (c.f., [51]). This
means that HCAI is occupied primarily not with technolo-
gies that do the work or replace the work of human agents
but instead with technologies that enable humans to carry
out their work far more effectively than they were able to do
before. Systems like the Internet, email, digital navigation,
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Fig. 1 Continuum of deception

Fig. 2 Human-Centered AI [59]

and digital photography are examples of technological pro-
cesses that enhance human abilities rather than substituting
them [59] (Fig. 2).

The HCAI framework begins not just with the technology
in question but also with human values. It asks how technol-
ogy can support human rights, as defined by statutes such as
the United Nations Declaration of Human Rights [83]. Other
questions like how we provide equal access to justice and
equity across different groups (i.e., minority groups) and how
we can support human dignity. These are the driving ques-
tions that underlie the HCAI framework for how engineers
can design AI systems for human values rather than relegat-
ing them to afterthoughts or sidelining them altogether.

The HCAI framework identifies and aims to counteract
potential threats that may jeopardise the human-centered
character of AI technologies. This includes the agency of
malicious actors such as adversaries, criminals, spammers,
terrorists, and oppressive political regimes, which must be
accounted for to determine how they can appropriate the tech-
nology and misuse it [60]. We must also be aware of the bias
that emerges from both our conscious and unconscious activ-
ities. This involves exploringmeans of reducing bias asmuch
as possible, becoming aware of bias, and determining that the
data used is unbiased and that such is used in an unbiased
way. Finally, we need to ensure that the software we build is
actually reliable, safe, and trustworthy (RST), ensuring that
it has fewer bugs and can help achieve our goals.

The possibility of deception represents one of the criti-
cal elements of risk that approaches to AI design and ethics
need to consider. While traditional approaches to this prob-
lem have privileged a binary distinction by which users are
either deceived or not deceived, the concept of banal decep-
tion reframes the question in a way that is more sensitive
to the fact that deception is not opposed but closely aligned
to human perception [31, 91]. This means that deception, in
other words, is a structural component of human experience
that can have negative and positive outcomes. In this sense,
acknowledging that deception is also “banal” [44] is in con-
tinuity with an approach that re-places humans at the very
centre of reflections and practical work in technology and
design, such as HCAI.

The HCAI provides the tools to frame the implications
of banal deception in the context of AI to permit desired
outcomes. In particular, HCAI provides a unique framing on
meaningful human control, howdesigners employmetaphors
for understanding systems, and the various nexuses for gov-
erning these systems over their lifespan. The following three
subsections outline how HCAI frames these elements con-
cerning the issue of deception.

3.1 HCAI, Deception, and the Issue of Control

One of the characteristics usually attributed to deception is
that it implies an asymmetry between the actors involved:

123



International Journal of Social Robotics (2024) 16:2223–2241 2229

the deceiver knows something that the deceived does not
know [8]. Yet scholars have pointed out that each actor
engaged in deception is active, including the deceived party
[82]. The concept of banal deception underlines that users
can exploit their liability for deception in active ways and
that design value can be accrued from such a dynamic. For
instance, spectators of a fiction movie profit within a safe
and human-centred environment from the impression of real-
ity produced by the representation on the screen, as it helps
them to participate emotionally in the events depicted in the
movie. Although traditional approaches to deception could
dismiss this situation as different from deception, there is
value in acknowledging the continuity between “banal” and
“strong” deception in such contexts. The same effect of real-
ity that contributes to the appeal of audiovisuals as a form
of entertainment and information is also activated by openly
deceptive uses of this technology—such as deepfakes, which
profit from the statute of the photographic image as evidence.

To ensure that banal deception mechanisms remain reli-
able, safe, and trustworthy, design protocols need to be
developed that allow users to maintain control over their
experience and interaction.As highlighted byHCAI [60], tra-
ditional paradigms of discussing machine automation placed
automation and human control on a spectrum where each
existed at opposite poles (e.g., Fig. 3).

This means that having more of one would lead to less of
the other, a zero-sum game [56]. This simple and compelling
model remains structural in the thinking of the design of
autonomous systems (e.g., [33, 63]). However, recent devel-
opments in design and HCI have shifted away from this
dilemmatic paradigm of balancing autonomy and control to
ensuring how more automation can lead to more meaning-
ful human control (i.e., see [61]). This entails that machine
automation and human control levels are not on the same axis
but distinct axes (see Fig. 4) [57].

Although the upper-right quadrant in Fig. 4 is not always
possible to attain, it is the goal of the HCAI framework.Most
RST systems can be found on the upper-right side of the
matrix, whereas systems with highly predictable tasks, like
automatic lane assist systems in many modern cars, can be
found on the lower-right side. What distinguishes the two
right-side quadrants is that the upper-right side is required
for those types of automatic systems that involve complex
behaviours with highly dynamic contexts of use.

An excellent example of this would be the current debate
on lethal autonomousweapons systems. Such systemswould
be feasibly placed in war theatres with highly complex and
changing environments and need to make similarly complex
and vital decisions. Because such decisions have lethal con-
sequences, it would be ethically problematic and practically
dangerous to deputise them to machines. Hence a high level
of human control is required (see [75, 76, 78]). However, the
context of use can become ever more standardised over time,

allowing a system to have even greater control over that con-
text, thus permitting greater automation over those tasks to
occur [57]. For example, elevators and the digital cameras
found in most modern smartphones are based on numerous
highly complexAI algorithms despite their seemingly simple
behaviour and high levels of human control [59]. There are
dangers, however. There can be too much automation, like
in the famed Tesla crash of 2016 [92] and the Boeing 737
MAX’s MCAS system [47]. Additionally, too much human
control can sometimes lead to egregious human errors like
those which occur with morphine drips for patients [73].3

The balance between computer automation and human
control is also a crucial issue for CAI. For instance, features
such as the wakeword (e.g. Hey Siri) ensure that the user
exercises control over the interface, as the tool is activated
only upon the user’s decision. In comparison, companion
chatbots such as Replika are programmed to communicate
also when not asked to, for instance, by asking the user how
she feels or by expressing willingness to talk; this is meant
to stimulate users to interact more often with the chatbot, but
locates Replika in the lower right corner, as a high level of
automation is coupled with less control by the user [27].

The two-dimensional framework used to distinguish the
approach of HCAI through the coordinates of human con-
trol/computer automation [57] can be fruitfully adapted to
applying the notion of banal deception. As shown below,
HCAI should not only comprise banal forms of deception
and avoid strong deception altogether,it should also couple
banal deception with high levels of user control. This means
that HCAI is firmly placed in the upper-right quadrant of
Fig. 5.

Our paper underscores the existence and implications of
deception within HCI. Deception, in this context, can range
from banal to strong deception, with each having its own
dynamics and implications. Here, we propose outlining an
analytical tool to assess these types of deception within HCI
systems, alongside the level of human control involved. To
start, banal deception is characterised by subtly obscuring
the nature of the system, yet in a way that does not forcefully
harm or negatively impact the user experience. An example
could be an audiovisual that enhances the user’s emotional
engagement without misleading about the reality it repre-
sents. Strong deception, on the other hand, iswhen the system
intentionally gives a false impression of its capabilities or
purpose, such as the infamous deepfake technology that mis-
represents reality with an intention to deceive.

Our analytical tool will include a set of questions to deter-
mine:

3 For further examples of systems in each of the quadrants, as well as
examples of excessive automation and excessive human control, see
Shneiderman [59] and Shneiderman [60].
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Fig. 3 One-dimensional thinking
suggests that designers must
choose between human control
and computer
automation—source: [57]

Fig. 4 Two-dimensional
framework with the goal of being
Reliable, Safe, & Trustworthy,
achieved by a high level of
human control and a high level of
computer automation (black
triangle). Source: [57]

(1) The level of banal deception: To what extent does the
system benignly obscure its true nature? Are there clear
disclosures about the system’s functionality and pur-
pose?

(2) The level of strong deception: To what extent does the
system intentionally mislead about its capabilities or
function? Are there instances where the system repre-
sents itself inaccurately or falsely?

(3) The level of human control: Howmuch control does the
user have over the system’s functionality and operation?
Can the user control when and how the system operates?

These questions are meant to operationalise the concepts
of deception and human control within HCI. For instance, a
system that allows the user complete control over its opera-
tions and clearly discloses its nature and capabilities would
score high on human control and low on both types of decep-
tion.

Our goal is to create an analytical framework that pro-
vides measurable and precise characteristics of the concepts

involved. This framework makes it possible to approximate
place a system on a multidimensional scale based on these
three aspects: banal deception, strong deception, and human
control.

In defining banal and strong deception, necessary ele-
ments include a clear understanding of the system’s nature
and purpose and how these are presented to the user. Is the
system honest about its capabilities and function, or does it
intentionally mislead? Furthermore, to classify an HCI sys-
tem’s level of banal or strong deception, minimal questions
would include inquiries about the system’s representations,
disclosures, and the user’s understanding of these. Therefore,
the analytical toolwe’re proposing aims to create a structured,
multi-dimensional framework for HCI, which would help to
accurately measure and place a system on the HCAI-based
scale.

To ensure the HCAI framework’s utility and reliability, it
is vital that banal deception aligns with high user control lev-
els. This means that the system remains transparent about its
operations while still enhancing the user experience. Strong

123



International Journal of Social Robotics (2024) 16:2223–2241 2231

Fig. 5 Two-dimensional
framework of HCAI and the
continuum of computer
deception

deception, on the other hand, should ideally be minimised or
eradicated completely.

Focusing on the case of Conversational AI (CAI), we posit
various hypothetical scenarios representing different com-
binations of deception and control. The placement of CAI
features in each of the four quadrants of Fig. 5 is based on
the type and degree of deception and control. However, it’s
important to note that these placements are not fixed, and the
perceived value for the user may vary depending on individ-
ual circumstances and needs.

Strong deception can easily be activated in CAI and other
conversational agents; in fact, these can potentially be pro-
grammed to pass as humans, as Alan Turing [75] already
envisioned for the design of the imitation game or Turing
Test. In contrast, the computer passes the test if it deceives a
human interrogator into believing it is human. Therefore, in
the lower left quadrant,wefindCAIpurportedly programmed
to hide their computational nature and defy identification as
computational agents, combining strongdeceptionwith a low
level of human control. Although one may point out that this
will be difficult to achieve, the experience of textual-based
chatbots shows that users can be tricked even by relatively
simple systems in specific situations and contexts [44].

In the upper left quadrant, we find applications that com-
bine a high level of human control with the delivery of
strong deception. An example is Google Duplex, a project

pursued and then discontinued by Google in 2018. Google
aimed to develop a new functionality of its voice assistant
to make phone calls on behalf of the user, for instance, to
book a table at a restaurant. Since a restaurant might decide
not to take automated reservations by phone, Google made
explicit efforts to make Duplex sound more realistic, such as
programming the assistant to pause and hesitate at specific
moments during the conversation, mimicking human conver-
sation [48]. This move, which was criticised as “straight up,
deliberate deception” [74], combined a high level of human
control—since the user can ask the assistant to make the call
on their behalf -with the delivery of strong deception. Google
Duplex can, therefore, be located in the upper left quadrant.

CAI can also be programmed so that banal forms of
deception are coupled with low levels of human control, cor-
responding to the lower right quadrant of Fig. 5. These are
the cases when banal deception ceases to be human-centred
and is mobilised as part of a design framework that does
not enhance but instead limits human control. Examples of
such dynamics include CAI, such as Alexa always listening
while appearing inert and defying the expectations of users
[36]. More broadly, CAIs are also web interfaces that pro-
vide access to information available online,concerns have
been raised about the fact that they may direct users predom-
inantly to the cloud services of the respective companies,
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further eroding the distinction between the web and propri-
etary cloud services and limiting users’ control over their
navigation of the web [89], p. 120, [46].

To meet recommendations advanced by the HCAI frame-
work, banal deception should be combined with a high level
of user control, i.e. the upper right quadrant of Fig. 5. This
corresponds to a situation in which banal deception adds
value to the user while enhancing or, in any case, not jeopar-
dising control. For instance, using a humanlike voice rather
than a synthetic-sounding voice has facilitated the introduc-
tion of CAI in everyday life and domestic environments, as
it is perceived as more natural by users [40]. Therefore, this
design choice employs positive banal deception to impact
user experience while maintaining the level of control and,
consequently, the human-centred orientation of the software.

To clarify our definitions, ‘banal deception’ refers to sub-
tle forms of deception that are not immediately apparent to
the user and may even enhance the user experience. ‘Strong
deception,’ on the other hand, refers to overt attempts by the
AI to mimic human behaviour and trick the user into believ-
ing they are interacting with a human. ‘High control’ refers
to situations where the user maintains a significant degree of
control over the AI’s actions, while ‘low control’ indicates
that the AI operates more autonomously.

A user-based evaluation could be performed to assess
these theoretical placements. This could involve asking users
to interactwith each type ofCAI andprovide their assessment
on the level of perceived deception and control. These assess-
ments could then be compared with the expected placement
in the framework. Such an evaluation would provide insights
into user perceptions and validate the assumptions made in
the framework. However, as this type of user-based evalu-
ation has yet to be performed, the potential placements of
different CAIs in the framework remain theoretical.

3.2 Incorporating Perspectives from Persuasive
Technology and Digital Nudge Frameworks

Recent research in persuasive technology and digital nudging
provides valuable insights that can complement the discus-
sion on deception in AI. Persuasive technology involves
designing interactive systems to change users’ attitudes or
behaviours [22]. Digital nudging, a concept derived from
behavioural economics, employs subtle design features to
guide user behaviour in digital environmentswithout restrict-
ing options [72]. These frameworks can be particularly
relevant to HRI. Persuasive technologies have been effec-
tively used in applications ranging from health behaviour
change to environmental sustainability. Similarly, digital
nudges can be integrated into AI systems to promote ben-
eficial behaviours without misleading users.

One pertinent example is using digital nudges in conver-
sational AI systems to encourage healthy lifestyle choices.

These nudges can be designed to appear as casual sugges-
tions from a voice assistant, thus employing banal deception
to foster positive outcomes. This aligns with the concept of
benevolent deception discussed earlier in this paper, where
the goal is to enhance user experience while ensuring that the
user remains in control.

3.3 DesignMetaphors

Scholars have stressed the close relationship between inter-
face design and deception. Lori Emerson argues that
human–computer interaction systems “also inevitably acts
as a kind of magician’s cape, continually revealing (mediatic
layers, bits of information, etc.) through concealing and con-
cealing as it reveals” (2014, p. x). Similarly,WendyChun [12]
observes that an interface builds a paradox between invisibil-
ity and visibility, making the system “transparent” to users
at the surface level but simultaneously opaque at the level of
its inner functioning. Graphic user interfaces, for instance,
“offer us an imaginary relationship to our hardware: they do
not represent transistors but rather desktops and recycling
bins” [12, p. 43]. Creating digital interfaces entails the use of
a range of metaphors that provide “something known and of
our making, or at least at our choosing, that we put stand for,
and so to help us understand, something unknown and not of
ourmaking” ([49], p. 30). Corresponding this to banal decep-
tion, the choice of design metaphors can positively impact
users’ experience [35]. However, to achieve this, the inter-
face needs to activate appropriate design metaphors that can
enhance human control even with a high level of computer
automation in the underlying systems.

The metaphors chosen to make AI systems accessible to
users are never neutral. As Lakoff and Johnson [34] famously
observed, using specific metaphors to describe things and
events always results in orienting attitudes towards them and
guiding future actions. This means that designers need to
take great care and attention to the choice of metaphors to
describe computing systems and the choice of metaphors
incorporated within interfaces. For instance, a failed attempt
to develop social interfaces, such as Microsoft’s Ms. Dewey
featured a video of a woman commenting on a user’s search
engine queries, constructed sexed and racialised representa-
tions of interface “assistants” that ultimately impacted the
functionality and fairness of such systems [70].

HCAI emphasises developing better metaphors to
describe and empower human-centered technology. Despite
the popularity of speaking about ‘social robots’, Shneider-
man [60] observes that many of the existent enterprises that
have ventured into creating social robots, often in the form
of humanoid systems, have failed and proposes that such
metaphors should give way to a more innovative paradigm of
thinking about ‘super tools’. Rather than simulating human
characteristics, tools extend human capabilities, such as in
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Fig. 6 Design Metaphors. Source: Shneiderman [58]

teleoperated devices and active appliances. Hence, to arrive
at the SRT system, the metaphors used when referring to
these systems must make a similar shift. In Fig. 6, we can
see that the innovation goal in shifting metaphors refers to
devices with supervised autonomy to ensure human control
and oversight. Supertools can include devices like digital
camera tools, which permit users to choose and make the
photos that they want to make. Navigation systems allow
users to select between route choices to a destination. In these
systems, one becomes the beneficiary of AI systems’ power
while also maintaining predictive and prospective control.
The user is allowed to choose before the system acts.

The idea of active appliances is best illustrated by devices
like rice cookers, coffee makers, dishwashers, dryers, etc.,
which have hidden behind their seemingly simple inter-
faces a host of sensors and automation that let the user
make choices regarding their function. Even the once highly
automatic pacemakers are shifting to become more human-
centred by permittingmore levels of human control over their
behaviours via apps that allow the user to control and col-
lect the data and alter the pacemaker’s parameters, enabling
healthcare experts to access the data [71].

The case of CAI well exemplifies how the careful selec-
tion of design metaphors suggested by HCAI can ensure that
the negative implications of deception are prevented, and
that banal forms of deception remain beneficial to users. The
lively debate about representations of sex embedded in the

characterisation of CAI is a case in point. Hints at sex identity
include the female name chosen for services such as Alexa
or Cortana and the sexed voice. Many of these services were
initially launched with the female voice as default, creating
concerns about the overlaps between sex stereotypes and the
design metaphor of the clerical worker through which assis-
tants are offered to users [90]. The extent of this problem can
be fully considered if examined through the lens of banal
deception: the effect of anthropomorphisation is facilitated
both by the sexed character and the metaphor of the assistant
or servant [90], which are meant to “give people something
to acclimate to” (as a developer involved in the design of
CAI conceded, see [93], p. 117). The problem emerged due
to the interaction between these two forms of representation,
which activated associations between sex and hierarchical
roles. HCAI provides a potential solution to the conundrum.
In terms of user control, the ability of the user to select their
own name and sexed voice can place the user in control of
the sex representations activated by the assistants,in terms of
design metaphors, moreover, conceptualising CAI as super-
tools counteracts the risk of creating implicit connections
with professional figures.

While traditional understandings of deception do not con-
sider the potential risk of design metaphors in creating
misleading and unfair conceptions about AI tools, the banal
deception framework provides the conceptual means to iden-
tifymetaphors as an area in which the fine line between banal
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and strong deception can be crossed, or where banal decep-
tion mechanisms can cease to be placed at the service of
the user. Such an agenda is ideally aligned with HCAI’s
efforts to counteract metaphors that humanise CAIs, such
as the metaphor of the assistant or servant. The metaphor
of an instrument or tool can help ensure that elements of
characterisation of CAI, such as sex, provide value to users.
Elements of personification such as sex/personality have
been shown to benefit users’ capacity to successfully inte-
grate CAI within their everyday lives and environments [38]
while avoiding problematic implications and incorporating
stereotyping practices within the tool’s design.

3.4 Governance Structures

The potential and the implications of AI technologies are
often discussed in terms of their technical characteristics
and what this allows us to achieve, overlooking the role
of the broader institutional structures within which these
technologies are designed and situated. The HCAI frame-
work provides a useful corrective to this problem, placing
the institutional and professional structures that inform the
governance of specific AI tools at centre stage. In particular,
the HCAI framework identifies a three-level structure con-
cerning the governance structures.

Starting from the innermost elliptical, this domain encom-
passes a large portion of software engineering teams. Unsur-
prisingly, these teams are responsible for engaging in the
actual technical practices that each project requires. Con-
sequently, these teams form part of the broader organisation
(middle elliptical).Here, approaches concerning creating and
implementing a “safety culture” impact the project teams.
The most prominent domain is where independent oversight
boards review organisations in the same industry (the mid-
dle elliptical). This permits oversight bodies to gain a more
comprehensive understanding of that domain and facilitate
disseminating successful practices [57, 58].

Although corporations and governments regularly boast
about their concerted efforts to ensure that stakeholder needs
and values are met by their practices, these are often sac-
rificed or sidelined when leaders are forced to make tough
choices concerning power and money. More often than not,
leaders may choose their own personal needs or cede to polit-
ical pressures and stockholder expectations if pitted against
stakeholder needs [32].4 Despite effectiveHumanRights and
Corporate Social Responsibility campaigns, the decisions
concerning technology design are often made by software
engineers, managers, and review boards. Consequently, it is
them who have to be guided by principles and operational

4 The Z-Inspection®, discussed below, provides a explciit means of
addressing value tensions, particularly those of economic value. See
Zicari [96].

recommendations. If we consider transformative technolo-
gies like AI, this becomes of particular importance, given
that both government leaders and corporate managers may
require information as to the available range of options that
are open to them.

What Fig. 7 aims to do, then, is to highlight simple yet
practical ways forward. These steps are built on familiar
existing practices; however, they must also be modified to
allow less traditional and more transformative technologies
like HCAI systems. Fundamentally, they are geared towards
clarifying who the actors are and, thus, who is consequen-
tially responsible for those actions (c.f., [6]). Naturally, each
of these ideas requires research and testing to determine if
they are indeed effective. Still, they are directed to designing
HCAI systems that are reliable, safe, and trustworthy. Doing
so will bring boons to individuals, organisations, and soci-
ety [37, 88]. Because this governance structure outline is a
point of departure, newer frameworks will undoubtedly be
required as technologies develop or when market forces and
public opinion guide the products and services that become
successful.

For the organisational and business side, there are both
challenges and opportunities. Part of this is that AI is global,
highlighting the importance of considering specific values
that are culturally and socially specific. This implicates
the need to contextualise AI within the cultural and social
environments in which they are designed, deployed, and
pervasive. This is further complicated by the various stake-
holders who use the conversational AI systems and those
involved in their design. This is rarely undertaken frombegin-
ning to end by a single firm or individual, but many hands
muddy these systems and the labour dedicated to their cre-
ation.

For example, we can use the popular conversational AI
system Amazon Alexa as our case study. The two primary
domains in which the system is used are (1) the indus-
tries that use Amazon’s underlying system to create what
are called “Skills” (i.e., addons) and (2) companies using
Amazon Alexa’s API to build things tailored to them. The
industries that use Amazon’s underlying system to create
skills are also further stratified into the industries that hire
other agencies to build these skills and add-ons (i.e., build-
ing the underlying AI system of these add-ons) and the voice
designers and product individuals who influence how it is
used in the world. These actors often do not directly work
side-by-side and are extracted from their labour. For this rea-
son, traditional co-creation methodologies like participatory
design, universal design, and inclusive design are not well
equipped to address the dissociated nature characterising the
conversational AI landscape.

Figures 8 and 9 best illustrate the fragmented nature of
the CAI landscape. Figure 8 describes the various actors con-
cerning CAI that the typical person is most familiar with, the
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Fig. 7 Governance structures for human-centered AI have three levels: reliable systems based on software engineering (SE) practices, a well-
developed safety culture based on sound management strategies, and trustworthy certification by external review. Source: [57, 58]

Fig. 8 The consumer side of the CAI landscape

consumerCAI systems that people buy anduse in their homes
like Alexa and Cortana. The business-to-business domain is
the other modality of describing the CAI landscape (Fig. 9).
This landscape is described as the CAI systems that com-
panies build for specific applications, such as controlling a
robot, ordering a taxi, getting banking information, providing
access to information for workers in the field, etc.

What both the two landscapes (Figs. 8 and 9) illustrate is
that the people building the core AI/ML technology (i.e., the
ASR, NLU and TTS) are usually separate from the people
designing the overall experience (i.e., thinking about how
conversations will flow). This means that it is rare to find a
CAI system built entirely from the ground up by any given
team. This implicates the governance mechanisms that are
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Fig. 9 The business-to-business CAI landscape

supported by the HCAI framework. In particular, it begs the
question of how oversight can be achieved in such a frag-
mented landscape. This problem of many hands makes it
harder to track the governance structures. However, where
lies the problem also lies the solution. This fragmented CAI
landscape allows us to discuss what can be done to achieve
what HCAI argues to be good governance. This is not par-
ticular to CAI; big companies build infrastructures, and it is
up to other companies to use these infrastructures to develop
their own specific tools. This paper does not aim to solve this
problem here; however, it does draw attention to the issue
that governance of these technologies is not straightforward,
and discussing the nature of the CAI landscape is a necessary
condition for discussing salient governance solutions.

HCAI, unlike other parallel approaches to technological
design, like value sensitive design, is not predicated on a
unitary understanding of the technical design landscape. For
this reason, HCAI provides us with the modality of under-
standing howCAIs can be human-centred despite their many
constituent parts and actors being entirely dissociated from
one another. HCAI provides the vehicle in which more spe-
cific processes particular to AI design can be delivered across
various boundaries.

We propose that the HCAI framework is particularly
apt for ensuring that socially beneficial banal deception is
designed for via the appropriation of the Z-Inspection® pro-
cess for trustworthy AI design [97]. This is for at least two
reasons. Firstly, the Z-Inspection process provides a unifying
methodology across all three levels of the HCAI governance
structure (Fig. 7). Secondly, the process has proven to be effi-
cacious in achieving trustworthy AI using real-world case

studies via co-designing all the identified stakeholders that
HCAI delineates (Fig. 2), see [98].

The process begins by determining the specific pre-
conditions of the AI technology in question. Concerning
CAIs, for example, this entails looking at the legal admis-
sibility and the absence of conflict of interest. This would
mean ensuring congruency between the various stakeholders
and acknowledgingpotentialmalicious actors and threats like
strong deception (i.e., ‘Threats’ in Fig. 2). This is followed
by creating an initial team of multidisciplinary experts who
function as stakeholders, internal reviewers, and industry-
standard professionals and consulting best practices to learn
from and avoid ‘failures and near misses’ (see ‘Safety Cul-
ture’ in Fig. 7). This multidisciplinary team then creates a
protocol (log) of the process, which is used to record infor-
mation about the inspection process over time, ensuring that
audit trails and verification are possible (see ‘Reliable Sys-
tems’ in Fig. 6) as well as to provide the necessary resources
for independent oversight to be possible (see ‘Trustworthy
Certification’ in Fig. 7). The process then aims to define both
the boundaries and context of the assessment. This entails
considering the entire ecosystem or landscape (like that of
the CAI landscapes in Figs. 8 and 9) and understanding that
such a landscape plays a vital role in defining the boundaries
of the assessment. Themetaphor here is that the landscape is
less a field to be played upon, but one that has agential quali-
ties to it, one that co-constitutes the design of the technologies
and systems in which they are embedded. Aligning directly
with HCAI’s understanding of governance, Z-Inspection®
understands these landscapes as “a set of sectors and parts of
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society, level of social organisation, and stakeholders within
a political and economic context” [60, 95, 967; c.f.,

In bringing together the various stakeholders, HCAI via
Z-Inspection® aims to Identify Ethical Issues and Tensions.
This begins throughmetaphor work, viz., the co-construction
amongst stakeholders of socio-technical scenarios. These
involve scenarios where the possible uses of the AI system in
question canbe imagined in various contexts and applications
(e.g., using a male/female-voiced CAI in a children’s hospi-
tal). These scenarios are used to highlight potential ethical
issues and tensions. Here, the consensus amongst stakehold-
ers is the goal to determine value priorities and potential
solutions to moral overload (see [84]). Likewise, this exer-
cise aids stakeholders in concept building.

Consequently, stakeholders can “build a shared under-
standing of key concepts that acknowledges and resolves
ambiguities, and bridges disciplines, sectors, stakeholders
and cultures” [95, 96]. These ethical issues and tensions can
then bemapped onto the ethical categories established by the
EU´sGuidelines for TrustworthyAI (seeEuropean [20]). The
appropriation of these guidelines aligns with HCAI’s need
for reliability at the technical level, the industry standards
at the organisational level, and the government regulation at
the higher certification level (see also AI Act) [50]. Once a
path(s) is defined, the means to execute that path are out-
lined, and feedback is provided to the system’s designers.
At this point, ethical maintenance begins, and any emerging
ethical issues or tensions are addressed in situ. This latter
auditing and monitoring phase is necessary to ensure that the
AI system fulfilled the Trustworthy AI requirements when
deployed and continues to do so over its lifecycle. This is
particularly important when considering deception. As we
mentioned, deception is not either banal or strong but exists
on a continuum which changes based on the context. Dif-
ferent applications can change the degrees of deception. For
example, the use of a humanised voice can be helpful to users
to be able to integrate the CAI system into their everyday life.
Such a system would ideally not be unfamiliar or uncanny
compared to a metallic or synthetic-sounding voice. How-
ever, the same CAI can be used to create strong deception,
i.e., tomake a user think that they are talking to a person rather
than a software system. The issue is that because deception
is so integral to HCI technologies powered by AI, gover-
nance structures and scrutiny are needed at multiple levels
to capture the various levels of where these varied technolo-
gies originate. The same voice-based CAI has very different
deception implications when applied in the line at a bank
and when placed in a kindergarten class. The former may
be banal, while the latter may be effectively strong. There-
fore, this requires audit trails and validation to ensure one
does not become the other without clear lines of tracking and
accountability.

This process entails a high bar regarding what can be con-
sidered reliable, safe and trustworthy AI; however, it ensures
that AI systems’ emergent behaviour does not go unchecked
over their lifecycle. Fundamentally, this higher standard per-
mits greater autonomy and, consequently, greater and more
meaningful forms of human control over these systems. Con-
cerning the CAI landscape, this approach does not aim to
‘bring together’ the various actors that constitute the frag-
mented landscape in the sense that it does not seek to frame
the landscape as homogenous and thus governable from that
perspective. Instead, HCAI, as a vehicle for processes like
Z-Inspection®, not only permits but supports the creation of
reliable, safe, and trustworthy CAI systems across all levels
of abstraction5 by targeting each level rather than a unitary
top-down approach that would be, at best, ineffective if not
outright impossible to achieve.

4 Conclusion

This paper has explored the connection between various
forms of deception in human–computer interaction, particu-
larly howAImight facilitate deceptive outcomes. Likewise, it
explored the distinction between strong deception and banal
deception and how that has implications for the design of
conversational AI (CAI) systems. Although deception of AI
systems can indeed have negative impacts, they can also
be geared towards socially beneficial outcomes. This paper
confronts challenges by proposing a framework that distin-
guishes between different situations and dynamics in which
communicative AI may involve deceptive outcomes. More
specifically, it proposed an analytical distinction between
situations where deceptive mechanisms remain beneficial to
users. Doing this permits us to enhance rather than jeopardise
human control and value sensitive design by distinguishing
between deceptive mechanisms that are beneficial and those
that remain risky, problematic, or unfair.

In tackling these issues, this paper argues that deception
is not the result of exceptional circumstances but a structural
component of interactive AI systems. This is a consequence
of human users forcefully projecting their own perceptions,
reactions, and biases on AI systems exhibiting communica-
tive behaviour. Designers of these systems can anticipate the
dynamics resulting from such acts of projection, thus lead-
ing the interaction towards deceptive situations that facilitate
desired outcomes. Likewise, this paper also proposes that it
is possible to distinguish between deceptive mechanisms and
designs that provide value to users and those that are of little

5 Infrastructure, consumer assistants, and ‘skills’ ecosystem for the con-
sumer side of the CAI landscape, and the infrastructure, conversational
AI tech providers, and core technology providers for the business-to-
business CAI landscape.
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use and bear significant risks. This is particularly important
for designingAI systems since it implies a shift of approaches
to tackle the problem of deception in AI.

This paper draws on the Human-centered AI (HCAI)
framework, an approach designed specifically for AI systems
to ensure that banal deception can be mobilised to achieve
better HCAI’s goals of producing “successful technologies
that augment, amplify, empower, and enhance humans rather
than replace them”. CAI is drawn on as an example of how
HCAI can be used towards this end. At the same time, how-
ever, the role of deception in CAI presents significant risks,
such as those present in the ongoing discussions about repre-
sentations of sex, labour, and anthropomorphisation. In this
context, there is utility in distinguishing between banal and
strong deception, given that it can provide a useful resource
for assessing how to design and develop compelling CAI
systems that will ensure that newAI-powered interfaces ben-
efit people and businesses by coupling automation with the
firm control of human users, thereby meeting HCAI recom-
mendations and empowering present and future users of such
systems. If appropriate, theHCAImay prove to be a potential
solution for designing CAI systems in what can be described
as nothing other than a challenging and fractured design land-
scape.

The unique aspect of our framework lies in the differenti-
ation between “banal” and “strong” deception, a nuanced
perspective that extends beyond traditional binary under-
standings of deception in AI. By situating deception on a
continuum and integrating it within the HCAI framework,
we provide a comprehensive tool for assessing and designing
AI systems that balance user engagement with ethical con-
siderations. This distinction empowers designers to create AI
systems that use benign deception to enhance user experience
while maintaining transparency and control. To validate our
framework, we propose the following executablemethod. (1)
Select a range of conversational AI systems and categorise
their deceptive mechanisms as either banal or strong using
our framework; (2) Conduct user studies to assess the impact
of these deceptive mechanisms on user trust, engagement,
and control, which could involve surveys, interviews, and
interaction logs; (3) Implement the HCAI principles to eval-
uate whether the identified deceptive mechanisms align with
ethical standards and enhance the user experience without
compromising ethical integrity; and (4) Use the findings to
refine the AI systems iteratively, minimising strong decep-
tion and enhancing beneficial forms of banal deception.

A significant advantage of the framework proposed here
is its applicability to various AI-based technologies. For
instance, the tension between banal and strong deception
lies at the core of ongoing discussions about anthropomor-
phisation in social robotics. It is not surprising to presume
also that the integration of conversational AI in social robots
enhances their ability to engage in meaningful interactions

with users. However, this also brings about the challenge of
managing deception in these interactions. The relationship
between deception in conversational AI and social robots is
critical, as social robots are designed to build rapport and
trust with users. Deception, whether banal or strong, can sig-
nificantly impact these relationships.

Social robots that use conversational AI to simulate empa-
thy might create stronger emotional bonds with users, which
could be beneficial or harmful depending on the interaction’s
context and transparency. Empirical studies in HRI have
shown that users often anthropomorphise robots, attributing
human-like qualities to them, which can lead to deceptive
experiences. De Graaf and Allouch [16] highlight that users
may develop attachments to social robots, perceiving them as
companions rather than machines. This anthropomorphism
can enhance user experience but also risks misleading users
about the robot’s true capabilities and nature.

In addition, we fully acknowledge the richness of Mas-
ters et al.’s [39] work and appreciate the multiple types of
deception recognised in their study. Our choice of focusing
on the overarching categories of strong vs banal deception in
the current framework stems from our intention to propose a
simplified yet powerful tool for analysing deception within
the scope of CAI systems. These broad categories allow us to
incorporate a wide range of deceptive practices, thus making
our framework more universally applicable and straightfor-
ward for initial adoption. However, we agree that the intricate
landscape of deception, including distinct modes such as
tricking, calculating, confuscating, and more, deserves a
detailed exploration within our framework. Understanding
how each of these types fits into the matrix of control and
deception can provide a more granular perspective and refine
the process of evaluating CAI systems. Although complex
and challenging, this task presents an exciting opportunity
for future research and could lead to a more nuanced analyt-
ical tool.

Future research is also required, with specific case studies
of this approach, on emerging or already deployed examples
of CAI to determine its effectiveness. However, this concep-
tual analysis has made a case for how the HCAI approach
does address some of the structural issues of AImore broadly
(i.e., forms of deception) and those of the CAI landscape
(its fractured nature). The actual means of realising HCAI
may change and evolve as the technologies evolve. Still, this
paper aimed to provide a means of framing these issues and
the actual means by which these issues have been and can
continue to be addressed.
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