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**Abstract** Lethal Autonomous Weapons (LAWs) are robotic weapons sys- tems, primarily of value to the military, that could engage in offensive or defensive actions without human intervention. This paper assesses and en- gages the current arguments for and against the use of LAWs through the lens of achieving more ethical warfare. Specific interest is given particularly to ethical LAWs, which are artificially intelligent weapons systems that make de- cisions within the bounds of their ethics-based code. To ensure that a wide, but not exhaustive, survey of the implications of employing such ethical devices to replace humans in warfare is taken into account, this paper will engage on matters related to current scholarship on the rejection or acceptance of LAWs—including contemporary technological shortcomings of LAWs to dif- ferentiate between targets and the behavioral and psychological volatility of humans—and current and proposed regulatory infrastructures for developing and using such devices. After careful consideration of these factors, this paper will conclude that only ethical LAWs should be used to replace human involve- ment in war, and, by extension of their consistent abilities, should remove hu- mans from war until a more formidable discovery is made in conducting ethical warfare.
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**1. Introduction**

The present paper evaluates the use of lethal autonomous weapons (LAWs). It argues that once LAWs reach a certain level of technical sophistication—specified below—they could become the *only* ethical means for waging war. To be clear about this point, we do not advocate for the use of violence to resolve interstate conflicts, nor do we believe that LAWs are, or could be, a definitive solution to the conundrums of “ethical warfare.” However, we do accept the following two claims: first, despite the historical decline of many forms of violence, including interstate and civil wars,[[1]](#endnote-2) armed conflicts will continue to be fought in the coming decades and centuries. Second, governments are not going to stop developing robotic devices such as LAWs for military purposes. There are currently no international treaties that prohibit or regulate the development and deployment of LAWs, and numerous countries—most notably the United States, China, Russia, and the UK (Kirk 2015)—are actively pursuing novel LAW technologies. It follows that there is a nontrivial, and perhaps a significant, probability that states will employ LAWs in future conflicts, and this makes understanding the various ethical and legal issues surrounding their use both important and urgent.

There are two general types of LAWs: offensive and defensive. The most advanced weapons of this sort today are equipped with autonomous systems that enable them to both defend themselves and identify potential targets without human intervention, although the final decision to use lethal force remains within human control (Heyns 2013, §45). For this reason, contemporary LAWs are not yet fully autonomous. Nonetheless, while countries like the US have vowed to keep the most morally significant final decision within the orbit of human controllers, other states—especially those with authoritarian proclivities—as well as nonstate actors, could develop LAWs that are fully autonomous.[[2]](#footnote-1) This is worrisome in part because current technology does not enable such weapons to reliably discriminate between combatants and noncombatants (Asaro 2008), a significant ethical/legal problem given that the Laws of War (LoW) outlined in the Geneva and Hague conventions prohibit the killing of civilians and surrendering of combatants, except under strict circumstances where the principle of proportionality justifies the possibility of unwanted deaths to prevent further loss. Similarly, there are important questions concerning the sorts of artificial intelligence (AI) systems that should govern the behavior of LAWs, as well as issues regarding how best to resolve any potential legal complications arising from the use of LAWs in the theater of war.

The present paper will bracket these topics, focusing instead on the possible virtues of using LAWs in battle. Hence, what is presented is a case for desirability rather than the contentious technical feasibility of these technologies given current technical constraints and limitations. To the best of our knowledge, it is the first study to explore the potential *merits* of ethically-programmed LAWs, and to outline several prescriptions that could inform an international regulatory framework for such weapons. In contrast, prior studies of LAWs have focused on their feasibility (Singer 2009b; Thurnher 2016), implications (Guetlein 2005; Krishnan 2009), legal consequences (Lewis 2015; Marchant et al. 2015; Marauhn 2014; Sauer 2016; Sharkey 2010; Thurnher 2013), moral-system actions (Johnson and Axinn 2013), and programmability (Arkin 2008; Danielson 1999; DeBaets 2014; Goertzel 2016; Lin, Bekey, and Abney 2008; Pereira and Saptawijaya 2007; Shulman, Jonsson, and Tarleton 2009; Soares 2016; Tarleton 2010; Wallach, Allen, and Smit 2008). While this literature offers many useful insights about the nature and possible complications of LAWs, it does not adequately address the possible moral upsides of relying on LAWs to make increasingly autonomous critical decisions during conflict rather than human judgment. Indeed, this paper suggests that we should resist a blanket ban on LAWs, instead pursuing moratoria that selectively prohibit the development of particular types of LAWs while simultaneously *encouraging* the development of other types. To make this argument, we will first review some of the scholarship that favors a blanket ban of this emerging technology. We will then provide a detailed discussion of the possible benefits of LAWs and argue that there may be a moral imperative to actively develop *moral machines*—that is, “ethical LAWs.” Finally, we conclude by specifying a recommendation that, we believe, should constitute a critical element of any future treaty for governing the use of LAWs by states.

**2. The Argument for Prohibition**

Founded in 2013, the Campaign to Ban Killer Robots (KRC) aims to create an international body of legislation to regulate—if not categorically prohibit—the martial use of artificial systems that exclude humans from the decision-making process (Heyns 2013). While KRC and the ethical/legal scholars who are sympathetic with its mission have proposed a range of arguments for prohibiting LAWs, the two central arguments are: (i) introducing LAWs to the battlefield would reduce the threshold for conflict because of their relatively low production cost, social cost, and ease of use; and (ii) current LAWs do not have the technological capacity to accurately categorize valid and invalid targets, thus rendering them dangerously incapable of satisfying the laws of armed conflict. Taking these in order:

*2.1 The threshold for war*

To begin, one of the most compelling reasons for *opposing* nuclear non-proliferation efforts is that the destructive potential of nuclear weapons increases the threshold of use (W. Wilson 2012; Jürgen 2008). Thus, only in extreme circumstances would rational actors deem their use to be either morally or strategically acceptable. This strongly contrasts with the case of LAWs, whose cost would be small compared to the cost of paying military personnel. Consequently, states could maintain stockpiles of LAWs that are far larger than any standing army. The low cost of LAWs would also make them more expendable than human soldiers (Jenks 2010; Jacoby and Chang 2008; P. Singer 2009a), and they could strike the enemy with greater precision than human scolders can currently achieve (Ekelhof and Struyk 2014; Thurnher 2012). These four properties—low cost, military effectiveness, expendability, and precision—could drive proliferation while *lowering* the threshold for use and, therefore, undermine geopolitical security. Incidentally, similar claims could be made about anticipated future nanotech weaponry (see Whitman 2011).

The attractiveness of LAWs is apparent in the US’s use of “unmanned aerial vehicles” (UAVs, also known as “drones”) in Iraq and Syria. These semi-autonomous systems offer a cheap, effective, and relatively precise means for conducting surveillance and targeting enemy combatants [despite unsatisfied infrastructural needs to sustain the drone program] (McLean 2014). As a result, the US drone program has grown and the frequency of drone use against terrorist organizations like the (now-defunct) Islamic State has steadily increased in the past decade (Higgins 2017). Yet the proliferation of LAWs discussed in this paper is different in important respects from the proliferation of current UAV devices. LAWs are theoretically capable of becoming moral actors capable of making life and death decisions without human intervention. The absence of a human operator suggests that LAWs will be even cheaper than current UAVs and, as such, more vulnerable to proliferation. But this might not be undesirable given that, for example, ethical LAWs will—almost by definition—not serve to glorify or extend war efforts beyond the initial scope. Furthermore, UAVs still require human intervention and, as we will soon discuss, the emotional volatility of humans could lead to overspending and high death tolls.

More generally speaking, the growing use of UAVs in conflict situations is consistent with a broader trend toward high-precision weaponry and away from larger, more destructive weapons like those in the world’s nuclear arsenals (G. Wilson 2013). There are some reasons for welcoming this shift. For example, the use high-precision weapons like LAWs to achieve a state’s military objectives could reduce the probability and proportion of indiscriminate harm, thus violating the LoW and “rules of engagement” (RoE) less than might otherwise have been possible. Even more, the “ease-of-use” of LAWs that are fully autonomous could enhance the “balance of terror” that prevents conflict from breaking out by providing a credible means for retaliation: “If you strike me first, I will unleash a swarm of LAWs that devastate your infrastructure, poison your streams, set fire to your farms, destroy your armies, and assassinate your leaders.”

The precision and effectiveness of LAWs could also accelerate the process of nuclear disarmament, seeing as the conception of LAWS regards them as agents capable of conventional weapons use rather non-conventional weapons platforms. First, consider that research on the potential climatic consequences of a nuclear war resulted in the replacement of MAD (“mutually-assured destruction”) with SAD (“self-assured destruction”). The reason is that an exchange of nuclear weapons—even a regional one [citation]—could initiate a “nuclear winter” that causes global agricultural failures, widespread starvation, the spread of infectious disease, and other catastrophic sequelae that cannot be contained within national borders (Mills et al. 2014; Xia et al. 2015). Consequently, a nuclear war would all but guarantee the *self*-annihilation of states involved. As Seth Baum (2015) notes, though, LAWs could provide a kind of “winter-safe deterrence” by providing states with a credible threat of retaliation without the global catastrophic risks of nuclear conflict. Thus, LAWs could render the world’s nuclear arsenals irrelevant and, in doing so, lower the overall risk of human annihilation.

*2.2 Distinguishing valid targets*

As mentioned above and discussed further below, the most significant obstacle to the development and acceptance of LAWs is their current inability to reliably distinguish between valid and invalid targets. This is a crucial shortcoming because, as previously alluded, the Geneva Conventions require that attacks must be exclusively directed at military rather than civilian entities (United Nations 1979). As Article 51(3) of Section 1 of the Additional Protocol to the Geneva Convention states, “civilians shall enjoy the protection afforded by this Section, unless and for such time as they take a direct part in hostilities” (United Nations 1979).[[3]](#endnote-3) Complicating the situation further is an ambiguity about what exactly counts as a “civilian”—e.g., some civilians engage in combative activities, some of which are not clearly *overt*, thus making it a matter of interpretation whether such individuals should fall within the “combatant” or “noncombatant” categories.

Likewise, targeting military activities can sometimes result in harm to non-military agents. Scenarios of this sort are governed by the principle of proportionality, which “requires that the expected harm to civilians be measured, prior to the attack, against the anticipated military advantage to be gained from the operation. This rule described as ‘one of the most complex rules of international humanitarian law,’ is largely dependent on subjective estimates of value and context-specificity” (Heyns 2013, § 70). The key term here is “estimates of value,” since it depends upon some moral decision-making structure for its meaning. Here one can argue that LAWs should not be permitted to make lethal decisions because of their inability not only to accurately categorize the targets that they encounter, but to estimate the value and understand the context of those targets (de Boisboissel 2015; Roff 2014).[[4]](#footnote-2) Thus, KRC and similar organizations argue that humans should remain in the decision-making loop (Heyns 2013)—for example, the International Committee for Robot Arms Control (ICRAC), founded in 2009 by Juergen Altmann, Peter Asaro, Noel Sharkey, and Rob Sparrow, specifies its mission as inspiring the “international community [to create] a legally binding treaty to prohibit the development, testing, production and use of autonomous weapon systems in all circumstances” (ICRAC 2009, 2014)

**3. The Argument for LAW Development**

*3.1 Human flaws and foibles*

Yet, we would argue, such positions are predicated on an unfounded fear that taking control away from humans will enable robotic weaponry to demolish current, human-involved warfare practices. Extrapolating techno-development trends into the future, it is reasonable to expect future robotic weapons to acquire the capacity to reliably and accurately differentiate between combatants and noncombatants (Egeland 2016; Sharkey 2012); this could even occur in the near future (see Guizzo 2016). Indeed, Ronald Arkin (2008) anticipates such technologies—in particular, recognition software—to not only be developed but surpass human performance capabilities (see also Egeland 2016; O’Meara 2011). As he writes, “we must protect the innocent non-combatants in the battlespace far better than we currently do. Technology can, must, and should be used toward that end.” Like Nadeau, Arkin believes that moral LAWs would act in an ethically superior way to humans in war, saying that:

The commonplace occurrence of slaughtering civilians in conflict over millennia gives rise to my pessimism in reforming human behaviour yet provides optimism for robots being able to exceed human moral performance in similar circumstances (Arkin 2015)

One must also take into account the consequences of humans personally engaging in warfare. Historical records, including those of concurrent military engagements, recount numerous acts of barbarism as a result of the harsh conditions that combatants are exposed to (Arkin 2015). In fact, Lin et al. (2008) discuss how one of the most attractive prospects of LAWs is their inability to be affected by emotions on the battlefield (Lin, Bekey, and Abney 2008). It is the emotional distress that often causes combatants to mistreat the enemy and commit war crimes. Hence, the introduction of LAWs that are unaffected by such emotional stress serves as an incentive for continued development (Klincewicz 2015).[[5]](#footnote-3)

Secondly, the emotional and physical pressures that human combatants must endure during wartime has performance costs. The fatigue of a long and drawn-out battle affects the ability of individual soldiers to perform optimally, and thus affects the accuracy of their shots (Nibbeling et al. 2014; Burke et al. 2007). LAWs are naturally unaffected by similar physical pitfalls and can always--as long as the physical infrastructure is designed optimally from the start--permit the LAWs to continually perform accurately and as expected.

The ability for LAWs to engage in unwavering, precise combat also resolves some ethical issues that arise from human-waged war. In light of the fact that LAWs don’t possess emotions to guide their behaviours or personal stakes that affect their combat approaches, LAWs will always perform duties accurately under even the most physically--or to a human, emotionally--stressful conditions, thus enabling them to, at least more often than not, kill in a more humane manner. LAWs can be programmed to only engage targets in manners deemed most ethical based on the dynamics of war at the time of combat: the changing environment, the weapons being used by both the aggressor and the defender, and the characteristics of the target (human, robot, or physical structure).

Already, computerized weapons platforms can engage targets far more accurately than any human counterpart can (United States Navy 2017; Geibel 1997; Shachtman 2007; Katz and Lappin 2012). Strong arguments can be levied that LAWs outfitted with such weapons platforms could engage in otherwise normal wartime duties but in a means that is far more accurate and thus ethical[[6]](#footnote-4) as a consequence of LAWs’ technological superiority.

Part of this ethical prowess exhibited by LAWs, is not only because they never tire, but because they are impervious to the psychological shortcomings of humans. Though a contentious topic, several high-profile cognitive psychologists suggest that humans fabricate reasons for their actions after committing them (Nadeau 2006; Davidson 1982). Thus, it is human to be irrational, to make unreasoned decisions toward an action that is then validated after carrying through. Such is not the nature of a robot. As mentioned, LAWs don’t have any particular affinity to or personal interests in surviving battle; they don’t have any drive to exhibit particular harshness against enemies of a certain culture; and they don’t, outside of their goals, worry about winning the war and heading back home after using any unsavory methods to do so. What they do mind is their particular set of rules, their value-laden code that dictates how they are to conduct themselves in an ethical manner during combat.

In sum, the two above arguments (1) the lack of an agreed-upon universal moral framework coupled with (2) the emotional and psychological impacts of war on humans and the consequent tragedies and irrational behaviors that follow, provide a strong case *for* the development and utilization of an emotionally uncompromisable artificial moral combatant--a moral LAW.

Up until this point, this paper has presented arguments against and for the development of LAWs. The remainder of this paper will argue that 1) *only* moral LAWs should be used in warfare and 2) all other non-moral LAWs should be prohibited.

*3.2 Moral LAWs and the burden of responsibility*

The previous section delineated some reasons why morally programmed LAWs could surpass the ethical capacities of humans by overcoming our physical shortcomings and susceptibility to morally egregious behavior. We will now argue that *only* moral LAWs should be employed as combatants in war. The exclusivity of that statement does not only include non-morally programmed LAWs but extends to humans as well, when speaking of matters related to organized war. To do this, we draw from the work of Joseph E Nadeau in his controversial paper *Only Androids Can be Ethical* (2008).

Here we adopt Nadeau’s (2006) thesis as our own: “humans cannot reason logically except in very limited situations.” Nadeau proceeds with a discussion of empirical evidence provided by psychological research that concludes, “…however great the human capacity for vision, speech and classification, the bounds of human reason are very low indeed” (Nadeau 2006, 242; see also Chase 2015; Barrat 2013). Similar to our psychological vulnerabilities discussed in the previous section, these cognitive limitations bind us in a way that leads us to act without reasons. Nadeau hence argues an absolute limit on our free will—and thus liability—on account of limited rationality.

Nadeau, accepting these human limitations, moves toward discussing the potential for androids to surpass the rationality of humans, as well as the possibility that LAWs “could have free will in the philosopher’s sense, and so be responsible and culpable” (Nadeau 2006). Thus, arguments made toward holding humans liable for specific actions performed during war, especially during particularly threatening situations, become highly controversial, if not totally disregarded because of their convolution. Nadeau argues that an android architecture built on either a theorem prover, neural network, or a combination of the two would be sufficient to allow the system to initiate each and every action in response to reasons embedded in the programming—whether or not we can actually determine the specific reason, as is the case with neural nets (Nadeau 2006; Arkin 2008; Lin, Bekey, and Abney 2008). The argument can thus be formalized as follows:

1. For an agent to be held responsible and liable, that agent must be acting with a free will.

2. Free actions are only free actions if those actions have one or more antecedent reasons behind them.

3. Human actions are not based on antecedent reasons except in very limited and rare circumstances.

4. A robotic architecture that is built using either a theorem prover or neural network (or combination) makes decisions based on antecedent reasons.

5. Therefore, it is *only* androids, not humans, that can act ethically.

The conclusion imposes a moral obligation on us, as lawmakers, ethicists, and society in general. Given our knowledge of the war crimes caused by humans throughout history, innate human irrationality in most cases of action, and that LAWs are currently in development, it behooves us, morally speaking, to not only program moral values and ethical reasoning into LAWs, but employ LAWs as the sole actor in combat settings. This, of course, does not discount current technological limitations such as targeting systems that are incapable of distinguishing combatants from noncombatants. Given that this is the case, we must take into account that even a moral agent equipped with such rudimentary targeting systems would not gather the sufficient data to make a valid decision. The above argument is crucially conditional: it states that *if* we can create technologies capable of distinguishing combatants from noncombatants, then we should program moral values into them; and *if* we can program moral values into them, then *only* these technologies should be considered ethical, and thus used as combatants in war.

Nonetheless, in lieu of such targeting technology, we should look for a governance framework that is *precautionary* as well as *anticipatory*. International bodies must understand the current limits of technology and see that LAWs are being developed regardless of their interest in researching such developments themselves or employing the technology in their future war efforts and policies. Hence, precautions must be taken when creating laws to govern the development and use of LAWs, on account of the uncertainties that exist regarding how such laws will affect society. Although thorough, the framework must also be flexible enough to allow for harmonization in domestic regulatory statutes as well as permit change as technology evolves. The following section discusses the regulatory sphere governing LAWs.

**4. Moral and Regulatory Frameworks**

*4.1 Moral disagreement and regulatory frameworks*

In the first part of this paper, we discussed some of the main reasons proposed for why the development of LAWs should either be prohibited entirely or regulated to offer some guidance to progress. One of the most impactful arguments for prohibiting LAWs is their inability to make valid target choices and their ability to take the control of life and death away from human operators by means of exerting its own decision-making processes. However, when one looks at the question of what constitutes a valid target, they are in essence making a judgment call of whether it is permissible to attack. Permissibility, regardless of whether or not it is being considered under frameworks such as the LoW or the RoE, is fundamentally an ethical/moral decision. Thus, two questions surface (1) is any moral framework necessary to be programmed into a law that goes beyond the LoW and RoE? and (2) if so, under which moral framework does the decision maker decide that a target's right to life is suspended and warrants elimination?

Currently, there is no universally agreed upon moral framework. Divine Command Theory (DCT) seeks to dictate correct (i.e., moral) action in accordance with the word of the divine (i.e., holy scripture). Utilitarianism weighs the welfare of varying options presented and determine the best consequences for the greatest number. Deontology, in contrast to the consequentialist aspects of utilitarianism, looks to apply universal moral principles to dictate action. And finally, virtue ethics asks agents to embody characteristics of ideal moral characters (e.g., Christ, Socrates, Aurelius, and Epictetus) and base our actions accordingly. Each of these, however, encounters nontrivial problems. DCT is highly interpretive and, consequently, differences in interpretations of *which* words of *which* divine being quickly arise, with no good epistemic basis for arbitrating between alternatives. Utilitarianism engenders problems associated with what constitutes the good, which consequences of an action are morally relevant, and how to weigh and calculate the amount of good brought about by an action. Likewise, deontology sometimes yields unpalatable consequences, such as being duty-bound to tell truths with obviously negative repercussions (e.g., telling a Nazi soldier that one is hiding an escapee in one’s basement) (Varden 2010).

Given ongoing debate about which moral systems are best—indeed, about 25 percent of philosophers are deontologists, 23 percent are consequentialists, and 18 percent are virtue ethicists (Bourget and Chalmers 2013)—as well as the problems inherent in different moral frameworks, it is difficult to argue that any human has the moral authority to make definitive decisions relating to the right to life of other, even in combat zones. This raises questions of whether or not LAWs, or AI in general, are any different to a human in their ability to interpret and apply moral principles. Yet some scholars argue, as alluded to above, that it could be *only* artificial minds that *can* truly be ethical. This issues make the decision incredibly difficult and would most likely result in a lack of global agreement. Regardless, although some may argue that removing the human from the battlefield and replacing him/her with a robotic counterpart will strip morality in general from war, it is not obvious that such is even necessary. Strong arguments can be made in favour of programming exclusively the LoW and RoE and nothing beyond. Not only would such make international regulation of LAWs simpler, given that the LoW are already established, but it would remove the burden of value-laden programming[[7]](#footnote-5) from the developers of different LAWs manufacturers as well as the difficulty of establishing a universal theory of morality that would be accepted by all lawmakers.

Thus, although morality is per se a contentious topic, particularly when attempting to find a universal moral foundation, such should not come into discussions regarding programming LAWs. Not only does it create new programming hurdles, thus incentivizing the production of LAWs without value programming, but morals beyond the LoW appear unnecessary within the context of war itself.

Likewise, we argue that an international governance framework should take this proposition seriously. The current LoW govern human conduct in war and punish war crimes. Naturally, they exist because such crimes are anticipated and historically have always been committed in such events. However, the applicability of the LoW and national RoE can become solidified as a *necessary* part of the behavioral repertoire of moral LAWs. Hence, we argue that an international regulatory framework should be assembled to govern the use of autonomous robots in war and that this framework should include the following considerations:

1. Insofar as weapons are autonomous, ie., beyond human control, they must *necessarily* have an agreed upon moral programming.

2. If states produce moral LAWs of this sort, those LAWs must *always* have the capacity to make judgment calls equal to or greater than humans, e.g., using sensors that can gather combatant data equivalent to or beyond that of humans.

The exclusivity of the above two conditions thus prohibits the use of any LAW that does not have (i) moral programming, and (ii) adequate targeting systems. It follows that international regulations should be created to incorporate those prohibitions. The conditions, though, are not jointly exhaustive, as there are many more issues that legislators must address. Rather, they are intended to form part of a mandatory standard that constitutes only one piece of a larger, more inclusive framework of regulatory prescriptions (or proscriptions). Further scholarly work is needed to clarify the nuances this issue and convince skeptics to endorse LAWs as an ethical alternative to the contemporary warfare status quo.

*4.2 Convention of certain conventional weapons (CCW) and regulation*

The 1980 United Nations CCW consists of five protocols which prohibit the use of certain forms of conventional munitions. These include (I) non-detectable fragments, (II) mines and similar trap devices, (III) incendiary weapons, (IV) blinding laser weapons and (V) explosive remnants of war (ICRC 2014). Likewise, a similar protocol could be introduced according to which LAWs that fall within the exclusivity boundaries of the first two conditions are prohibited. As mentioned above, a blanket ban on LAWs—although often argued with good intentions—misses certain moral advantages that ethical LAWs with sufficiently accurate targeting systems would entail. Hence, a better solution is to endorse *selective regulation and prohibition* to ensure that the research, development, and use of LAWs yields not just morally acceptable outcomes, but morally better ones.

Additionally, states should research and development LAWs in a fully open and transparent manner. Although conducting secretive research and development has both tactical and technological advantages for states in the anarchic realm of international politics, embracing openness and transparency is more conducive to *scientific progress*. As Kantrowitz (1992) puts it,

openness is necessary for the processes of trial and the elimination of error. … Impediments to the elimination of errors will determine the pace of progress in science as they do in many other matters. … Trial and the elimination of error is essential to significant progress in military technology, and thus both aspects of the process by which significant progress is made in military technology are sharply decelerated when secrecy is widespread in peacetime. Openness accelerates progress. In peacetime military technology, openness is a weapon. It is one clue to the survival of open societies in an international jungle (Kantrowitz 1992).

The endeavor toward transparency, which Kantrowitz also discusses, can and ought to be applied to LAWs. This could help ensure that (a) states develop them in accordance with internationally agreed upon regulatory statutes, and (b) ethical progress occurs with respect to the science and engineering aspects of this emerging technology. Indeed, in his 2013 report on LAWs, the UN Special Rapporteur Christof Heyns calls for “full transparency regarding all aspects of the development of robotic weapon systems,” thus acknowledging the benefits, if not the necessity, of the transparent development of military technologies (Heyns 2013).

Similarly, the novelty of LAWS as a weapons platform can clearly fall under the domain of Article 36 of the Geneva Conventions Protocol I which explores the process of the “study, development, acquisition or adoption of a new weapon, means or method of warfare”. Although Lt. Col. Justin McClelland has explored this protocol in depth and explicated its governance scope, the long term inclusion of LAWS as fully implicated under Article 36 is definitely a worthwhile place to start as concerns LAWS and a fruitful potential research avenue for scholars to explore (McClelland 2003).

5. Designing For Values and Research Limitations

What this paper has done so far is offer a philosophical argument for designing ethical LAWs based not on existing moral theories but rather on the LoW and RoE. In doing so, it brackets current technological limitations in favour of a speculative conceptualization of what potential future technological refinements can offer. Similarly, the ethical analysis used as the basis of this paper’s argument is acknowledged as being deeply reductive and essentialized. The motivations behind this line of reasoning is based primarily on the urgency the drives the need for an ethics-based-approach to LAWs. As already stated, LAWs are being developed by numerous nation states and their introduction to warfare landscapes implicate serious ethical questions, yet there are no foundational design principles adopted that offer a solution to these issues. What this paper offers is not a universal ethical design structure, but instead some initial first steps that can be taken to ameliorate both existing issues that have been accepted as part of warfare, as well as offer new ways forward. To this end, the analysis presented here is fundamentally limited and is in no way exclusive or exhaustive of other design avenues.

The explicit principles offered as a design flow for LAWs in this paper (LoW and RoE) are simply that, explicit. What future research on LAWs must account for is the implicit values that are always already implicated in the design of technologies. The contention that values are always embedded in design, explicit or not, has been a core tenet of the philosophy and sociology of technology since its inception (Pinch and Bijker 1987; Winner 2003). For this reason, the essentialist conception of technology as a value-neutral tool has long been shown to be a misguided one. Not only do stakeholders and publics use technologies as a means to realize their own values, but the decisions and design flows that guide a technologies design and development also implicate values of designers, engineers and other indirect stakeholders. Because of this continual implication of values, and the impact that technologies like LAWs have on society at large, a closer look at how values are implicated, which values are implicated and which values should be considered for design are of the utmost importance.

Various techniques and methodologies have been proposed as a means for accounting for values during design to better direct the design process of technologies and to better ensure a beneficial outcome when these technologies become ubiquitous (Davis and Nathan 2015; Manders-Huits 2011). Where this paper is limited is its approach to considering the question of the design of LAWs. What is offered here is a purely essentialist conception of how current development of LAWs do not explicitly consider the values of international treaties, or regulations of any kind. What is offered as a result is an *ad hoc* means of beginning to consider how LAWs can be developed for warfare considering the inconvenient truth that warfare is most likely going to continue for the foreseeable future. As mentioned, we make not value-judgment on that fact per se, but simply offer a philosophical argument for pragmatic initial steps that can be taken to ameliorate unnecessary violence.

Future research projects should consider exactly what values are already being implicated in the design of LAWs from an international perspective. Similarly, these projects should look at how international regulations can be levied to enforce a design-for-values approach to the development and implementation of LAWs that account for technical constraints that can be used as an initial primer for future ethical considerations in design.

**6. Conclusion**

This paper has surveyed various arguments both for and against the prohibition of LAWs. On the one hand, some scholars argue that inadequate targeting systems and the removal of humans from the kill control are sufficient for banning LAWs. On the other hand, we contend that the relatively low cost of LAWs, their potential for moral programming, and their ability to remove human combatants from the line of fire constitute strong reasons for pursuing the development and use of LAWs in conflict situations. Even more, we argue that “moral LAWs” could constitute the *only* entities capable of making genuinely ethical decisions about whether its targets live or die. But here we encounter a number of caveats. First, such LAWs must have targeting and judgment systems that are equal or superior to the targeting abilities of humans. Second, it must embody a moral program or programs that all parties agree upon, such as the LoW and RoE. And third, states that ignore these requirements will be subject to international pressure and sanctions. We also suggest that a new protocol that references LAWs could be added to the CCW.

Although we have tried out best to distill these complicated issues and address the relevant problems with our proposal, many issues regarding the creation and employment of LAWs remain unclear. Nonetheless, certain emerging work in the fields of machine ethics and machine leaning will increasingly reveal how the future could unfold. The best way forward at this time is to foment international discussion among researchers and policymakers about these topics; we hope the present paper has made a small contribution toward this end.
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