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In a sense, in biology we always start by lookinghe wrong place. It is therefore
vital to keep an open mind, to expect the unexjpecte
Baars and Gage

We seek reality, but what is reality? The physi@tgtell us that organisms are
formed of cells; the chemists add that cells thévaseare formed of atoms. Does
this mean that these atoms or these cells corestidatity, or rather the sole reality?
The way in which these cells are arranged and fndrich results the unity of the
individual, is it not also a reality much more irgsting than that of the isolated
elements, and should a naturalist who had nevetiestuthe elephant except by
means of the microscope think himself sufficierttyjuainted with that animal?
Poincaré
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Introduction

Cognitive neuroscience is nothing more than accatian of
experimental and theoretical information from twdelds,
neuroscience and psychology. Different people coostd various
theories using the combination of this informatit¥dccumulation”
has to be associated with “correlations” betwearraral and mental
states, the main notion of cognitive neuroscienttat exactly
“correlations” means is not very clear. On the baad, many people
working in this area pled for the identity theog:mental state is
identical with some activated neuronal patternsextbeless, at least
from an epistemological viewpoint, the identity dheis avoided by
many researchers. From an epistemological viewpaimental state
cannot be reduced to certain neuronal patternsth®rother hand,
many important researchers in cognitive neuroseierend
philosophy of mind think that the neuronal statgsotucé the
mental stateS.In this way, the problematic identification betwee
any mental state and neuronal state is partialbjded. We can talk
of “correlation” between these states. Nevertheléssrrelations”
requirelocalizationof mental functions/state in the brain. As we will
see in this book, because of the results from dse years (mainly,
fMRI), “localization” is replaced with “widely disibuted neuronal
areas”, and “correlation” remains the main notioh cognitive
neuroscience.

The main question that | want to answer throughbig
book is: “Can we construct a science on such ctrogls”? From a
classical viewpoint (on which we define the othelesces), using
“correlations” as the main notion, it is impossitie claim that
cognitive neuroscience is a real science. Obvigusyrelations do
not presuppose laws, but maybe we can extend tfieitde of
“science” precisely so as to identify cognitive ramcience as a

L At least, some of the researchers use this natitrout clarifying it.



particular science. With such extension, would dbgn
neuroscience be a real science?

The knowledge of different sub-domains/experimeats
cognitive neuroscience created a strong congestion young
researchers. They have two alternatives: working tlom same
paradigm that imposes a particular knowledge (fiot@rpreting the
empirical data) and instruments of investigation changing the
meta-paradigm of thinking and thus re-thinking thgestions for
which they search some answers. In cognitive neigose, a new
meta-framework is necessary more than ever (Friad2@D15. |
investigate in detail many theories, approachegqemments of
cognitive neuroscience from an EDWs perspectivg tmkshow that
the old meta-paradigm (the unicorn world) createcanyn
(hyper)ontological contradictions and paradoxesassible to be
solved. | strongly claim that only by changing tharadigm of
thinking, could the researchers in cognitive necigrge increase
their hope of solving some problems of their domain

In writing this book, my intention is to analyzepim the
EDWs perspective, very recent papers that appegoumals of
cognitive neuroscience. Without having any criteida selecting
particular articles and books from a huge amalgdrmformation
that belong to this field, working alone for thiedk (I have never
heard somebody working in cognitive neuroscienc&amania), |
tried to select what | thought necessary for itigasing cognitive
neuroscience from my perspective, the EDWSs. ObWotier me it
has been impossible to cover the main theoriesdwas of this field.
Moreover, being a philosopher that works in libratystrongly
emphasize that it was not possible for me to unaedsall technical
(empirical) details regarding some experiments ifistance | could
not completely understand the function and thecsire of an
fMRI). Therefore, in these cases, | tried to untierd the theoretical
conseqguences of empirical results for the natumoghition and the
relationship between the mind and the brain. Undeese

1 As we will see in this book, | offer this new peestive, the EDWSs perspective.
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circumstances, | would therefore like to apolodmesome mistakes
that may appear in this book. | would like to thardey much to

people who sent me their papers when | asked th@srnet saved
me to update my knowledge in this extremely dynamhenain,

cognitive neuroscience.

With this book, | would like to draw the attentiam the
wrong framework in which people work in cognitivee(iro)science.
Apparently, the old framework, the unicorn worldedschapter 1)
does not influence directly quite many empiricaperiments and
investigations. Nevertheless, at least their caichs are quite
wrong or quite ambiguous from the viewpoint of mgrgpective.
The change this old framework of thinking with eanone could
affect not only the answer to some old questions dxen the
formulation of those questions. The constructionegperimental
technologies follows particular frameworks of thim so the
understanding of measurements/observations realibgd any
instrument or the creation of any experiment haddoincluded
within a paradigm of thinking.Based on the knowledge that
acquired reading articles and books from varioakl$i of cognitive
neuroscience, | hope | will be able to construtthe next book, the
ontological status of the “I”, the relationship Wween the “I” and its
features (that are the “I”), and the correspondgniocetween the
mind-EW (the “I") and the brain-body (that belong the macro-
EW). In my future work, my intention is to consttuec completely
new image of the “I”, more necessary than ever agndive
neuroscience today.

This book is written for quite young (middle-aged)
researchers of cognitive (neuro)science who hadnaglated plenty
of knowledge from cognitive neuroscience and wantdécode the
mysteries of the neuronal functions and their r@teships with
particular mental states. This book is not an ohiiggion to cognitive
neuroscience since | investigate mainly papersvtiea¢ published in
the last 3-4 years. My investigation wants to shbat the direction

! Related to this point, see Bohr’s idea in Vac&2id08).
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of researches of cognitive neuroscience has nordutior my
investigation, | selected some of the main topidscognitive
neuroscience, but my bibliography is extremely oedl in
comparison to the huge number of papers and badissped in the
last years on each topic in this area. Neverthelaghe summer of
2012, | realized that analyzing any paper from mayspective, the
results would be the same: every author works withe unicorn
world and the consequences are the same, i.e.r afiany
experiments and extremely elaborated approache® thno answer
to any of the great questions from this field. Tisishe main reason |
stopped analyzing, from my perspective, new aditkat belong to
cognitive neuroscience.

The reader will be surprised by the fact that | tqdoquite
many paragraphs from various papefere are two reasons: | did
not have enough time to “translate” them in my vepiEnglish is not
my mother tongue and | preferred to avoid the ilftyi of using
words that can create misunderstandings. | metgoa that | do not
have access to papers and many books. Therefomray ibook, |
selected papers and books that could be accessaeé.byhe content
of this book is the following. Chapter 1 is abouty rEDWSs
perspective. In Chapter 2, | introduce some geneodibns from
cognitive neuroscience. In Chapters 3 and 4, Iroffame details
about the debates between optimist positions aneptisist
framework in this domain. In all the other partmuestigate various
topics (localization, the binding problem, perceptiand object
recognition, the crossmodal interactions, space taedmind, and
finally the holism approach or the “widely distried neuronal
patterns” for any mental state) of cognitive neai@sce from the
EDWs perspective. Each topic varies regarding thpep that |
analyze in this book. For some topics, | read quigsy papers and
chapters, for other quite few. | emphasize herd¢ thavould be
useless for me to read more papers for any topa.important

! The footnotes (many times, just quoted paragrdpi® papers or books) are
extremely important in this book. These paragrapfisct exactly the situations that
| analyze in that context.
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changes would have taken place in my book. Any pape the last
year, mentioned or not in this book, can have Hmesinterpretation
under my EDWSs perspective. Thus it became usetessié to read
more papers so as to write this book.

The order of these topics mirrors their difficuli§:in the
past, the researchers were interested in perceimh object
recognition (or consciousness), nowadays they rttosie interest on
the binding problem (strongly related to perceptidkiter realizing
the difficulty of solving these problems, the rasbars moved to
localization. In the past, it was thought that amental state
activated just a small area of the brain. Withghagress of research,
almost everybody realized that any mental statettvd® correlated
with a “wide patterns of neurons”, usually locatizen the cortex
zone. However, with new tools of the brain imagése (diffusion
tensor imaging, diffusion spectrum MRI or diffusiaighted
imaging), things become much more complicated. &or mental
state it is not only the cortical areas, but alsodubcortical zone that
are involved. . Finally, the last chapter is abth& Fingelkurts's
(2010) approach. Their theory perfectly reflects ¢hate of affair in
cognitive neuroscience: extremely elaborated, based very large
area of knowledge, but unfortunately only somedthalic epicycles
within a wrong framework. | hope the young researshfrom
cognitive neuroscience will be able to understdrat they need to
change their old -fashioned framework of thinkingd avorking. |
believe that if they do not want to change thisneavork, the results
of their works would be quite useless.
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Chapter 1

The unexpected:

“Epistemologically Different Worlds” *

1.1 Introduction

In other works (2005, 2008, 2011, Vacariu and Mac2010), | tried
to illustrate that the greatest illusion of humamowledge surviving
from the oldest times is the notion of ,world”, afni-verse” or as |
called it, the ,unicorn world”. The unicorn world ithe greatest
illusion because human beings constructed theireekhowledge
within this ,house” and nobody inquired it. The manistake that
led to the creation of the unicorn world is that We human beings,
believed (consciously or not) that we were the astdgervers of the
“world”. As a result, Gods, all beings (humans witkeir mind,
brains and bodies, and plants, cells, microbesnas) and all
objects (tables, stones and planets, electronsesvand fields) have
been placed within the same world, the unique wdhd uni-verse.
The world is all the entities and their relatiomzhinevitably placed
within the same spatio-temporal framework. Everybbds thought
that all living organismsbserve/perceiyemore or less, the same
world. Nobody has ever wondered whether a planetnoelectron
“observes” (as we will see, “observation” is eqlive to
“interaction”, also see Vacariu 2005, 2008, 201Bcafiu and
Vacariu 2010) the same unique world. If we rejbet hegemony of
the human being that uses certain conditions oferebtion for
observing that “unique world”, then we have to wendn the
conditions of “observation” available for the otleattities. As we will
see in detail, conditions of observation are edeivtato conditions of
interaction. In this context, the question thasesiis “Does each entity

! Large parts from this chapter are from Vacariul0 However, no other parts
from this book appeared in other works of mine.
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‘observe’ the same world?” As we will see belowgtealass of entities
represents an EW that is epistemologically diffetean other EWs.
Thus, we have more “worlds”, but these worlds aighr ontological
worlds or many-worlds or multiverse (not even gdassworlds — a
useless philosophical notion), nor the epistemobigaspects of the
same world, but there are epistemologically differeorlds (EDWSs) with
epistemologically different entities and epistergmally different
interactions. Each world consists of epistemoldigickfferent entities and
their interactions. Since Ancient times, we haverbéooking in the
wrong place: the unicorn-world! Therefore, in thexhsections, |
will introduce the “unexpected” EDWSs, since nobdbgught about
their existence. From my viewpoint, “to expect theexpected”
means to give up the oldest framework of thinkititge unicorn-
world and to understand and concede the DWs pdigped/orking
within the unicorn-world, within the context credtdy so many
unsolved problems, many researchers from cognftieeiro)science
desire a new framework of thinking in this domain.

1.2 Definitions

I would like to introduce the definitions of the maoncepts that are
necessary for building the EDWs framework. Thesénd®ns
overstep certain pseudo-notions of the unicorn advamd refer to
entities (and their interactions) that represeatEDWs'

(a) “Non-living” entities thaexistwill be called it. (The singular is
“it”.) 2
(b) “Living” entities thatexistwill be called It. (Singular: “It”)

1 If we think of EDWs simultaneously, we get theaspt of the ,hyperverse”. This word is
an abstract notion, since it is necessardy hyper-entity that is able to
observe/interact with entities from all EDWs.

2 it"is a neutral pronoun for neutral entitiesnéed plural for “it” (it does not exist
in English) that will be “it'. | mention that if there is an “it” at the beging of a
sentence, | will not use the capital letter. Favitig” entities, | use “It” with capital
letter in any place of a sentence. “Entity” is a@m@l notion that includes it, It and
the being (we will see later about the being). Thithe reason | do not use “entity”
for neutral.
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(c) The entity thatorrespondgo an It will be called “being”. The
correct statement is “Being is.” The incorrect eta¢nt is “Being
exists”. “Being” refers to all these notions likeet mind, life, the
subjectivity or the “I”, but is something beyongkth.

(d) “Correspondence” refers to thenceptualnot real) relationships
between entities that belong to the EDWSs.

(e) “Interaction” (notion available for all entigg is equivalent to
“observation/perception” (notion available for @ént human
actions).

() “Determinate” refers  to certain determinations/
characteristics/traits; “indeterminate” refers ta antity that has
determinations in possible states; “non-deterniinatéers to an entity
that has no determinations, not even in possibkest

(9) “Human being” means the “I", “human organism’eams the
intermingle between brain and body.

I would like to emphasize the difference betweeasénthree types of
entities: it and If exist while beingis. Later, | will introduce 11
propositions available for all types of entitiesttlexist or are that
represent the axiomatic-hyperontological framewfwok known or
unknown EDWSs. The order of these propositions ceslethe
chronological appearance of all entities. | shaglchind you of the
fact that when | use “ontology” (that is equivalémepistemology), |
refer to the entities belonging to one EW,; when s$eu
“hyperontology”, | refer to at least two EDWSs.

Essential is that the notion of “observation” isuisglent to
that of “interaction”. Imagine that an individua & microparticle
(electron or photon) or macroparticle (table ornpka cell or
multicellular organism). Obviously, an electron da®t “observe”,
but interacts with something. What is this somefhiAn electron
interacts with/observes other microparticles frame tsame EW. An
electron does not interact with a planet!

Many paradoxes, anomalies, and contradictions fsoiance
and philosophy appeared just because people hagrbibis rule.
Usually, a notion that is successfully used in eotl that explains

17



correctly certain phenomena belonging to a padiclEW is
incorporated in other theories with the hope of laxing
phenomena belonging to other EDWSs. Obviously, ttasigerous
action was possible because of the unicorn woachéwork.

1.3 Propositions for if

According to the actual physical theories that axplthe unicorn

world, after the Big Bang, there was the quantuasmpl (quarks and
gluons) with an extremely hot temperature. As thesmpa became
less and less hot, the first microparticles (pheit@scaped from that
plasma. Later, the planets appeared in the “Urelemsd much later,

life “emerged” on the surface of at least one plarbe Earth.

Following this chronological order, | will introdacthe first set of

propositions for itand their interactions.

(1) Epistemologically  different interactions  cohgtg
epistemologically different §t and epistemologically
different if determine epistemologically different
interactions.

(2) Any it exists only at "the surface" because toe
interactions that constitute it.

(3) Any it exists in a single EW and interacts owligh the if
from the same EW.

(4) Any EW (a set of ft— and eventually it— and their
interactions) appears from and disappears in the
hypernothing.

(5) Any EW is, therefore all EDWs have the sameectye
reality.

The notion of “exist” is used always for an entihat has certain
determinations. The determinations of an entity ureq a
(spatio)temporal framework. Each set d&iists inone and only one
EW. It means that each it interacts with tiédm only one and the same
EW. These two notions, “existence” and ‘interadfioare strongly
interrelated. Proposition (1) can be re-writterthie following way:

18



“To exist means to interact”. If an it isonstituted by certain
interactions with other §t what does “constitution” mean?
Interactions constitute the “surface” of an it. @gh this process, an
it accomplishes an ontological reality. An it egishly at the surface,
notions like “internal existence”, ‘“internal detenations”,
“essence” are meaningless to characterize an iitst@otion refers to
the entire entity, so we have to exclude the idaaithere are “parts”
of an it. An it exists only as a whole, i.e., theface has no parts. As we
will see, the relationship parts-whole is just aaeptual notion created
by the human mind that has nothing to do with tkistence of an it.
From an ontological viewpoint, the notion of “consgmn” for an it
is meaningless. Constitution proceeds on deteriatisatdeterminations
act on constitution, so there is a bidirectiondatrenship between
“constitution” and “determination”. However, corigtion and
determination carry out on the “hyper-nothing” ($edow). If these
functions performed on something else, we would ehatie
constitution of a set of entities from another geentities and we
would have two cases: both sets of entities ama tiee same EW or
from EDWs. In the first case, we have “compositiofsut not
constitution; in the second case, we have a mixofrfeEDWSs.
Through constitution, an it acquires existence witkertain
determinations. These determinations determinectmstitution of
other if. We cannot talk of constitution without determinat(vice-
versa is not possible, either), even if both futdirefer to the same
it. Because of the bidirectional relationship bedwethese two
functions, we can talk of the unity (in Kantiandjnof an EW.
Obviously, this unity regards the relationship bedw entities and
their interactions, which presupposes a (spatioempboral
framework. It is not the unity similar to individiitst or identity of an
entity. An entity from an EW “perceives” (i.e. inéets with) other
entities that have certain determinations fromsame EW, but this
does not mean that a particular entity perceiviededérminations of
other entities. There are certginimary determinations for some
it° that belong to an EW, but there are alsoondarydeterminations
for other if that belong to the same EW. In this respect, fioissible
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for a set of itto have several sub-sets &f fthis means that an it and
parts of an it or certain determinations of an ritefact with
epistemologically different entities that belong t&DWs.
Nevertheless, for the human being, all the sub-betsng to the
same EW.

Again, | emphasize the fact that the identity ofitais neither
given by its “essence” or “inside” (or other metggpical empty
notions), nor by the perceptual-constitutive medras of human
being (Kant and quantum mechanics). The conditafngossibility
of the existence of an it are given by its inteaw with other it
within the same EW. An it is constituted at theface by certain
interactions, an it cannot interact withi Helonging to the other
EDWs. Finally, an it is not “composed” of other Ithave to mention
the fact that the notion of “composition” refersth@ natural entities,
not the human artifacts, like a car. A car meartonty its “surface”,
but also its internal components. Neverthelessctireon one side,
and its components, on the other side, cannot @xithe same
spatio-temporal framework at the same time. Otlegwive get a
hyperontological contradiction.

The first part of proposition (5) is “any EW is"nAEW does
not exist (i.e. it does not exist in a spatio-tengpdramework), but
“is”. Only certain epistemologically different etidis (and their
interactions) exist within an epistemological spatimporal
framework. Nevertheless, all the epistemologicdifferent entities
and their epistemologically different interactiohsve the same
objective reality. Therefore, the EDWs have the esaobjective
reality. The human being is no more or less thaerdity like all the
other entities. Various instruments of observafimeasurement) just
allow the “I" to perceive the EDWSs. The relationshietween the
brain (body) and the entities that belong to thecnm&W is
bidirectional (the body “observes” the macro-estiti these entities
“observe” the body). The relationships between Iloely and the
micro-entities do not exist; any microparticle natets with an
amalgam of microparticles belonging to the micro;BEWt with a
body that belongs to the macro-EW.
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Any EW appears “spontaneousiyifom hyper-nothing Hyper-
nothing is a hyper-ontological element that goegohd any EW. It
presupposes the absence of any spatio-temporakdvark and of
any entity or interaction. Hyper-nothing has noedetination. If any
EW is indeterminate, hyper-nothing is non-detert@nae. it has no
determination (not even potential determination)pét-nothing has no
dimensions like space and time. The difference éetwnothing and
hypernothing is that nothing presupposes a spatigoral
framework or an EW, while hypernothing rejects apgtio-temporal
framework or any EW. An EW appears from hypernatbecause it
cannot appear from something that exists (or is)an entity A
appeared from an entity B (that exists), then itadly the entity B
would belong to the same EW, so it would not be uabihe
appearance of a new EW, but only the appearaneevepphenomena
within the same EW. If an EW appeared from somettalse, then
we would have the interaction of two EDWSs, and gifisnomenon is
not possible.

Hypernothing is a hyperontological notion, correxEnce is an
epistemological notion. As a hyperontological notittypernothing
is hyperontologically placed between any two EDWs. can say no
more than “Between two EDWs there is hypernothirigive do not
accept that hypernothing is hypernothing, then amnot accept the
being of EDWSs. Again, we can say that there is mespondence

! Kant wrote that our thoughts appeared “spontarigbirs our mind. (Critique of
Pure Reason) In our days, Raichle hints at a dptegi in neuroscience: the dark
energy of the brain. The question is why does tlainineed so much energy? “The
brain apparently uses most of its energy for fuumgiunaccounted for — dark energy,
in astronomical terms.” (Raichle 2006, p. 1249)dRks writes about the spontaneity
of cognition and intrinsic functional activity ofearons, suggesting that further
research needs to clarify the spontaneous actifiteurons. (p. 1250) (See section
11.2) As | showed in Vacariu (2008 and 2011), thensaneous activity of neurons
corresponds to the spontaneous cognition (thahés eixplicit knowledge). The
spontaneous cognition is the product of the impkobwledge. If we recognize that
the brain belongs to the macro-EW and the mindni€E®W (see below), we will
understand why such questions in neuroscience m@awanswer. Such “dark energy
of the brain” could not be explained using notidrsn neuroscience, but only by
means of theorrespondencwith the implicit knowledge (that is the “I”).
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between two epistemologically different lielonging to EDWs. A
new EW1 can appear from hyper-nothing and corre$poranother
EW2, but the EW1 does not appear from the EW2.rAdtevely, an
entity from the EW2 does not appear frofrthiat belong to the EW1.
Probably, there is a correspondence between titg &otn the EW2
and an amalgam of®ifrom the EW1. Correspondence is only the
relationship between®itwhich belongs to EDWs. | recall that the
proposition (4) is “An EW appears from and disappedn
hypernothing”. The most important reason why we say) “An EW

is” is that an EW appears from hypernothing. Irstbase, “is” is a
verb without any predicate just because the BSVa wholeis
indeterminate. Finally, we cannot even conceivee®#h as a whole.
Without interacting with other entities, an “EW islit does not exist.
On the contrary, any®ior It exists and has determinations given by
the interactions with other®iand/or 1. An EW appears from and
disappears in hypernothing. In this way, hypermghattains its
hyperontological status.

Within the context of the EDWSs perspective, itrigpbrtant to
answer to this question: “What was before the Bignd®” In
general, almost any physicist would tell us thas thuestion is
meaningless just because they do not have anyilplayscientific)
answer. From my viewpoint, this question has a glde
(philosophical) answer. There was an EDW (or matyiae EW still
exists), let me call it the “pre-Big Bang EW”. (Seéso Vacariu
2012) However, the micro-EW (or the macro-EW) didi@ppear”
from the “pre-Big Bang EW”. There are no causdalitieetween any
two EDWs. The idea of any kind of causality betwédh entities
that belong to EDWs is meaningless. Obviously, éhare some
correspondencedut not causalities. Any EW appears from and
disappears in the hypernothing. Then, what is the of that “pre-
Big Bang EW™? There are someorrespondencedetween ED
entities and processes that belong to the pre-BiggBEW and the
micro-EW (it is supposed that this is the EW thedt tappears firstly
after the Big Bang). Again, “what was before the-Big Bang
EW?” Was it another EW? Then there could be amitefi‘chain” of
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EDWSs! How can we stop this infinite chain? Moregveow could
we avoid the theoretically “small” infinity and ‘tpi infinity? For
instance, we can divide a table in infinite pantsa@ can imagine
traveling in infinite space and timleWithin the unicorn world,
nothing could stop us to think of such infinitie@nly using the
EDWs, we can rule out all these infinities. Beftine pre-Big Bang
EW, maybe was (has been) another EW and beforeEiswas
another EW and so on, but we do not have an iefiohain of
EDWs. We can stop this infinite chain of EDWs assnthat, in
this chain of EDWs, it was (has been) an EW (letcaléit the EWO)
that had no spatio-temporal framework! This EWO eaist because
there is another EW without space (the mind-EW) thiede are some
entities without time (the photons) that belongatgarticular EW
(the micro-EW). So, having an EW without space &nae, the
guestion “What was before a particular EW?” is niegless in that
chain of EDWs since there is the EWO that has me tind space. If
we talk about the EWO, the questions referringhtodpatio-temporal
framework of the entitites that belong to this EVé¢ aneaningless.
Therefore, we cannot divide a table in infinite tpaor we cannot
theoretically travel in infinite space and time &ese at “one
moment® we move in the EWO that has no spatio-temporal
framework. Important is that, within the EDWs pexsfive, we rule
out any kind of infinity. The notions of “world” ifffinity”, God and
many other notions have been created by the huniaehmthin the
unicorn world. It is time now to give up to suclvémted notions that
have always created great problems for the humiug.be

! These infinities remind us about Kant's antinomiésspace and time, atomism,
causality (freedom). From my viewpoint, | think thehave to come with an

alternative for all Kant's antinomies (includingettantinomy about God). With the
EDWs, we avoid the notion of the “world” and thenef we rule out any kind of

infinity (including the existence of God). (Usiniget EDWs perspective, | showed
that the notion of God - like that of “world” andhfinity” - is meaningless. At my

webpage, see my presentation "God died long tinee Hgw can we rule out the
infinite?" from the Symposium “Theism versus Atheis September 2012,

Bucharest University)

2 This notion is quite improper!
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1.4 Propositions for If and being
In this part, | intend to introduce the propositiaferring to it and the
corresponding being. An It is a cell or a “livingfganism. ft refer to all
living entities like cells and human organisms. we saw in the
previous parts, we have the hyper-framework in tvhize human
entity is not the only observer. Each entity hasaitvn viewpoint
of/interaction with other entities that belong e tsame EW. Even in
the unicorn world, it is more plausible to belighat certain animals
have viewpoints more or less different from thodetlee human
being. More exactly, many animals “perceive” thexternal world
quite differently from the human organisms. Fronmaals, we can
move to less and less complex “living” beings likacteria,
multicellulars and unicellulars. Besides, if we guaicthe postulate
that the smallest entity that “has” life (life “erges” from) is the
cell, we can wonder how a cell “perceives” its surrding
environment. Somebody may find this statement widigs, but we
have to remember that within the EDWs even an ear a planet
“perceives” (i.e. interacts with) other entitiesrft the same EW.
Before introducing the proposition about being &id should
add something about the composition of an It, ednintend to
introduce more details later on in this section.lAras a whole, has
no parts — the whole and the parts cannot exittérsame place at
the same time. From the viewpoint of the whole I(arthe parts do
not exist. The whole is those parts. Any “part” af It is just a
mental construction (if the It is really decompas#te It will not
exist as a whole). Essentially, as we will see weleach It
corresponds to an It or an amalgam dfTihe propositions for being
and If are the following.

(6) Being corresponds to an It.

(7) Beingis an EW. Therefore, being is.

(8) Having certain determinations, from our viewpan It
is composed of an amalgam of%itft and their
relationships.

(9) Certain states and processes form knowledge ith
being.
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(10) As an entity, being has unity as indeterng@nat
individuality.

Being needs the existence of a corresponding Ithabt this
correspondence, being cannot be. Being is an ariifyan EW at the
same time. It is the only case when we can find ffaradoxical
situation: something is an entity and an EW at faene time.
Obviously, as any EW, being appears from and disasp in
hypernothing.

Essential for the correspondence between beingaridis the
fact that without this correspondence, the It wontit be able to
survive in its environment. We cannot stick to tignion, as we
have done so far, that the biological functionsit(tire the results of
evolution) are enough for an It to survive in itssikonment. Within
the unicorn world, the coordination of all the ligical functions of
an It is thought to be the result of such an evmtutThe evolution of
an It is explained by such coordination. From tiEBNS perspective,
the coordination of all biological functions neesinityimpossible
to usewithin the mechanisms of an It. Consequently, saalmity
does not exist in an It. Even if there is a coroesience between this
unity and the mechanisms/functions of an It, tmgyis no more or
less than beingThis unity corresponds to the development of an It
and the evolution of speciek.consider that the scientists from
cognitive neuroscience make a major mistake indingito take into
account the essential role of development and &wolwhen they
analyze the relationship between mind and braipe@ally using
brain imaging with fMRI and PET).n reality, using for instance,
fMRI in imaging the brain, we could not grasp tlesequences of
development of an It and the evolution of spediéany mental and

! For instance, Singer introduces some argumentssthggest that some cognitive
functions related to consciousness involve highdeocortical areas that appeared
during the evolution. (Singer 2009, p. 44) Moreatlya due to this evolution, the
brain is able to produce meta-representations;tihsis of conscious experience”.
(idem) We have here a clear mixture of notions that iglto EDWs. Moreover,
“meta-representation” would need the homunculus!
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behavioral functions appear during the developmoémin It. After a
period of training (of weeks, months or years) batdy many neural
areas reduce their activation for realizing suchcfions. In
psychological terms, the explicit knowledge is sf@nmed into the
implicit knowledge so as to perform certain taskiserefore, when
we scan the brain of an adult, we cannot grasghalie processes.
Certain neural patterns (that at the beginnindhat task were most
activated) seem not to be activated or at leastt debs activated.
Most probably, because of their habitation, theralgpatterns reduce
their activation but not completely, since the task still
accomplished. The same processes are availablegdhe evolution
of species. Therefore, in order to achieve a tdwe are many parts
of the brain involved, but we are unable to obseaileof them.
However, the major mistake is that we “correlatgme mental
functions only with certain neural functions tha¢ wbserve using
fMRI and PET. In reality, if we go back in time @ldevelopment of
an It and the evolution of species), then we widtice that many
other neural areas are involved in fulfilling ateér mental function,
in fact the whole brain and body. For instanceyé can scan the
brain of a child during the first months after kgth, we would
probably observe the activation of numerous pdrthe brain even
for the basic movement of arms, legs, and evenetles. After a
period of training, many parts of the brain becdews active for
such actions. Nevertheless, the same tasks ateastibmplished.
Very possibly, such processes are available evethé“sensation”
of the self. In consequence, using fMRI and PET,cam find only
certain neural areas (maybe the most activated, dngsnot all of
them) that are activated in correlation with certaiental functions.
Each mental function is the unity of being. Thisityn
represents théndeterminateindividuality of being, or better said,
being is an indeterminate individuality. Using angndition of
observation, we will not be able to identify thdiwiduality of being.
Therefore, this individuality is indeterminate (natn-determinate).
Trying to reduce the indeterminate individuality & complete
determinate individuality means a mixture of EDWsve were able
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to perceive certain determinations (within a sptdimporal
framework), it would mean that we could determinatee
individuality of being. As we will see below, it &/en impossible for
us to construct the instruments of observationggron of being (or
its unity) as a whole. Once more, within an It, eanot find the
corresponding unity of being, we cannot identifygfe trying to find
certain “correlations”), a notion from cognitive utescience that
relates mental functions to neural entities. Witliie brain, for
instance, the indeterminate individuality is meghéss. Any It (or
its parts) has certain determinations. Being is irgheterminate
individuality but not hyper-nothing. In fact, beiogly appears from
and disappears in hyper-nothing, but the indeteataiindividuality
is an entity withpotential (implicit) determinations. (See below the
relationship between the implicit-explicit knowled}

From my viewpoint, an It is composed of othérfitom the
same EW (usually, the macro-EW) or of othé(fitom the same or
other EW). We identify an it through our sensorr@chanisms (and
their extensions) within a spatio-temporal framewao the It has
certain determinations. Being cannot be identifiedugh any kind
of perception (or its extension) because humanepéions are being.
If all entities (except for the being or any otlidV as a whole) can
be “perceived”, then we can imagine tHesgnse for perceiving the
being. We can only hope that in the future humailkbg able to
create certain instruments to perceive the beingded these
circumstances, being would be an entity with certiterminations.
Is this situation even theoretically possible? Frohe EDWSs
perspective, having the™6sense for perceiving the being is a
hyperontological contradiction. (See below) Therefo the
construction of such an instrument is quite imgassil reiterate the
idea that “being is” or “being is an indeterminatdividuality”.

| can make a parallel between two pairs of notidresng-an It
and a table-the microparticles. From our viewpomany If are
composed of other °It(for instance, an organism is composed of
many cells). We already know that each It corredpdo the being.
Then, the question that arises refers to the nattie relationship
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between being that corresponds to It as a whole kaidg that
corresponds to each It as parts. In order to geinawer, we analyze
the table-microparticles distinction. The extensadina table is not
formed by the extension of its parts. Such decoitipogs available
only in our mind, but not in reality. The extensiohparts does not
exist in the same place and at the same time Wwihektension of
table. Within a single EW, the parts-whole relasioip leads us to a
hyperontological contradiction. Trying to find theelationship
between the being (as a whole) and the “beings"ttfef parts) is
meaningless. Moreover, each It corresponds to arekaktly as the
whole It corresponds to an EW. The composition e sum of
“being” is useless since being is the indeterminatividuality. It
would be very strange to use a statement like “B&rcomposed of
many beings”The notion of “being” has no pluraBeing does not
interact, so again, it is meaningless to look foe telationship
between the “beings” that correspond to marly Being simply
corresponds to an It. If we stated “Being existgjt(as it is correct,
“being is”), we would look for such relationshipgsis not about the
limits of the human thinking (that includes perdep}, but about the
status of the indeterminate individuality of beitrgthis context, the
“composition” of being is a notion that has no nagn

Within the unicorn-world, we could say that a “lmgical
organism” has certain knowledge. Within the EDWsspective, we
have the correspondence between any It (a humaltoghial
organism or cell) and being, but the “knowledges mathing to do
with an It but (obviously) only with being. In thigse, it is wrong to
stick to the sentence “A being has knowledge” forlemast two
reasons. The first reason is that there is nottadj but only being.
The second reason is that we introduce a differémteeen being
and “its” knowledge. This linguistic difference Mery wrong,
indeed. There is nothing inside or outside of beifbge correct
sentence is “Knowledge is being”. As | said abdkiere are different
types of knowledge (declarative and procedurallioit@nd explicit,
conscious and non-conscious — see Vacariu 2008jhese types of
knowledge do not form being or are not parts ohgeKnowledge is
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being. All knowledge of the human being is not “bfit “is” being.
We have to remember the paradoxical status of baimgentity and
an EW at the same time.

The space of the macro-EW is always determinedshiy’.iWe
do not have a representation of empty space, withay it. The
localization of space in some neural areas of ttenbis quite
impossible. An it has an identity that unifies aeertdeterminations,
including, in general, the space. The unity of thiecannot be
localized in the brain. There are representatidnspace (that are
being) and the corresponding biological mechanignaro It that
interacts with a specific external space. Everh& macro-EW has
spatial dimension, the space has to be “suspen@epfesented) in
being. If the mind had a space, the mind would ésothposed. The
decomposition of the “I” is not possible, so thexdhas no space.

This virtual space is necessary for the correspandi to
survive in its environment, but the “space” is nmting, the
representations of space are being. Amazingly, dplotaims that a
color is in the brain because the brain has norcdle can make an
analogy between space and color. Nevertheless, paogle argue
that space exists in the mind because the braiwéasbserve it) has
a spatial extension! The “space” is only “represdhiexactly as the
color is represented in the mind. That is, the s@aw the color are
no more or less than being. There is no directioglship between
the external space or color and tepresentation®f space or color.
The representation of spaces something completely different than
the real space or the spatial extension of a ngaitstrn of activation
just because such representation is the beingheniarain belongs to
the macro-EW, while the mind is an EDW. There idoualization of
space in our braihThe researchers in cognitive neuroscience try to
localize the mental representation of an obje¢henbrain, but only

! Hauskeller (2012) supports the same idea. Analygome philosophical concepts
like graduality and identity of the mind (Kurzwigl*Jack”, Theseusu’ ship, Sorites
paradox, leap of sand, etc.), Hauskeller triegga@that the self is inseparable from
the body. Therefore, the philosophical notion “mirgloading” (the copy of the
mind or self) is not possible since the self isinédrmation. (p. 199)
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the object is in a spatial (-temporal) frameworkvei& for the

representation of an object, localization is nasgilole because that
representation corresponds not only to the mostadet neuronal

patterns, but also to the rest of the brain and.bfdsl an EW and an
entity, being has no spatial dimension, so looking the spatial

dimension within our mind is meaningless!

1.5 The hyperverse
The hyperverse is the sum of all the EDWSs, an absstrotion, from
an ontological and epistemological point of viewnt@ogically,
since the entities from a particular EW do not riat¢ with entities
from another EW. Epistemologically, since the hurbaing cannot
observe (through correspondence) the entitiesktblaing to two or
more EDWs at the same time. In order for the hypeey to have an
ontological status, one needs an entity to intenattt (observe) the
entities from EDWs (at the same time). Such antyehtas to be a
hyperentity. Does the hyperentity exist? The hurbamg is not a
hyperentity: a human being cannot perceive two ECAVihe same
time, because human attention (probably consci@sdnie a serial
process. If attention were a parallel processhtimaan being would
observe (through correspondence) at least two EOWs.attention
is a feature of the mind. Thus, a hyperentity ne@ds minds to
observe two EDWSs. Since the mind is being, a hygéyewould be
two beings, clearly a hyperontological contradictio

In order to observe the entities from a particllal, as
observers, we have to use certain conditions otrebsion. The
observation is a unidirectional process, since agertentities
observed by us are not in the same EW with thenkaad body (the
macro-EW) that correspond to the “I”. For instanshen someone
“observes” an electron of the micro-EW with the phedf an
electronic microscope, the electron does not oleserther the brain-
body or the mind of that researcher. An electroeeokes/interacts
with some amalgams of microparticles that corredpeo the
microscope and the brain/body (that correspondeganind-EW or
the “I"). Our processes of observing entities thelbng to the EDWs
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are always unidirectional processes. The intemfifmservation

between two entities that belong to the same EWidisectional, i.e.

the entities “observe” each other. Except for thenén organism, no
other entities can change their conditions of axdeon/observation.
For all these entities, the conditions of intem@ttimpose their
ontological/epistemological limits.

We can change the conditions of observation (orir the
parameters) and we still observe the same EW. Wosement
passes an organizational threshold regarding tjenaration of what
we observe using both kinds of conditions. We caloserve” parts
of the whole, but both constituents (the whole #red parts) belong
to the same EW (even if these classes of entitisklaot exist at the
same time in the same EW). Nevertheless, a persomot observe
both constituents at the same time. If we changectinditions of
observation and we pass an epistemological-ontwabghreshold,
we observe entities that belong to EDWs. We havetaware of the
fact that in order to find a new EW, we have tostaurct conditions
of observation that “interact” with the entitiesorin that EW. In
Kantian words, within the EDWs perspective (seeaviac2008) the
conditions of the possibility of our tools of obg&ion should reflect, at
least partially (that is, to grasp certain deteations, if not all) the
conditions of the possibility to constitute intefans of a set of it
(and/or If) that belong to an EW. We can realize there ai&/&bnly
through the hyperontologization of epistemologye Ontologies of EDWs
have become epistemologies and vice-versa. Nomsthelthese
ontologies are not “different” ontologies, but épisologically different
ontologies that represent the hyperontology ohilperverse.

What does the expressionepistemologically differeht
actually mean? Obviously, this difference is nottotogical.
“Ontologically different” means ontologically diffent substances or
kinds of matter. There is no ontological (in fagfplrontological)
meaning for this expression. (For instance, fordages, mind and
body are two different ontological substances.) Tifference is
neither linguistic, we cannot say “entities lingigally different”.
The notion “epistemologically different” imposes rtaén
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hyperontological limits related to the limits ofobaentity from any
EW. “To exist” or “to be” means to have certain ilisn Such limits
entail the determinations of the limits that exiSten being as an
indeterminate individuality has limits (it is natfinite, it does not
matter what kind of infinity would be involved), meo exactly,
certain  epistemological-ontological limits. The oot of
“epistemologically different” assigns to each cladsentities the
same epistemological abilities as the man has dthese
epistemological-ontological abilities within the BI3 perspective),
i.e. the “observation”/“interaction”. As we saw a9 if | were a
planet (an electron), | would interact with anotheacroparticle
(microparticle). If | were a cell, | would interagith the surrounding
environment specific to a cell. However, being tbatresponds to a
cell does not interact with something else, sirci ian EW. The
expression  “epistemologically  different” eliminatesmany
speculations (the Ptolemaic epicycles) createdeyhtiman being. It
eliminates ontological-epistemological contradiego typically
available within the unicorn world. The human oligam needs to
change the conditions of observation, in ordetttierhuman being to
“observe” certain epistemologically different eigtit The status of
this change requires an ontological-epistemologitakshold -
neither an ontological nor an epistemological thoéd.

We can clearly understand now the expression
“epistemological-ontological’. Changing certain ddions of
observation (the difference between them beingpastaamological-
ontological threshold), we observe the EDWs. Ineotivords, the
threshold is an epistemological-ontological oneMeen entities that
belong to the EDWs. We think that we possess cekaowledge
about the “world”, but many parts of this knowledgave been
counterfeits. The distortions have not been ourwkedge about
certain entities (that really exist or are), bug ffseudo-relationships
(causalities or not) between them. As the dictatmerver, the
human being imposed the domination of the unicaoridv From the
viewpoint of the human being, it seems that allghgties are within
the same spatio-temporal framework. From the viemipaf another
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entity, the it can “observe” only the entities tlvaeract with it. The
interactions between certain® itake place in a spatio-temporal
framework. The framework of an it (for instancen@&ropatrticle) is not
the same as the spatio-temporal framework of aobgichl human
organism, since the microparticle does not obstrgenacroparticle.
Therefore, the microparticles and the macropasticlare in
epistemologically different spatio-temporal framekg This is the
main reason why we have to reject the idea thathallentities are
within the same spatio-temporal framework, i.e. tinécorn world.
Obviously, assuming the same spatio-temporal fraonkewcan be
helpful in our daily life. However, in science tHendamental
problems require the EDWSs paradigm.

An entity needs to have a unity that represenidatgity (even for
the indeterminate individuality). In this contektwill introduce the
next proposition, the principle of hyperontologiaat

(11) Being is, therefore EDWs are.

The notion of spontaneity (essential for Kant) teedahe place
for being and the representations (that are beifigg¢. spontaneity
reflects the unity of representation and the umwitythe “I". The
spontaneity corresponds to some neural activiliat pass a certain
threshold of activation. The unity is the Kantigmthesis necessary
for thinking (that includes perception). If for Katlhe synthesis is a
transcendental process, for me it is the implicibwledge, the
conditions of possible explicit knowledge. If Kantites “Even for
space as an object, we need the unity of the catibm of the

1 In “Being and the Hyperverse” (2011) there arept8positions. Number 13 is
sacred for the Maya civilization. The Mayan calengtarts with the year 3114 B.C.
and ends with the 13baktun, around the date 2December 2012. Aristotle
considered 10 the perfect number, Kant believetinl believe in nothing. “13" is
not a “perfect”, “magic” or “unlucky” number. Allumbers have nothing to do with
“perfection”. Numbers, like “perfection”, are notie created by the human mind
and nothing else. Our predictions of natural eveagsiire numbers, but all numbers
and mathematical equations are only tools creayettido human mind that fit, more
or less, with some phenomena that belong to EDWs.
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manifold of a given intuition”, for me space (moexactly, the
representation of space) is being. The color (d@easentation of
color) has to be in the same situation. The speitans the

determination of being. As a whole, being is anetedminate
individuality, but the spontaneous appearance of explicit/

conscious representation determines the being o &&ertain state.
Thus, we have to make another distinction for ttiethe explicit

and the implicit states. The spontaneity is ind&edetermination of
my existence”, but this determination has toelplicit, since being
is with or without determination. More exactly, seedeterminations
are being. The spontaneity explains the expliciovkedge. The
thoughts could not appear from hypernothing; thepear from

being, they are being. Only being, as an EW arghasntity, appears
from hypernothing. The thoughts appear spontangofiein the

implicit knowledge. The indeterminate individualitfof being)

would be the premises of the possibility of suchrganeity.

Let me introduce a thought experiment: the subjggtiof a
planet. You can imagine you are a planet and yaounaaobserve
yourself. Paradoxically, your perceptual capacitea® able to
perceive only the microparticles. Consequently, yas a
macroscopic object cannot observe any macroscopieco This
situation is similar with being that cannot obsépeeceive itself. In
such a situation, you cannot observe your extensson unity or a
macro-object having certain determinations. You aneductionist
and empiricist, so you think that only the micrdjues exist.
However, there are some phenomena (for instanee,gthvity)
which cannot be explained by the microparticles d(atheir
interactions). The gravitational force is relatenlyoto the macro-
objects (like yourself), not with the micropartisle

Being is similar with a planet from a thought expemt. We
can perceive a planet (or a table) with the coording eyes, but we
cannot perceive the being because each of us rig.bAall mental
perceptions (that correspond to the functions ofage biological
mechanisms) are being. Therefore, being cannoeperdself. (As
we will see below, the notion of “perception” is améngless.) It is
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like asking an eye to see itself! In such a siamgtive cannot even
think of the &' sense of perceiving being! It will lead us to a
hypercontradiction. | will call this inconsistencthe ‘being-
perceiving” contradictionthat leads to this rulé'Being does not
perceive”. There are two reasons for supporting this rule:

(1) Being does not perceive itself or an entigpnirany EW, since
being would need a biological mechanism to “pereesomething
and this would be a mixture of the EDWs (again pengntological
contradiction). A biological mechanism and its wities correspond
to perceptions that are being. The biological madm cannot
perceive it self, otherwise we have the “being-petiag”
contradiction. Mental perceptions are the being, there are no
mental representations to perceive the being. Ttrerebeing is an
indeterminate individuality. Being cannot observeother being
because being is an EW and there are no pluratiftibeings.

(2) As an EW, being obviously cannot perceive ghing else. For
instance, mind cannot perceive another mind, jasabse mind is an
EW and we would have a mixture of EDWSs. Such ididikes“in my
mind” or “what is it in your mind” are just unreganted linguistic
slogans created within the unicorn world framewd&ke can analyze
a real experiment that clarifies this contradictimonre: “I perceive
my hand”. As we already know, the “I" is an EW, tfteand” is
“part” of an It that belongs to the macro-EW. Whaks “| perceive
my hand” mean? With the help of light, the eyeddpsions of the
brain) interact with the hand, both the eyes aedhinds are parts of
the body (but only in our mind). The “I” is an EMhe body (brain)
belongs to the macro-EW. The conclusion is thie:oit is
impossible for being to perceive something. Iwiong to assert
“The ‘I' perceives an object of the external worldhe “I” does not
perceive anything, since perceptions are beingteTaee only certain
perceptual images that are the “I” and corresporithé real objects.
From an EDWs perspective, it is very important $seat that the
notion of perception does not exist. If interactiaxist, perceptions
mean a mixture of EDWSs, and therefore they do rist.eNothing is
perceived because it presupposes an entity thatepes” and an
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entity that “is perceived”. Perception is an EWiflg¢ and an EW
cannot be perceived! In reality, perceptions arensggneous states
that correspond to certain interactions that beltmgnother EW.
Moreover, being always corresponds to an It. Onthiw the EDWs
framework can we avoid huge errors of our thinkifidne conclusion
is this: perceiving is being, that is both an EW and an iedainate
individuality. Various perceptions (and feelings) are the estitif an
EW (being), but their individuality/identity is egtemologically-
ontologically different than the individuality/idéty of the if or the
It°. The main difference is given by the status ofnfeithe
indeterminate individuality. All kinds of percepticare being and
being is an indeterminate individuality. Howevempexrception has a
kind of individuation different from the individuah of any it or an
It (their individuation is within a spatio-temporbmework). More
exactly, for instance, two perceptions are sportasly different,
but not in relationship with the whole being. Bgiérceptions are not
a kind of “internal perceptions” of being, but d&ing.
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Chapter 2

A general view on cognitive neuroscience

The term “cognitive neuroscience” was coined by hael
Gazzaniga, one of the Godfathers of this disciphmaile talking to
George Miller in the backseat of a taxi in New Yamkhe late 70S.
(D’Esposito 2010, p. 204) He launched theurnal of Cognitive
Neurosciencein 1989, and created the Cognitive Neuroscience
Society in 1993.iflenm) Almost everybody is aware of the limits of
various technical tools in cognitive neuroscierigg&sposito (2010,
p. 210) illustrated the spatial and temporal rasmiu of some
methods in cognitive neuroscience in his bbok.

In this book, | want to show that cognitive neuiesce is
just a new kind of engineering or even worse, augsescience.
Therefore, | will introduce some general notions adgnitive
neuroscience from a textbook published quite régentritten by
Baars and Gage (2010). In my whole book | will adiuce details
from another textbook (Banich and Compton 281These books
can be considered standard and very actual bookstddents who

! The label “cognitive neuroscience” “was coinedtia late 1970s in the backseat of
a New York taxi when Mike Gazzaniga was riding witite eminent cognitive
psychologist George Miller to a meeting to gathgerstists to join forces to study
how the brain enables the mind.” (D’Esposito 2q1.®04)

2 Almost the same image can be found in the workstbér people, for instance,
Baars and Gage (2010, p. 98)

3 In this book, | introduce an unusual method: | lgre from the EDWs
perspective, some information about cognitive nstiemce from two textbooks
written by Baars and Gage (2010) and Banich andg@am(2011). | am forced to
do this just because a single person cannot dehllange knowledge of the entire
multidisciplinary field of cognitive neurosciencé.am not specialized in any
particular sub-domain or particular topic of cogr@tneuroscience. My goal was to
grasp a general and very recent view on cognitesgrascience and then to analyze
it from the EDWs perspective.
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are interested in cognitive neuroscience. | wangrtgphasize some
elements from these very recent books. The maim iide that
regarding many topics, in both books, the authodedine that the
results are still controversial in many cas@ree elements can be
the causes of this state of affair: firstly, theimsubject of research
is a very complex entity (the mind/brain); secondgpgnitive
neuroscience is at the beginning of research; Ithitde framework
of people working in this “science” is wrong. Hovegyregarding the
second point, because there are already 40 yeaese#érch in this
science and the number of people working in cogmitieuroscience
is huge, we can consider that this science hasch hanger history
(not in time but in its empirical results) than etiparticular sciences.
The first and the third points are strongly relatedeach other:
something can be considered “complex” because offramework
of thinking. Therefore, it is better to consideatttthe third point is
the main cause for the lack of real progress in the
theories/approaches in this domain. Working witlims wrong
framework, | believe that there is no chance fonsone to elaborate
a general approach accepted by the majority ofarebers in the
future.

In this chapter, | introduce some quite particutations
from cognitive neuroscience, in which | am integesdirectly. | want
the reader to become somehow familiar with soménstin order

1| give some examples from Banich and Compton’skbothe area V4 “has been
posited to play a special role in color perceptiatlthough that claim has been
controversial” (p. 161); “despite the continuingntwversy in this area” (p. 163);
“the organization of cells across inferotemporatteo is still not fully understood”
(p. 182); “researchers are still attempting to ustdnd exactly what inputs the cells
use to engage in this computation and how thestoam the information from one
reference frame to another” (p. 214). “The funaiosignificance of these feedback
connections from the cortex is still under inveatign...” (p. 153); “Controversy
still exists about whether changes in striate eoaitivation actually cause the shift
in conscious perception between the rival stimuli(p.” 159); Does each area—V1,
V2, and V3—serve a different function? Do they esemt different properties of the
visual world? The answer is that we do not realtlpw the functions of all these
visual maps.” (p. 161). (There are many such pagws in Banich and Compton’s
book from 2010.)
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to understand the next chapters. | will start biyoithucing a few
words about the control-automatic actions (relatedraining and
development). It is already well known that volugtactions can
become automatic with practice (Shiffrin and Sctaeil977) or the
self loses executive control over them (Langer &nber 1979).
(Baars and Gage p. 52Jhe title of section 4.1, Chapter 10 of Baars
and Gage’s book illustrates that the “practice araining may
change connections in the brafn(Baars and Gage 2010) | draw the
attention upon the fact that we have to introduce period of
development in analyzing what neural areas areadetl for certain
cognitive, motor or perceptual functions. Moreowee, have to think
that these processes take place in the case odiramal during the
evolution of its species. | believe that for analdanderstanding of
the relationship between the mind and the brae,td “correlate”
exactly a mental state with some distributed neairareas, we have
to scan the brain of a person the whole life, ftbmbeginning to the
end. In this way, it would be possible for us tasy the effects of
development on an individual.

One of the main notions that | analyze in this bask
“localization”: the main job of researchers workiimgthis domain to
localize certain mental functions/states in tharbr&ven if, in the
last years, more and more people consider thatnzamntal state is
widely distributed in the brain, many of them hdne=n working for
localizing each mental state on quite few neuranehs of the brain.
Against localization, we have to take into accahetnotion of “two-
way connections” (that involve re-entrant procesbesween almost

! For recent presentation of automatic-control infation (strongly related to
conscious-unconscious knowledge), see Schneided9j20-or the relationship
between automatic-control and conscious-unconsciknmwledge, see Vacariu
(2008).

2 “When the same finger movement is repeated ovdrawer again, the cortical
representation of that finger will decrease, aghié cortex is treating it as a
redundant (highly predictable) event. However, sutical innervation of the finger
does not disappear, because the brain is stillrating and monitoring finger
movements.” (Baars and Gage 2010, p. 542)
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all two neural areas(Baars and Gage 2010, section 3.2) Moreover,
different neuronal areas work together many tin{€sr instance,
sensory and motor areas, Baars and Gage, secspn 3.

while there are very clear anatomical divisionswaein sensory and motor
pathways, they are constantly interacting. Whenspeak, we also hear ourselves
speak. When we walk, an array of visual informatgireams across our retina.
Video games that simulate the flow of optical \sstaally give a sense of motion,
even though they are only visual. The brain is tamty updating its motor systems
by means of sensory input, and telling the sensgstems what to expect by way of

motor signals(Baars and Gage, p. 75)

From the EDWSs perspective, when we try to locatiegain mental
functions that belong to the “I” (better they ahe t‘1”), we could

consider that we cannot make a very clear differelnetween the
sensory and the motor pathways. In the brain, thegequite many
interactions between these pathways, while the ahestates (that
correspond to these pathways) are the “I”. The yvetlear

anatomical divisions” between sensory and motohways is a
methodological separation, or in Kantian terms,rangcendental
division. The simulation of motion through the \asuwyames is a
consequence of the existence of the “I” as an EWer@ are
interactions only between the brain-body and th@renment, but
not between the “I” and the environment. The “seofsenotion” is

the “I” that corresponds only with large approxiroas to some
neural patterns. Baars and Gage indicate Fusteldssical diagram”
that suggests the “cycling information between tnpad output
channels, to keep the sensory and motor world mctepny (Fuster,
2004; Kandel et al., 2004).” Fuster points towatds hierarchies of
local hierarchies inside the brain and in consitateractions between
the brain, the body and the environment. (Baars@age 2010, p.

! “Many cortical regions are massively interconndcteith each other, so that
activity in one part of the cortex quickly spreadsother regions. A number of
scientists believe, therefore, that the entireecgrtogether with satellite regions like
the thalamus, should be considered as a functionil This is often called the
thalamo-cortical system.” (Baars and Gage 20181p.
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76) Moreover, these authors mention Friston’s hidtiaal maps
diagram with the feed-forward and the feed-baclknok#s® From an

EDWs perspective, when we talk about the hierascbfenierarchies
inside the brain, localization is excluded autopsly! We do not
have to forget the fact that localization involvésorrelations”

between certain neuronal areas brain and particukamtal states.
What kind of mental states could we “correlate” hwguch neural
hierarchies of hierarchies? Again, we have to baravef the fact
that localization is something very approximateboth spatial and

temporalscales, since we try to correlate phenomena ttlang to

the EDWs. The temporal and spatial limits impose smne

conditions regarding the correlations of these dnries of
hierarchies with particular mental states.

In our days, the fMRI is the main instrument thatps us
localize the mental state. | strongly emphasizet thawill be
impossible to localize any mental state in thereitédnyway, | quote
here one of the most important ideas of Baars aadeG*(...)
neurons do more than fire spikde input branches of a neuron, the
dendrites, also engage in important activity. Bgording different
parts of a neuron we get somewhat different measurfe its
activities.” (Baars and Gage 2010, p. 96; my igligvith this idea,
we return to Bohr’s principle of including the maesment apparatus
in defining the entities and the processes thainwvestigate using
certain tools of observation: if we use the fMRleh we have to
include the structure of an fMRI in defining thegmomena grasped
by this instrument. If we use the EEG apparatu= tlve have to do
the same thing. Obviously, using certain conditioh®bservation,
we observe certain entities and processes. Usitegnald “tools”
(introspection, consciousness), we “observe” certaental states.
(That is, any mental state is the “I".) Using thdRl or PET, we
observe the activation of some neural patternsndJan EEG, we
observe certain waves. These states are almostiemeptary. From

! “Hierarchies are not rigid, one-way pathways. Ta#gw signals to flow upward,
downward, and laterally.” (Baars and Gage 2010,9p) These bidirectional
pathways are against localization and strongly stpghe EDWs perspective.
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my viewpoint, if we pass an epistemological-ontatay threshold
by changing certain observational conditions, weseobe ED
entities/processes. So, we really need to inclindeconditions of
observation in the definitions of entities/processséhe fMRI and
PET tools have spatial resolutions (for instanbe, response of an
fMRI takes 6 seconds necessary for changes in loald supply),
while the EEG and MEG have temporal resolutiofhus, each
apparatus has certain limits imposed by its strecit analyzing the
activities of the brain. For instance, the EEG gsasformation from
the cortex but not from subcortical regions (veanportant). These
conditions also illustrate that our tools of obsgion area priori
limited to their structure for grasping phenometfzat also have
particular certain structures). In some situatiting,results offered to
us by a set of observational tools are just paftéigpects” about the
phenomena that we investigated. Therefore, it isprdsory for us to
combine the results of various tools of observdinwestigation.
There are researchers that combine the resultdRf With EEG so
as to get both spatial and temporal resolutions. Ligyreys, Boly
and Tononi, the “multi-modality integration” meath® combination
of results offered by two apparatuses, for instafiddkl and EEG.
With such combinations, we get a more “completerattarization
of the different aspects of the brain activity digri cognitive
processing”. (Layreys, Boly and Tononi 2009, p. 4B®mphasize
again that, in some cases, we have to take intouatcBohr's
principle of complementarity! So, maybe we realanoot combine
certain phenomena (firing neurons and oscillatiorts®racterizing
the same entity (the brain in this case). Combiniata furnished by
different tools could lead us to illicit extensionthe mistake is
created when we attribute, “illegally”, an “aspec#’ feature to an
entity. In reality, there are ED features that bglto ED entities.
Another important problem for localization is repeated
not only by the subcortical zones but also by thode rof

! For more details about fMRI, PET, EEG, and otharcfional neuroimaging, see
Laureys, Boly and Tononi (2009); for more technidatails, see Ramsgy, Balslev,
and Paulson (2010).
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neurotransmitters and neuromodulators (that areas$els of
neurotransmitters that influence synaptic transisbroadly within
neural circuits”, Noudoost and Moore 2011, p. 586) the
corresponding cognitive functions. The roles ofsthelements are
essential for cognitive functions, but the fMRI at EEG could
not grasp directly the actions of neurotransmittensromodulators.

Notice that all of these neuromodulators projedresxfrom small nuclei below the
cortex, spreading their neurochemicals to wideamegyi both cortical and subcortical.
Only a few thousand cell bodies in these nucleigtoee have massive effects in the
rest of the brain, controlling sleep and wakingggsiure and pain, alertness and

working memory.(Baars and Gage 2010, p. 541)

From an EDWSs perspective, inevitably the actions of
neurotransmitters and neuromodulators have to decatb the role
of neurons (their properties of firing and oscithas). In fact, all
these phenomena (the activity of neurotransmitteasd
neuromodulators, firing neurons and oscillatioms)rrespond to
particular mental representations and proce'sys.cannot ignore
these elements in explaining the relationships éebhahe neuronal
states and the mental states. However, the prolidemot yet
finished. The researchers of cognitive neuroscidmpes made an
incredible mistake: they correlated a mental statiéh some
particular cortical area, ignoring the role of sottical regions! In
fact, the researchers have completely ignoreddba that, without
these elements, the cortical areas would have mmtfibution”
(correspondence) to the mental proces3ést is, while trying to

1 Very recently, even if the authors mention thattstesearches are at the beginning,
Noudoost and Moore (2011) emphasize the modulatieyof acetylcholine (Ach)
and dopamine (DA) neurotransmitters in neuronaltrobrof selective attention.
“Evidence to date suggests, for example, that Aely serve a more unique role in
bottom-up attention than it does in top-down attemtwhereas the reverse may be
true for DA.” (Noudoost and Moore 2011, p. 589) Hwer, from the work of other
people, the authors know that “different neuromathrly systems interact with one
another (...), including within PFC (...), the contritmns of Ach and DA could be
highly complex.” (p. 589) This sentence reflectattthe Ach and DA from one side
and bottom-up and top-down attention are procdassedelong to EDWs!
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explain the process of any mental state throughctineespondence
to some cortical areas, we cannot ignore that aggtah state is the
“I" (the correspondence to the entire brain-bodyis is the reason
why we have to correlate not only the cortical aréat also the
subcortical regions, the glia cells, the neuromattws and
neurotransmitters to the cortical areas. Amazimglipody considers
that the neuromodulators have the same importal® as the
processes of firing and oscillations of neuronstfa mental states!
Why? My answer is that it was much easier for usdostruct the
tools of grasping the activity of the firing andcdsiting of neurons
than the actions of neuromodulators. | really douraerstand what
the criterion for this separation was!

Baars and Gage illustrate their idea through thEeement
made by Quiroga and colleagues at Caltech (Quiedgd. 2005 in
Baars and Gage 20%90Jsing the axonal firing rate, they show that a
single neuron in the medial temporal cortex isvatéd only by
pictures of the actress Jennifer Aniston! Other roes were
activated by pictures of Halle Berry or the Sydr@pera House.
Baars and Gage underline that a single neuron kmmisng about
Jennifer Aniston. Usually, there is a large andritisted network of
neurons that are activated by a particular fadethis neuron were
lost, the person would still be able to recognizenifer Aniston. The
brain as a whole would not show a detectable chin(@aars and

1 Again, | realize something which is not usual wheiting a book: | mention the
work of a person that is quoted in the work of otperson(s) without reading
myself that work. | have to do this just becaubave no time and access to read so
many papers and books.

2 “while the spiking neuron is a plausible unit oin activity, there are important
alternative views. Some scientists believe thatlggadendritic currents in each
neuron may do useful information processing; sorgeefor subcellular processes
inside the cell; others point to non-classical<alhd synapses, which are known to
be much more common than previously thought; othmiéeve that glial cells
participate in information processing; and manyeststs believe that real brain
processes only take place at the level of populatiof neurons. Therefore,
recording axonal spikes is important, but it may he the only important thing
going on. Obviously, it’s a risky business to jufnmpm a single neuron to more than
10 billion in the vast forest of the brain.” (Baarsd Gage 2010, p. 100)

44



Gage 2010, p. 96) It is the framework of the unieaorld that

creates this paradoxical problem: the role of tm&uron in

“producing” the recognition of Jennifer Aniston.ofr the EDWs

perspective, there is only correspondenu& {dentity between the
activity of large neuronal parts that can be grdspging fMRI and

PET, but we have to add the activities of gliasgselleuromodulators,
neurotransmitters, etc. and the mental states lle&ing to the
EDWs!

Using a diffusion tensor imaging, we can visualize fiber
tracts of white matter that reflect the connecgivacross those two
hemispheres and four lobes of the brain. Obserthegresults of a
diffusion tractography of white (myelinated) fikteacts and knowing
that the role of the white matter cannot be ignoredxplaining
cognition, localization becomes very problematiagngsonly the
fMRI and PET! Moreover, even if it is accepted thiae particular
mental functions are localized in the right andiar the left
hemispheres the corpus callosum (100 millions fibers) integsa
information from both sides. (Baars and Gage 2p1Q34) Then we
can have a meaningless question: does the integretke place in
corpus callosunf?On the one hand, we have two hemispheres

1 “One very old and difficult to be changed is thegrha that language is localized in
the left hemisphere (mainly Broca and Wenicke’sigyeYou can find this dogma in
every textbook of cognitive neuroscience. Howesetyal “work has expanded and
fractionated the traditional language areas, sbttt@left inferior frontal gyrus (L-
IFG) is a more appropriate term for Broca’s arew posterior auditory and speech
regions of the parietal and temporal cortex are emaccurate than the term
‘Wernicke’s area’. However, there is constant ipkay between frontal and posterior
language areas, and a hard-and-fast division $etee extent artificial. In addition,
the evidence is strong that the right hemispheseiisaown role to play in language
perception.” (Baars and Gage 2010, p. 395)

2 It has been considered that prefrontal cortex (PiEGhe neuronal mechanism
correlated with the “cognitive control”, “the albyliof our thoughts and actions to
rise above mere reactions to the immediate envieminand be proactive: to
anticipate possible futures and coordinate andctdifeought and action to them.”
(Miller and Wallis 2008, p. 1199) Even if such cdgme control integrates the
activity of many, distributed neuronal areas, ti#€Fhas a central role anyway. The
“PFC receives converging information from many brsystems processing external
and internal information and it is interconnectedhwmotor system structures
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correlated with particular functiondifferentiation or segmentation

whereas on the other hand, we havegration of information (for

instance, consciousness or even subjectivity havenity that

requires such integration). From my viewpoint, lide that this

couple of notions, the differentiation and the gmtdion (whole-

parts) is a creation of the human mind extrapol&teah the macro-
EW or micro-EW to the mind-EW in relationship withe brain (that
belongs to the macro-EW). Such distinction is megleiss if we

analyze the mind (the mind-EW) since this diffela&tidn requires

space or distance that does not exists in the njBek Chapter 9 of
this book) Moreover, even in the brain, such sedat@ms are

realized quite artificially by the human being ugjmarticular tools of
observation (fMRI, EEG, etc.). | strongly emphadize fact that this
differentiation (segmentation) is an artificial ot created by us,
which can be only methodologically, pragmaticallynot

ontologically) useful, while the integration is tH&or the mind-EW

(with its unity).

Let me analyze, from the EDWSs perspective, a q@aer
case of integration of spatial information from tple senses
(touch, hearing and vision) presented in Banich@anhpton (2011).
It seems that the visual information is represengdthe eye-
centered representations, while tactile and audiflermation is
represented by the head-centered coordinates.dBand Compton
2011, p. 214) It is possible that the integratidnboth kinds of

needed for voluntary action.idem) Talking about another kind of integration,
Miller and Wallis write that the “PFC has long besnggested to be the great
integrator, a brain region that synthesizes infdimmaabout the external and internal
world for the purpose of producing goal-directechdgor.” (Miller and Wallis
2008, p. 1202) However, “a neural system for cagamitontrol must have access to
information from many brain systems and the abildyencode the goal-relevant
relationships between them. The cognitive contystem must also have the ability
to select which sensory, memory, and motor prosesse activated at a given
moment.” (p. 1200) The question is how the PFC ¢oahlize all such integration?
What does the ability to “encode” the goal-releveeiationships between so many
neuronal areas mean? Is the PFC a kind of homusZltfutom my viewpoint, it
means the “I” with its unity and nothing else.
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information is made by the parietal cortex. Thehatg write that the
“regions of the parietal lobe manage to align megsstructed from
different senses”.idenm) Mentioning a particular work, Banich and
Compton introduce a particular example of suchgirggon (superior
parietal area aligns visual and touch informationhiead-centered
coordinates). However, | do not understand (theyndb explain)
what the expression “to align maps” means. Thisr&sgion has a
meaning only within the EDWs perspective, thattimeans that it
“corresponds” to a particular mental state. Thetragrsulcus is a
landmark in cognitive neuroscience. It separatestgomr from
anterior parts of the brain.

Posterior cortex contains the projection regionshef major sense organs — vision,
hearing, touch, smell, taste. In contrast, frontatex is involved in action control,
planning, some working memory functions, languagepction, and the like. In a
sense, the posterior half deals with the percegitedent, while the anterior half

tries to predict and control the futtréBaars and Gage 2010, p. 145)

The number of Brodmann areas that increased irla$tedecades
reflects the framework of the unicorn world. If, tae beginning of
the last century, the number of Brodmann areasan@asd 52, today
there are more than 100 Brodmann areas acknowldadgsanitive

neuroscience. These areas are correlated withretiffespecialized
functions of the cortex (visual, auditory, mot@mduage, cognition).
Nevertheless, as we saw above, the correlationsuoh mental
functions with neural areas require not only theroreal areas but
also the activity of white matter and subcortiaagions (the role of
glia cells, neurotransmitters and neuromodulators).

! “The basal ganglia have been implicated in acidenning and unconscious
cognitive operations. New evidence, however, hdsell the basal ganglia to higher
order cognitive functions, such as decoding thengnar, or syntax, of language.”
(Baars and Gage 2010, p. 151) “Unlike regions imseey cortex, the frontal lobes
do not have a single job to do — they are not sfieed for decoding speech sounds
or recognizing faces. Rather, the frontal lobeseargaged in almost all aspects of
human cognitive function.”igem p. 400) These sentences support directly the
EDWs perspective!

47



While the cortex is vital for cognitive function$,interacts constantly with major
“satellite” organ$, notably the thalamus, basal ganglia, cerebelhippocampus,
and limbic regions, among others. The closest otfiores are between the cortex
and thalamus, which is often called ttrelamo-cortical systenfor that reasoR.

(Baars and Gage 2010, p. 127, their italics)

Having the two-way or the re-entrant connectio® thalamo-
cortical system is very interlinked and active. §Baand Compton
2010, Chapter 8, section 1.5) From an EDWs persmedhe role of
the thalamo-cortical system becomes essential denstanding the
notion of “correlations”. Can we still find “corr@ions” within the
thalamus-cortical system? For any mental staterettege some
neuronal areas that are the most activated onesielsas other
neuronal areas working in a more “silent” mannee(¥acariu 2005,
2008), but we have to add neuromodulators, neursitnéters, white
matter and subcortical areas, that is the entisenl{and body, see

! About the “satellites” of the subcortex, see Baamsl Gage (2010), Chapter 5,
section 3.5.

2“Think of the thalamus as a relay station: alnaibtnput stops off at the thalamus
on the way to cortex; almost all output also stofisat the thalamus, going out to
the muscles and glands. Fibers emanating from cebrgells spread in every
direction, flowing horizontally to neighboring cgllhanging in great bundles on
their way to distant regions of cortex, and coniregglownward on the great traffic
hub, the thalamus, of each half of the cortex. dditgon, hundreds of millions of
axons flow crosswise, from one hemisphere to therptreating white axon bridges
called commissures ...” (Baars and Gage 2010, p. Ad8)we also have to keep in
mind that “the thalamus is the major input hub tloe cortex, and also the major
cortex-to-cortex traffic hub, like a large airpsinat might serve both domestic and
international traffic. However, the basal gangljzemate as a major output hub, for
motor control and executive functions. The brais haultiple hubs, just as it has
multiple superhighways.”idem p. 250; see also Chapter 8, section 1.7) It seems
that the unity of the mind involves automaticallick re-entrant connections. Taking
into account these re-entrant connections and rhahg, what do we really observe
using fMRI, PET or EEG? Do we have any chance toectly localize any mental
function? | add Uttal's words: “As the discussion this book progresses it will
become clear that modularization and localizatiore ao longer tenable
interpretations.” (Uttal 2011, p. 43) Moreover, \wave to take into account the
changes regarding the neurons and their interactduring development and
evolution of species!
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Sporns 2006 or Vacariu 2008). We have here Priacl(being
corresponds to an It). There is only a huge appration (the
“thalamo-cortical system”), but in reality it is @t the entire brain
(and the body). Analyzing Edelman, Tononi, and 8poworks,
Baars and Gage conclude that

Recursive complexity reflects the fact that brahsw rich organization at multiple
levels, from molecular interactions within indivialu synapses to reentrant
interactions among distinct brain regions. A conation of measures may be needed

to adequately characterize the neural dynamicsasteto consciousnesg(Baars
and Gage 2010, p. 292)

From the EDWs perspective, such complexity andélgvdo not
exist in “nature” because “nature” itself does exist! “Complexity”
is the most complex Ptolemaic epicycle in biologyd acognitive
science created so as to reflect the pseudo-netdtip between the
mind and the brain.

Any mental state (that is in atemporal framewohe tI”)
has to be “correlated” not only with the posterard the frontal
brain parts, but also with the entire cortex ancsutical areas (that
are within a spatio-temporal framework). Howevére tinternal”
time is also the “I”. Using various apparatuses,imgtitute a spatio-
temporal framework for certain neural patterns ofivation. So,
which are the criteria to establish a correct datien between a
spatio-temporal neural state/function and mentahpt@al state/
process? For instance, the “time lag between twmidpheres
working on the same task may be as short as 1@mwe hundred

! “Some theorists suggest that the entire cortexther thalamo-cortical system,
should be viewed as massive networks for integyatidifferentiating, and
distributing signals (e.g. Edelman, 1989; Edelmawl dononi, 2000; Freeman,
2004).” (Baars and Gage 2010, p. 394) Recall mylogyabetween table-
microparticles and the unity of mind/consciousnessral patterns of activation.
Again, | add Uttal’'s words: “There are too many emainties, too many neurons,
too many idiosyncratic interconnections (e.g., lih@n is not neatly organized as is
a simple crystalline structure) for us to ever ldeato understand its detailed
organization and how, specifically, this complefommation pattern produces the
reality we call mind.” (Uttal 2011, p. 29)
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of a second (Handegt al, 2003)” (Baars and Gage 2010, p. 140)
What does 10 ms or 50 ms mean for the “I”? The mim time for
vision is 10ms. Is this limit imposed by this tireg? We have to
take into account that there are ED times for tfagnbEW (that is the
brain that belongs to the macro-EW) and the mind-EWe “I” is
not the sum of 10s brain states, but an indetetmieatity that has
its unity that cannot be found within the spatioy®ral frameworks
imposed by certain apparatuses. Applying Bohr'sngiple of
including the structure of an apparatus used fosepbng a
phenomenon in the definition of that phenomenore (Sacariu
2008), we also have to include the structure ofNRI or EEG in
defining the entities/processes observed with thessds. It is
believed that “100 ms represent the minimum consciategration
time in perception™ two discrete sensory processesintegrated
into a single conscious event if they occur inrgerival of maximum
100 ms. (Baars and Gage 2010, p. 289) From thgiere@rents,
Doesburg and his colleagues consider that aroudni® gamma
phase-locking across large areas of cortex argaaetl in response
to lateralized visual signalsidém) Correlating a particular mental
state/function with some neural areas becomes omgessible.

Another element against localization is the sposbais
activity of the brain or the intrinsic brain proses. (See Baars and
Gage 2010, section 3.2; see also Raichle’s defaflork, section
11.2 of this book) If we take into account thigimsic activity of the
brain, then the most activated neural patterns wetgrasp using
fMRI are only the top of the iceberg, but the emtiiceberg
corresponds to the “I”. Each mental state/proceske “I”. We have
here again the integration-differentiation problemthe whole-part
relationship and we can find this problem in matgces in Baars
and Gage's book. For instance, the basic visualires are color,
orientation, motion, texture, and stereoscopic ligfBaars and Gage
2010, p. 159) Thus,

.. most neurons in early visual areas of the bram kighly tuned to specific
features — some may fire very strongly to a liheven at a particular angle, to a
particular color, or to a particular motion directi These neurons respond to a very
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small region of the visual field (i.e. your currdigld of view), ranging from just a
fraction of a degree to a few degrees of visualang. If the activity of each of
these neurons represents only a small part ofituahfield, such as whether a small
patch of the visual field contains vertical or hkorital, red or blue, motion or
something stationary, then how is the brain ableaimbine this information across
many neurons? Somehow, the brain is able to orgahiezse basic feature elements

into organized perceptual grouffBaars and Gage 2010, p. 159)

At page 394, they claim that

Chapters 3 and 6 showed that the visual systemasppe have at least one region
of integration “where everything comes togethehe inferotemporal cortex (area
IT) (Sheinberg and Logothetis, 1997). In that areajrons respond neither to single
retinal stimuli, nor to separate features like color light edges, but rather to entire
visual objects. It is at least possible that lagguanay have a similar region of

integration (Hagoort, 2005; Figure 11.28Baars and Gage 2010, p. 94)

It seems that we have another “hub”, that is atpofrintegration.
Undoubtedly, these “hubs” remind me of the (un)famo
homunculus from the philosophy of mind. Baars amagésbring into
discussion the Gestalt principle. In their words tGerman word,
Gestalt, is difficult to translate directly, butpErsses the idea thihie
whole is greater than the sum of the pdrt@dem p. 159, their
italics) This paragraph is the best reflection of the wrong
framework, the unicorn world, in which the researshelaborate
their empirical experiments and approaches. Inityeale have to
talk about the EDWs and nothing else. The neuroaisrespond to a
particular stimulus are the “top of the iceberghile the “organized
perceptual groups” are the “I”, so we have hefleagt two EDWS.
Let me analyze from an EDWSs perspective, the aeiahip
between the “I”, perception, the brain and the mtkworld. (See

1 About this (un)famous principle and the EDWs petsive in cognitive science,

biology (Kauffman’s principle of complexity, 1992000, 2008) and physics, see
Vacariu and Vacariu (2010).

2 Moreover, we have to take into account that dffercognitive functions can

access the same neural area (one-to-many) andathe sental function can

instantiate at least partially different neuralear@ttal 2011, p. 55-57)
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Vacariu 2011) As | showed in other works, the exdémworld has to
be, in Kantian sense, incorporated within the'“There are several
points that | need to emphasize. As | showed irMagq2011), the
“perceptions” do not exist, since they belong te thind-EW (more
exactly, perceptions are the “I"). Only the brairieracts with the
body and the external world, but, as | emphasinedacariu (2011),
it is meaningless to talk about interactions betwite mind-EW and
the external world (the macro-EW) because, in tasise, we have
two EDWs.

In this context, | would like to analyze two not®rThe first
notion refers to the “constructive perception” be t“perceptual
filling in view'. | consider the perceptual filling as being orfettae
most important topics in cognitive neurosciencer eyes have
always a blind spot because they lack certain phogptors at the
back of retina where the axons of the retinal ganghre unified to
create the optic nerve. (For “constructive pereceptisee Baars and
Gage 2010, section 5.4) The braiill$ in perceptionof the blind
spot”. (Baars and Gage 2010, p. 186) Moreovet $illlgs occur
not only for the blind spot, but also for othertpasf the visual field.
(idem) The brain fills color, patterns and motion! Weqegve in full
color and high resolution only at the center ofegdBaars and Gage
2010, p. 158) The fovea “subtends about four degoéerisual arc”
(idem p. 48)

Outside of the fovea, which covers only 2 to 4 degrof arc, the retina loses
resolution and is sensitive only to light and dadges. (It follows that our normal
sense of a rich and colorful visual world is a ¢angion of the visual brain, not a

literal record of the input into the retindBaars and Gage 2010, p. 272)

Obviously, this observation is extremely importaHow can we
draw the line between what “we” really perceive aviiat is filled
by the brain? How could we explain the combinatiohsiformation

1 On the contrary, in cognitive science, differeppeaches (Clark’s extended mind,
the dynamical system approach) promote the extertdithe mind into the external
environment. (See Vacariu 2008 and Vacariu and a2810)
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that are really “perceived” by the eye and the rbraiith the
information that is “filled by the “brain” (or byhe mind)? From an
EDWSs perspective, these questions are meaninglas:the
information belongs to the mind-EW. It is neithercambination
between the “external” and the “"internal worldd {oformation),
nor an extension of mind outside the body (the atidabcognition,
etc.). In Kantian sense, the external world is ipocated into the
mind (not into the brain). There are interactiom$ween the brain
(that include the actions of the eyes) and thereateenvironment
but not interactions between the mind and the enwient.

The second point refers to the fact that on thepdet lobe in
V1 area, the images have 2 spatial dimensions (2Dile the “I”
perceives 3D images. It is then logical to consitiat we are not
aware of what happens in V1, even if V1 is sensitie visual
features like orientation, direction of motion, @d and color
differences. We have 3D visual perceptions, butre/d@es the brain
“construct” them? V1 projects feedforward signaward V2, V3,
V4 (important for the perception of color), and Miea (important
for motion). (Baars and Gage 2010, p. 166) Moreoiteis quite
accepted that these projections are divided ingatbways: ventral
pathway (from V1 to temporal lobe - important fa&presenting
“what” objects are) and dorsal pathway (from Vlptrietal lobe —
important for representing “where” the objects dumeated):
Nevertheless, the authors mention that the doesatral distinction
is not an absolute one, since there are many “dalks” between
them, and the parietal and the temporal lobes parjdctions to the
prefrontal cortex area “where information from egmthway can

! Baars and Gage mention Ungerleider and Mishkir8Z).9Goodale and Milner
(1992) and others. (Baars and Gage 2010) Ungerlaini@ Mishkin (1982) showed
that “two distinct streams were postulatedemporalor ventral streandevoted to
object recognition and parietal or dorsal streandevoted to action or spatial tasks.
Ungerleider and Mishkin termed these the “what” dmdhere” pathways. The
ventral stream, V1» V2 — V3 — V4 — IT (...)" and the “dorsal stream, V&
V2 —- MT — MST ... The dorsal stream is dominated by magnoleelicells and
the ventral stream by parvocellular cells, althotigd segregation is far from strict
(Merigan and Maunsell, 1994).” (Reid and Usrey 200857)
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also be reunited.” (Baars and Gage 2010, p. 169mFmy

viewpoint, the dorsal and the ventral pathways aeey rough

approximations that correspond very largely to desgt of mental
representations. The “what” and the “where” featuéa perceived
object are in the mind-EW and nowhere in the btdiftal wrote

that it is important “to remember that no mattewhoomplex the
analysis, brain images essentially search onlyaimswers to the
‘where’ question. The essence of the mind-brairbl@m, however,
is still the *how’ question and it is not yet clgast what the ‘where’
guestion tells us about the mind-brain problemg§U2011, p. 46)
From the EDWs perspective, the 3D visual perceptame the “|” or

belong to the mind-EW and therefore it is meanisglo check in
the brain where such “constructions” take places @htire brain and
body correspond to the constructions of 3D viseateptions and all
other perceptions that are the mind-EW.

Baars and Gage indicate that, according to Ganisl et
(2004), the neural patterns (areas from occipitainporal, and
parietal cortex) are almost the same for visualgena and visual
perceptiorf. (Baars and Gage 2010, p. 48) This is another stfmo
the EDWSs: visual perception is nothing else thaiBhV rather than
the macro-EW. Baars and Gage suggest that the right PPC is a
possible neural area, from which the “perspectifethe self’
emerges. (p. 293) Nevertheless, they write thaethee “still many
unanswered questions about endogenous brain rhythdkow they
interact with external inputs.”(Baars and Gage 2@10298)

! Related to “where” and “what”, Weiskrantz's famdaidsight is another example
that supports the EDWs perspective. His patientccpaint the location of the light
source even if he was not able to be conscioustabat light. Baars and Gage
consider that “These findings suggest that therebeadissociations between visual
processing in the brain and a person’s subjectivereness (...). (Baars and Gage
2010, p. 177) Obviously, from an EDWs perspeciivis, about two EDWs.

2. 0n the same line, we can bring the “mirror neursystem” that allow a person to
understand the intentions of other person from Ermopservation of her act. (Baars
and Gage 2010, p. 451)

% Baars and Gage point out that exactly as visualgary corresponds to visual
perception, there is an inner speech that correlsptm outer speech. (Baars and
Gage 2010, p. 49) Again, this is another argumamnthfe being of the “I".
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Another great problem in cognitive neuroscience is
memory* | believe that it is quite impossible to localigarts of the
brain that are responsible for a particular typenemory or for
memory in general. Baars and Gage consider thatntemory
storagé implies “very widely spread synaptic alteratidis many

! Attention is another important problem for cogrétineuroscience. Since we talk
about EDWs (mental and neuronal), almost all catiehs produce “important” and
still unsolved problems in cognitive neuroscience.

2 “Dingman and Sporn, (1964), for example, in a Heeffort to consider how we
might confirm that a particular molecule, neuronjazus in the brain was the locus
of the memory engram presciently proposed theviaiig tests: ‘We suggest that the
following criteria must be satisfied in order tondlenstrate that a given molecule, set
of molecules, structure, or set of structures ideed [the site of] a permanent
memory trace: (i) It must undergo a change of Statesponses to the experience
being remembered. (ii) The altered state must gteasi long as the memory can be
demonstrated. (iii) Specific destruction of theeedtl state must result in permanent
loss of the memory. (p. 26) Such rigorous tests dognitive neuroscientific
relationships of any kind are rarely, if ever, s@id. Therefore, Dingman and Sporn
concluded that all such suggestions that theresjzeaific memory storage region or
mechanism must be “highly circumstantial” (p. 26pnsidering the way data is
collected today in many comparable kinds of expents, we must also agree that
many of the reported relationships using imaginghméques also remain
“circumstantial.” (Uttal 2011, p. 72)

3 However, “the change in synaptic conductivity thetounts for the changes in the
neural network—is the basis of most physiologibalaries of learning and memory.
Synaptic conductivity changes can account for shemn memory by invoking
reverberating circuits that fade as the temporgnagtic changes lose the transient
“potentiation.” Long-term memories are accounted by permanent changes in
conductivity so that the information in the synappatterns becomes locked in.
Martin, Grimwood, and Morris (2000) present a cohipg argument that such
synaptic changes are necessary but that ‘littla datrently supports the notion of
sufficiency’ (p. 649).” (Uttal 2011, p. 15) Mentimg the work of O’Reilly and
Munakata (2000) and Miller and Cohen (2001), Mikad Wallis mentioned that the
long-term memory based on changing synaptic weigtggjuite inflexible and have
local effects. Moreover, the “information containeda set of synaptic weights is
thus expressed only when the circuit is fired. Bytast, the information needed to
guide goal-directed behavior must be expressedforraat that allows it to affect
the ongoing processing in other brain systems.athesd activity is such a format. It
is extended over time and information containedaipattern of activity can be
propagated across the brain. Thus, the ability usttadned activity to tonically
influence other brain systems is likely importantdoordinating diverse processing
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parts of the corteX” even if the hippocampus is responsible for the
transformation of the experience in memory and rf@apspatial
localization. (p. 306) The medial temporal lobersther hub with
widely spread connections to many areas, like Visaaditory,
somato-sensory, emotional, motor, memory, and éxecwareas.
Therefore, this lobe receives, binds, and distebuhformation for

around a specific goal. It also affords flexibilitf;,cognitive control stems from a
pattern of information maintained in the PFC, chaggbehavior is as easy as
changing the pattern.” (Miller and Wallis 2008,1219)

L«All brain regions are involved in learning, mergoand plasticity, which can be
considered as different methods for evoking loratit adaptive changes in the
brain.” (Baars and Gage 2010, p. 541) “Learninguce@verywhere in the brain.
Memory storage occurs in the same regions thatised in active tasks.idem p.
542) Lost in localization!

2 “The PFC is connected directly with every distifiehctional unit of the brain
(Nauta, 1972). It is connected to the highest weélperceptual integration, and also
with the premotor cortex, basal ganglia, and teeebellum, all involved in aspects
of motor control and movements. PFC also is comuketith the dorsomedial
thalamic nucleus, often considered to be the higleesl of integration within the
thalamus; with the hippocampus and medial tempstalctures, known to be
critical for memory; and with the cingulate cortéelieved to be critical for emotion
and dealing with uncertainty. In addition, PFC cects with the amygdale, which
regulates most emotions and social cognition, aitld tve hypothalamus, in charge
of control over the vital homeostatic functionstioé body. Finally, PFC is also well
connected with the brainstem nuclei involved in &fakness, arousal, and overall
alertness, regulation of sleep and REM dreams.af®and Gage 2010, p. 404) Or
the posteromedial cortex (PMC) is the “conjunctiohthe posterior cingulated
cortex, the retrosplenial cortex, and the precur®sdmann areas 23a/b, 29, 30,
31, and 7 m) and has been shown to possess camreettti most all cortical regions
(except for primary sensory and primary motor @) and to numerous thalamic
nuclei (...)". (Damasio and Mayer 2009, p. 9) “The@FE well positioned for a
central role in cognitive control. Collectivelyebe areas have interconnections with
brain areas processing external information (wihsansory systems and with
cortical and subcortical motor system structures)weell as internal information
(limbic and midbrain structures involved in affechemory, and reward).” For
instance, the “dorsolateral and ventrolateral pogiof the PFC receive visual,
auditory, and somatosensory information from theiptal, temporal, and parietal
cortices, whereas orbitofrontal cortex receives nuhvsensory and visceral
information (...).” (Miller and Wallis 2008, p. 1204nd 1202) With so many
essential hubs, how could we localize mental statdélse brain? We recall that the
time of the “I” is epistemologically different thahe time of neural states/processes.
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the long-term memory. Obviously, there are greabatiEs in
cognitive neuroscience about localizing consciowsnts, working
memory, and selective attention. (Baars and Gadi,2f. 309)
Baars and Gage mention that maybe the working meimeerlaps
with attention, conscious events, and episodicllkega 337) From
my viewpoint, we have to be aware of the fact thitthese
processes are the “I”, and therefore their preldsalization is quite
impossible. Paradoxically, the “progress” of reshain cognitive
neuroscience (mainly through the creation of varimechanisms of
investigation, like fMRI) do not solve any proble@n the contrary,
the problems become more complicated and new prsbkgppear!
For instance, | give an example of localizationisitbelieved that
various areas of prefrontal cortex (and ventral Pie@lize different
jobs.

PFC is not organized by domain (e.g. spatial versusspatial), but by process,
with ventral areas of the PFC supporting the passtorage and maintenance of
items, while more dorsal areas are called upon whentask demands selection,
monitoring, manipulation, or other “mental world be performed on these items.
This is the so-called “maintenance” versus ‘marafiah’ processing distinction.
While this view seems capable of explaining a widage of findings, several
studies have cast doubt even on the assumptionthbat/L-PFC contributes to

storage in WM (e.g. Rushworth et al., 199Baars and Gage 2010, p. 337)

The localization of any mental state has no chamde solved since
it is a pseudo-problem. Unfortunately, hope neveagmpears! After
in this chapter | introduced some important todi@sn cognitive
neuroscience, in the next two chapters, | will Btigate, in detalil,
the optimism and the skepticism trends for peoplerkimg in
cognitive neuroscience.

1 Or, the “lateral PFC is activated by a wide assertt of cognitive tasks. These
include tests of inhibitory control (such as theoBp task), rule switching tasks
(such as the WCST), and working memory tasks. Airaison that has emerged
from these studies concerns the respective roledocdolateral and ventrolateral
PFC regions. Ventrolateral PFC is activated predately by tasks that require
holding information in working memory whereas ddaseral PFC is activated when
that information must be manipulated in some wdiller and Wallis 2008, p.
1207)
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Chapter 3

Optimism for localization and the “mind reading”

3.1 Bechtel's optimism

I will apply the axiomatic-hyperontological framewkdor the EDWs
to the strong dispute among scientists and somiesophers that
work in cognitive neuroscience, regarding the Usi&l, PET, etc.
in localizing the brain activities. There is an iopstic group
claiming that the mind can be explained throughltmalization of
the mental states within the brain (Bechtel, agsupher that was
quite optimist until quite recently, as well as marsearchers from
cognitive neuroscience) and a pessimistic grouga(Uas leader,
Hardcastle and Stewart, Prinz, and others). Theoow of this
dispute is quite important: it is about the direatiof research in
cognitive neuroscience in the future. As a phildssp | want to
show that philosophy can still have a role in tiste new domain.

I want to illustrate that the EDWSs perspective daswve great
applications in cognitive (neuro)science. From nayspective, both
fractions (optimism and skepticism) are quite wramgncomplete,
since these directions have been elaborated wiltkininicorn world.
In this chapter, regarding the usefulness of tlagkmaging (mainly,
fMRI and PET) in explaining the mind (through laeation), I will
investigate Bechtel’s optimismHowever, | emphasize that Bechtel
made quite major changes in his optimistic posifoithe last two
years becoming less optimistic. Bechtel tries tpla@r the human
mind introducing a new concept: the “mental mecérasi'.

A mechanism is a structure performing a functiowviiue of its component parts,
component operations, and their organization. Ttohestrated functioning of the

1 In the books (Vacariu 2008, Vacariu and Vacarid®0| showed that philosophy
has an important role in physics, biology and ctigmiscience.

2 For a detailed investigation of Bechtel's mechamsisin cognitive neuroscience
(mainly, his work from 2008), see Vacariu and Mac@010). | think that William Bechtel
is probable the best philosopher working in cogeitfneuro)science. His work has
always indicated me the role of a philosopher ig itterdisciplinary domain.
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mechanism is responsible for one or more phenom@echtel & Abrahamsen,

2005; Bechtel, 2006(Bechtel 2009, p. 6; 2008, p. 13)

The notion of mechanism is related to the localzet in the brain,
i.e. the “correlation” between some mental mechasiand neuronal
areas. Bechtel was convinced that localization (dedomposition”)
of the mental states in the brain will be succdssfthe future even
if he mentions that even for perceiving a simplgeot) more than 30
neuronal areas are correlateNevertheless, being quite optimistic
for localization (and decomposition), Bechtel pleddfor the
heuristic theory of identityBechtel 2008, for details see Vacariu and
Vacariu 2010)

Interestingly, lately, Bechtel has attempted topadas theory
to the latest researches in brain imaging. He densithat the
notions of “localization” and “brain areas” need ftoe re-
conceptualized. (Bechtel 2012; 2013) His new a#tive is a
combination of mechanisms with the dynamical systgproach,
i.e. the dynamical mechanisms. As we emphasizedagariu and
Vacariu (2010), Bechtel (2008) already tried to bma reductionism
with emergencé.Mechanistic reductionism is Janus-faced. “As il
Wimsatt (1976a) proposes, it is possible to be laoteductionist and
an emergentist.” (Bechtel 2008, p. 129) MoreovecHel wants to
preserve not only decomposition, but also the aumgnof a system
introducing Bernard’s notion of “internal environnte (Bernard's
expression in Bechtel 2009, p. 12 or Bechtel 2068)Cannon’s
“homeostasis” and its extended notion, Varela’stdpaiesis™ (See
Vacariu and Vacariu 2010)

Autonomous systems are mechanistic (dynamic) systifined as a unity by their
organization. We shall say that autonomous systerasorganizationally closed.

L« vast expanse of cerebral cortex—greater tha¥h 5 the total in many primate
species—is involved primarily or exclusively in thprocessing of visual
information.” (Reid and Usrey 2008, p. 656)

2 powell and Dupre (2009) write a very short paf®a reductionism, emergence,
mechanisms and networks in biology that perfectlyran the actual status of the
unicorn-world in biology on those topics today. @uwsly, this status is reflected in
cognitive neuroscience.

3 Bechtel continues this picture with Ganti's chemnotthe simplest system having the
basic features of the living system. (Bechtel 2@p8.218-20)
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That is, their organization is characterized bycpeses such that (1) the processes
relate as a network, so that they recursively démameach other in the generation
and realization of the processes themselves, anthé€® constitute the system as a
unity recognizable in the space (domain) in whible processes exist (p. 55).

(Bechtel 2008, p. 217)

In 2009, Bechtel adds that

In fact, living systems has typically highly inte¢ed despite the differentiation of
operations between different organs and cell tyjphs. mind/brain seems to be no
different on this score — it consists of componprdcessing areas that perform
different computations which has nonetheless hightggrated with each other.
Such a mechanism does not typically include endapesiimodules, and one is not

likely to find them in the mind/brain(Bechtel 2009)

In a paper from 2012, Bechtel continues to supfi@t the mental
mechanisms with specific functions could be loaaliz but he
emphasizes thintegrations of the areas in a larger framework of
cortex. In order to support these ideas, Bectitebinces Sporns and Zwi’s
(2004) ‘dual role of cortical connectivity”

(1) The functional specificityof certain cortical areas that
manipulates specific information (“functional sgiedy of small world
network from clustering of units into local subsyas”) and

(2) The integration of this kind of information in a coherent
behavior and cognitive states (“integration intbe®nt global states
through oscillations in thalamic neurons play noducing global
states, such as attentive awakeness, drowsinedsslaep, which
modulate processing in many local circuits”). (Bel;H2012) From my
viewpoint, this “dual role” is a contradictory noti within the

! Let me introduce a recent example regarding nespacialization: LaRock
mention that “damage in V4, an area of the verslyatem, produces achromatopsia,
i.e., color blindness; damage in IT produces assivei agnosia, i.e., the inability to
identify shapes; and damage in MT produces akirs@éiop.e., motion blindness.
Moreover, specialized neuronal areas have beetifieenwithin the dorsal system,
which correlate with spatial attention, spatial resentation, and the ability to
differentiate the spatial parts within an objectadl as between objects.” (LaRock
2010)
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unicorn world. A neuronal area would play both eliffntiation and
integration at the same time. For the human obsettve functional
specificity is played by certain neuronal areas th& integration
refers only to the “I” and neurons and the “I" bedoor are EDWs.
Analyzing the functional neuroimaging, Laureys, YBa@and Tononi
emphasize that, by now

the view is that the cortical infrastructure sugipar a single function (and a fortiori
a complex behavior) may involve many specializesharthat combine resources by
functional integration between them. Hence, fundlointegration is mediated by
the interactions between functionally segregatedsrand functional segregation is

meaningful only in the context of functional integon and vice versgdLaureys,

Boly and Tononi 2009, p. 38)

In Chapter 7 of this book we will see the role gldyby the
oscillations for the binding problem, as well agnsomore details
about the idea that some researchers consideratmeng band as
playing the role of integration in the brain. Howeveven the route
for finding a solution to the specialization-intagion problem is still
unclear. For instance, using the hierarchicallprged letters shape,
Flevaris et al. consider that in general the lgfinlsphere generates
the binding shapes to the local level, while thghtihemisphere
creates the binding for the global level. “More omantly, binding is
modulated by attentional selection of higher or dowspatial
frequencies? (Flevaris, Bentin, and Lynn 2010, p. 424) Moregver
from Chapter 2, we have to remember that some mitieieve that
some neuronal areas are responsible for such atiegs: the
prefrontal cortex (PFC) is the neuronal mechanismetated with
“cognitive control” (Miller and Wallis 2008) or themus is a “relay
station” (Baars and Gage 2010).

! “The results from the current study open the dfmr these explorations by
showing that attentional selection of spatial-fregey information plays a key role
in binding elements of hierarchical displays to theels at which they occur.”
(Flevaris, Bentin, and Lynn 2010, p. 430)
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From an EDWSs perspective, we can find this idea of
integration in the part-counterpart princip®acariu 2005), but we
have to filter Bechtel's ideas through all the ¥8pwsitions. Bechtel
works within the identity theory, i.e. the mindtiee brain. According
to proposition (1), the mind and the brain (body® &DWs. The
functional specificity of certain cortical areadrisa hyperontological
contradiction with the integration of the whole anhation into
coherent cognitive states within the unicorn worlie specific areas of
the brain (and their functions) correspond to someental
functions/states that are the entities of the nfthd-(or the “I”).
These mental functions/states are knowledge (ptmpos 9).
Nevertheless, we cannot identify exactly the nealroareas that
correspond to these mental functions becauselbiasit two EDWs. The
integration is nothing else than the unity of thie &n indeterminate
individuality (proposition 10). Again, it is impabte for us to
identify thisintegrationwithin the brain. In reality, this integration doe
not exist within the brain, but there is only arespondence between
this integration (that is the “I”) and particulareural entities/
processes.

With the help of fMRI, it has been noticed that the
synchronization of neural oscillations requires oamication among
the independent oscillators (functional connedtivitfcMRI), this
communication indicating an integral function ofetmetwork of
neuronal area%.Using fMRI, some researchers endeavor to show

! That principle is: the mind corresponds to thet-paunterpart, the part being the
most activated neuronal patterns, the countergathé rest of the brain and the
body. (Vacariu 2005)

2 “Cordes, Haughton, Arfanakis, Wendt, Turski, MpritQuigley, & Meyerand
(2000) found similar oscillations in resting st&@LD signals in networks of areas
previously identified as jointly exhibiting incres$ activitation in sensorimotor,
visual, receptive language, or expressive langtiasjes. Moreover, thefunctional
connectivity MRIfcMRI) analysis—applying correlational statistics to irgptstate
BOLD time series data to determine patterns of sgmtization—yielded functional
networks very similar to those identified from aitti during tasks. That is, areas
within the same network had correlated patternaatifity across time (rising and
falling in synchrony) regardless of whether ovetallel of activity was relatively
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that the long-distance neuronal areas coordinagér tlunctions

through synchronization. In Vacariu and Vacariul@Q we used the
latest scientific knowledge from cognitive neureswe to indicate
that the synchronization is an alternative not ef@nthe binding

problem (see section 7.3 of this book), let alaheromore complicated
functions. If we could not solve the binding prahle Bechtel's

synchronization has less chance to be a solutiothdointegration.

Again, | emphasize that checking for the propeftintegration is like

trying to find the unity of a table at the micropan‘level”!

For Bechtel, the specialized regions of the bradmain
integrated with other regions creating a “smallddonetwork”
(“local clustering with specialized regions butdeiange connections with
other parts of brain™).0On the other hand, fcMRI corresponds to being
(an entity with a unity). Closer to proposition (6)e principle of part-
counterpart in Vacariu 2008) is the notion of “ddfanetwork” that
Bechtel borrowed from Raichle (2001): certain ar@@&smore active
in absencef task and deactivated in task conditions. (Faiehal. 2001 in
Bechtel in pres§)Related to the default network are thairid-wandering

high (e.g., the sensorimotor network while movinpaad) or relatively low (e.g.,
the same network in a resting state condition)éqel 2013, p. 19)

! “Small-world organization is a form of organizatighat lies between regular
lattices and randomly organized networks—as inickdt most connections are
between nearby units but a few connect betweeardisdcations. For information
processing purposes, lattice structures have ttieevof creating modules of units
that function together to perform a particular taglereas random networks exhibit
a short path of communication across the networkalBworld network possess
both properties and many real-world networks hagenbfound to exhibit small
world organization, including the default mode netivand task directed networks
(Sporns, 2010).” (Bechtel 2013, forthcoming, p. Zhe notion of “small world
network” is quite close to the EDWs. From the viewp of neuronal patterns that
are activated to fulfill the corresponding mentahdtions, the number of EDWs
becomes quite large. (See Vacariu and Vacariu 2010)

2 The “default mode networkone which performs actual functions best carrietl o
when there are no external task demands” (BeclEB,2p. 17) is present even in
sleeping states or anesthesia (p. 18). “Adoptirgy rtiind-wandering hypothesis,
Buckner, Andrews-Hanna, & Schacter (2008, p. 2k lmind-wandering to the
ability to carry out ‘flexible self-relevant mentaplorations—simulations—that
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(“undirected thinking” — Bechtel 2013) and theeff-relevarit
mental exploratioristhat are not localized in a single brain regian, b
in a network of regions. In his article from 20Bg&chtel offers us more
details about the default network. | quote BuckAadrews-Hanna, and
Schacter’'s (2008, pp. 4-5) conclusion from Bechtglaper: “The
default network is a brain system much like theanaslstem or the
visual system. It contains a set of interactingirbi@eas that are
tightly functionally connected and distinct fromhet systems within
the brain.” (in Bechtel 2013, p. 20) | also emphastox, Snyder,
Zacks, and Raichle’s idea (2006) that the varigbitif recorded
signal with fMRI produced by oscillations may bee tandogenous
oscillations. idem) Based on some research, Bechtel considers that
the endogenous activity of the brain influenceshlibe mental states
and the behavior. From my viewpoint, both the nvirgshdering and
the self-relevant mental exploration reflect, withca doubt, the
counterpart that corresponds to the “I". Moreol@ralization would
be realized by the most activated neuronal aresibl@iusing fMRI,
PET, et In the paper from 2012, Bechtel insists on conmgjni
integration with the parallel localization of cértaarious functions.

| would like to emphasize again that Bechtel lapkscisely in the
EDWs perspective: integration is being, localizatis only a very
approximate process that “correlates” the phenontiestabelong to
EDWs. According to proposition (13), we should mnoix the
judgments that describe these phenomena. We cariMRE and

provide a means to anticipate and evaluate upcomiegts before they happen’ (p.
2).” (idem) About the “default mode network”, see sectior21df. this book.

! The function of mind-wandering is ,to facilitatéexible self-relevant mental
explorations — simulations — that provide a meamsamticipate and evaluate
upcoming events before they happen”. (Bechtel,res$). (About default network
and mind-wandering see also Bechtel 2013, forthogjni

2 Bechtel underlines that “functionspecificityof small world network” takes place
through “clustering of units inttocal subsystems”

3 For Bechtel, the “integration into coherent glokaites” takes place due to the
“role oscillations in thalamic neurons play in puothg global states such as
attentive awakeness, drowsiness, and sleep, whimulete processing in many
local circuits.” (Bechtel 2013)
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PET to identify very approximate localizations, kitis not correct to
identify a mental function with some neural patsenf activation.
Again, each mental function is the “I” that corresds to the
intermingled brain and body. We cannot isolate aftthe brain in
our attempt to find the above mentioned “correlaio (for the
identity it is even worse). “Integration” is the’‘and an EW, at the
same time. In the future, with the development ofagistic
technology, we will be able to localize more andeneeuronal areas
for certain mental functions, but we have to be rawtat these
mental functions are being that has a unity imgmssio identify
within (parts of) the brain. The “correlation” wallbe a very
approximate notion. Accepting the EDWs perspectiBechtel
would be able to provide an ontological support fas mental
mechanisms.

In his latest paper (forthcoming 2013), Bechtel icallly
changed his perspective regarding localization hB#criticizes the
traditional view (the “reactive perspective”): caigpn starts with
representation for a task (“internal planning”) ar stimulus
(“executing actions”). (p. 1) Such representatiane transformed
through certain architectural operations. All pierselike Hubel and
Wiesel, the people who worked on EEG or fMRI (IRetersen, Fox,
Posner, Mintun, and Raichle 1988), adopted thetikeastrategy.
“Researchers adopting the reactive perspective pexeded a great
deal of information about information processing time brain,
especially in areas of sensory and motor processidgincreasingly
with respect to memory, attention, and emotionaspoases.”
(Bechtle 2013, p. 3) According to Bechtel, theraevpeople being
quite skeptics regarding this stratégygainst this reactive strategy,
Bechtel offers a new approach: the “endogenouslyivec

1 As we showed in Vacariu and Vacariu (2010), Bectoeld not offer an ontological
status for his mental mechanisms (quite close tatfanalism) just because he
works within the unicorn world.

2 Among them, Lorente de N6 (1938) who consideraat tthere are at least as
many, and likely many more backwards and collatprajects than forward ones”
and Graham Brown (1911, 1914). (Bechtel 2013)
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mechanisms in the brain”. The starting points & tlew strategy are
certain ideas, such as the biological organismsher@on-equibrum,
and the autonomous systems, Maturana and Varelda@p@esis,
oscillations, and other notions. Bechtel relates these notidtishis
notion of “mechanism”, the mechanisms being undexstas the
“dynamic mechanistic explanations”. (p. 7) Inteiregly, Bechtel
remarks that Hodgkin and Huxley considered theiGacpotential”
from a reactive perspective, while one of theircie found the
“specializedpacemakemeurons that generated their own rhythmic
action potentials” (Alving, 1968). The philosophemphasizes the
work of Llinas. Llinas showed

a variety of functionally important ion currents rieurons of the inferior olive and
cerebellum in mammals and birds. Most were spgtidistributed and gated by
voltage in a different manner than the sodium aotgsium channels in the axon,
equipping them for functions other than the dirgeheration of action potentials.
Notably, the dendrites were endowed with channefsviding high-threshold
conductance to calcium (&2 ions, enabling dynamically complex dendritic
excitation in contrast to earlier assumptions afspeae transmission of signals from
synapses. Moreover, the cell bodies of some neuiroribe inferior olive had a
different kind of calcium channel with a seemingbaradoxical low-threshold
conductance that, in interaction with sodium andyhkthreshold calcium
conductances, enabled these neurons to functisimgie-cell oscillators “capable of
self-sustained rhythmic firing independent of syi@mpnput” (Llinds, 1988, p.

1659).(Becthel p. 8)

According to Bechtel, Llinas proved that the nesrane oscillators
that can work either in isolation or in collaboosti Therefore,
Bechtel largely analyzes the role of oscillations leing the
endogenous activity in the brain. As a conclusibrhie paper, the
new challenge for Bechtel is to show the role afagenous activity
of the brain in explaining cognition. | emphasizgia that his new
position lacks precisely in the EDWSs perspectivebgfition

! “Sustained oscillators are the simplest endogdpactive mechanisms—as long
as they can recruit free energy from their envirentrthey are continually active.
Neurons are examples of such sustained oscillafdre. endogenously nature of
neuronal activity, however, is often not appreddtép. 7)
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corresponds not only to the most activated neurpatiérns (the part
of the brain) but also to the endogenous activityhe brain (the
counterpart of the brain). We have to add, obvigubkke body of the
subject (Sporns 2006) and, in this way, we reaehctinclusion that
the mind (the “I”) corresponds to the brain andltloely.

3.2 The work of Gallant’s laboratory
One of the most optimistic achievements in cogaitieuroscience is
represented by the results of some people workmdsallant’s
laboratory. Before analyzing the greatest achievemef this
laboratory (Nishimotto et al. 2011), | would like introduce some
details about their work from Uttal (2011) who arsgls Gallant lab’s
previous work (2008 and 2009). Their work showeadt tit is
possible to decode 120 pictures from the resul®/&l in V1, V2
and V3. The first step is examining the fMRI signab a larger
(1,750) library of natural images and measuredfithigl responses
produced each by a certain number of voxels. Thiabéished a
training set. A representation of each picture thas formed based
on the Fourier properties of the image in whichgpatial frequency
and the orientation information were summarizedaa%redicted
activity pattern” for each of the many voxels thatre associated
with the presented picture. This provided a quati
representation of the fMRI responses to each ofirtteges. (Uttal
2011, p. 112) Based on similarities, the voxelgratiof each image
(from those 120) was compared with the informatfoom the
library, the best fitting image being selected.tlirteen repeated
trials for a given picture, Kay and his colleag{2608) report a
correct identification score in the mid-90%, thed@am performance
being 0.8%. When only the fMRI signals from a singkesentation
were used, the identification performance was redit@enuch lower
values (51% and 32% for two subjects).

This was an impressive step forward, but it sélpended on
a training set of stimuli and recognizing pictumsthe basis of an
fMRI pattern analysis. Furthermore Kay et al.'s@&pconstructions
based their identification scores solely on the alisareas of the
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brain, in which some resemblance of retinotopic piagp was
presumably retained. Thus, they wrote that thelflenm is analogous
to the classic ‘pick a card, any card’ magic trickp). 352) (Uttal
2011, p. 113) Moreover, the images “were made i Fourier
domain of a set of stimuli, and these matched diithat shared at
least some properties of the training set. The tagksychological
parlance is one of recognition or identificationilefr) Another
method is the “reverse retinopy”, pioneers of tmethod of
reconstruction of an image from its components dpdihiron et al
(2006) and Miyawaki et al. (2008). (Uttal 2011 14) The shape of
simple geometrical forms is preserved enough iretirey retinotopic
regions of the visual system to support the infeeethat “these
simple contrast patterns such as squares, x g@n#lsletters of the
alphabet can be inferred from the pattern of sihatiand
topologically constant voxels. (Uttal 2011, p. 11B)is method
“depends solely on the preservation of the topolofyjyhe original
stimulus pattern and the spatial resolvability lné spatial pattern”
and “examine the spatial pattern of the activai@ckls, and infer the
shape of the stimulus.” Moreover, the “spatial infiation is
retinotopically persevered in the early portiontloé visual system.”
(Uttal 2011, p. 113)

Nevertheless, the work of people from Gallant'solalbory
was much better in reconstructing images using thet “reverse
retinopy” method but some “complex natural scenesmf
nonisomorphic fMRI images”. Naselaris et al. memtihat under
“the Bayesian framework used here, a reconstruddotefined as
the image that has the highest posterior probglafithaving evoked
the measured response.” (p. 902 in Uttal, p. Ut#gl mentions that
this method seems to be “a process of recognitetection, or
identification of an image from a known library dieanatives rather
than a reconstruction in either the psychological the
neuroscientific sense.” (Uttal 2011, p. 114) Wortentioning is
another observation made by Uttal: the reconstdlicti@ges “are not
pictures that were directly reconstructed from tW&RI data but
pictures produced by combining parts of pictures there selected
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from the library of images, that is, the Bayesiaions on which the
system was originally trained.” (Uttal 2011, p. 1Even if Uttal
admires Gallant lab’s work, he concludes that myasiky were able
to show distinctive fMRI responses from a numbevistial cortical
areas (V1, V2, V3, V3A, V3B, V4, as well as theelatl and anterior
occipital cortex) that could be used to identifyages from the
training set. They did not take fMRI images andedily plot from
them pictures of the original stimuli; once agathey selected
pictures from their library, based on the pattdradaivations. This is
not reconstruction per se; it is selecting fromredetermined “deck
of cards™ (Uttal 2011, p. 114) Uttal mentions that theseuis do
not grasp the meanings that in general an imagewitén the
human subjectivity. Firstly, not every image has neaning.
Secondly, | believe in the future (decades or i tiext century),
researchers will be able to re-construct images f@arts of their
meaning. Nevertheless, in order to grasp the quoreting meaning
of an image, it will be necessary to investigate ¢mtire brain (and
body). However, it will be quite impossible to goathe entire “I”
that corresponds to the whole brain and Hod$ee again the
perception-thinking contradiction, Vacariu 2011 &fwhpter 1 of this
book)

| continue by analyzing another work of the reskars from
Gallant’s laboratory. Nishimoto et al. published anticle in 2011
about a new method for the “mind reading” (this kvdreing
considered among the best achievements of cogmiéueoscientists
in the last 15 years). With a computer programyantjtative model
of brain activity based on fMRI results is constaat Using the
brain activity measurements, Nishimoto et al. (30fdconstruct
natural movies seen by three human subjects.theidirst study of

! “However, this is not a matter of reconstructihg tnental contents but, rather, of
using these residual signals as a means of choasnogg a set of stimuli in much
the same way that a magician can determine whidhwas selected from a deck.”
(Uttal 2011, p. 139)

2 We do not have to forget that all conscious ancbunscious states are the “I”. It
will be much easier for the cognitive neuroscidati®o understand and explain
consciousness than the “|”!
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reconstructing dynamic stimuli (natural movies)otigh the brain
activity using fMRI. In the past, such stimuli weekonstructed only
from static picture's the main problem being that the blood-oxygen-
level-dependent (BOLD) signals measured by the fNMRd much
slower than the neuronal activity in relationshiiphveertain dynamic
stimuli. This new “motion-energy encoding” modelrriishes a
mapping between the stimuli and the evoked fMRhalg. That is, it
has to fit two components, the visual motion infation and the
slow hemodynamics mechanisms, (Nishimoto et al12p11641) in
order to “recover fine temporal information” fromow BOLD
signals. (p. 1644)

The first stage consists of a large collection aftion-energy filters that span a
range of positions, motion directions and speedshasunderlying neurons. This
stage models the fast responses in the early viys&ém. The output from the first
stage of the model is fed into a second stage dbatribes how neural activity
affects hemodynamic activity in turn. The two stggecessing allows us to model
the relationship between the fine temporal infoforain the movies and the slow

brain activity signals measured using fMR{https://sites.google.com/site/
gallantlabucb/publications/nishimoto-et-al-2011)

The researchers d@ballantlab focus on the signals received by the
early visual neural areas V1 (the functionality tbfs neural area
being quite well studied), V2 and V3 (all areasnigein occipito-
temporal cortex lobed)They indicated how the spatial and temporal

! Thirion et al (2006) first reconstructed statictpres in the brain from BOLD

signals in early visual areas; Kamitani, Y., andhgoF. (2005) reconstructed
orientation and direction. (in Nishimoto et al. 21

2 “The human visual system consists of several dafisiinct cortical visual areas

and sub-cortical nuclei, arranged in a network thadtoth hierarchical and parallel.
Visual information comes into the eye and is thea@sduced into nerve impulses.
These are sent on to the lateral geniculate nueledghen to primary visual cortex
(area V1). Area V1 is the largest single processinuglule in the human brain. Its
function is to represent visual information in awegeneral form by decomposing
visual stimuli into spatially localized elementsgigals leaving V1 are distributed to
other visual areas, such as V2 and V3. Althoughftihetion of these higher visual

areas is not fully understood, it is believed tlla¢y extract relatively more

complicated information about a scene. For exangrks V2 is thought to represent
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information is represented in several thousandvaels of this
visual cortex. The brain of each subject who walckeveral hours
of movies is scanned with an fMRI. The measurethitrg data of
brain activity (BOLD signals evoked by 7,200 s colaoatural
movies, each movie presented once) are used tanfiencoding
model for each voxel from the posterior and the trnan
occipitotemporal visual cortex. Then they use ad3&@n decoder to
reconstruct the movies from the evoked BOLD signadls.,
combining the “estimated encoding models with aompgampled
natural movie, in order to produce reconstructiohsatural movies
from BOLD signals.” (Nishimoto et al. 2011, p. 1§42omparing
the fMRI data and the details of each movie, themater program
constructs some “dictionaries” for shape, edge amdion. Each
voxel has such a dictionatyThe subject watches the second set of
movies and new fMRI data are collected. Using tbmputational
models constructed on the first set of movies, sheond set of
movies is reconstructed only from the second fMRitad
(Gallantlab.org)

moderately complex features such as angles andhttuwey while high-level areas
are thought to represent very complex patterns sscfaces. The encoding model
used in our experiment was designed to describdutinetion of early visual areas
such as V1 and V2, but was not meant to descrilghehi visual areas.”
(https://sites.google.com/site/gallantlabuch/pudilans/nishimoto-et-al-20) 1

L “Functional MRI records brain activity from smaiblumes of brain tissue called
voxels (here each voxel was 2.0 x 2.0 x 2.5 mmEhBaxel represents the pooled
activity of hundreds of thousands of neurons. Tioeeg we do not model each voxel
as a single motion-energy filter, but rather asakbof thousands of such filters. In
practice fitting the encoding model to each voxelai straightforward regression
problem. First, each movie is processed by a bdnkoaolinear motion-energy
filters. Next, a set of weights is found that ogtlm map the filtered movie (how
represented as a vector of about 6,000 filter dejpnto measured brain activity.”
(https://sites.google.com/site/gallantlabuch/pudilans/nishimoto-et-al-20) 1

2 “We estimated the posterior probability by combini likelihood function (given
by the estimated motion-energy model; (...) and apdagnnatural movie prior.” (p.
1642) “Build a random library of ~18,000,000 secoraf video downloaded at
random from YouTube (that have no overlap with thevies subjects saw in the
magnet). Put each of these clips through the diaties to generate predictions of
brain activity. Select the 100 clips whose predicaetivity is most similar to the
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As you move through the world or you watch a moeiejynamic, ever-changing
pattern of activity is evoked in the brain. The Igglamovie reconstruction is to use
the evoked activity to recreate the movie you oler To do this, we create
encoding models that describe how movies are tvamefd into brain activity, and
then we use those models to decode brain activity reconstruct the stimulus.

(https://sites.google.com/site/gallantlabuch/pwilams/nishimoto-
et-al-2011)

Interestingly for the EDWs perspective, the authacknowledge
some limits of this experiment:

(1) The relationship between motion and direction
The motion-energy model three encoding modelsaticstnodel (no
information about motion), a non-directional mog®lotion-energy
but not direction) and a directional model (motemergy and
direction). (p. 1641) The second model was onlghsly better than
the first model. This slight difference reflecte timitations of fMRI
spatial resolution.

(2) The same relationship holds between color and
luminance. The results grasped by a model with hamie are quite
close to the results of a model with color. Morepariantly, “our
reconstructions tended to recover color borderg.(eborders
between hair versus face or face versus body), ¢weagh the
encoding model makes no use of color informatighlishimoto et
al. 2011, p. 1645)

Acknowledging the limits of their method, Gallant’s
observation, according to which decoding stronghpahds on the
way we think that the brain represents the inforomatis important.
This information determines the construction of twemputational
model which interprets the fMRI data. Actually, tlearly visual

observed brain activity. Average those clips togetfThis is the reconstruction.”
(https://sites.google.com/site/gallantlabuch/pudilans/nishimoto-et-al-20) 1

1 “Indeed, a recent study reported that hemodynasigoals were sufficient to
visualize a columnar organization of motion direatin macaque area V2 (...).
Future fMRI experiments at higher spatial or tenaporesolution (...) might
therefore be able to recover clearer directionghas in human visual cortex.”
(Nishimoto et al. 2011, p. 1645)
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neural areas are quite well understood by neunatisie, but the
authors consider that the neuroscientists are lolet ta understand
completely the functions of later visual neural asreand the
relationship between occipital-temporal areas Wit frontal lobe
that provides, for instance, the meaning of eachgien From an
EDWs perspective, these limits show exactly thddrcduminance,
motion and direction (among many more other feajurare
methodologicaldifferentiations (segmentations) created, artflgj
by the human researcher. In reality, these diffeadons cannot be
localized in the brain. Moreover, the mind is tliethat has a unity
and therefore the decomposition of a mental reptaen cannot be
realized. Such decomposition is a human mind aedliat does not
exist in reality. Each mental representation ofohfect in a visual
scene is that mental visual scene (but does notgose” that
mental visual scene) in a spatio-temporal framewbrkthe brain,
any feature (for instance, color) activates a paldir neural area (for
instance, V4 for color), but we cannot visualizeokor in itself (in a
perception, the color to be allocated to a pariicobject). Again, |
think that from the “I” viewpoint, the neurologicdistinctions V1,
V2, IT, or those between color and motion or sdvelgects in a
scene are, in Kantian sense, samethodological differentiationgn
reality, from the “I” viewpoint, these distinctiorere meaningless.
Even the correspondence between a vertical lineVdndcolor and
V4 or motion and MT is meaningless.

In our days, it seems that the researchers workimg
cognitive neuroscience accept that any mental itaterrelated with
widely distributed neuronal areas in the brainvédftake into account
the development of each individual and the stroegeddence of
interactions between brain, body and environmédet tthe binding
problem is a pseudo-problem. Using the “pick adgaany card’
magic trick”, the researchers working in Gallanttabnot even try to
offer an alternative to the binding problem. If @aecept the identity
theory (or any alternative except the EDWSs), thadisig problem is
not a pseudo-problem. It requires a solution: metance, any mental
picture of an object has an irrefutable unity, whihe correlated
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neuronal areas are largely distributed in the briiow then could
we explain the binding features of a perceptualectbjif those
features are correlated with the widely distributexdironal patterns
in the brain? If those patterns are widely distiéiouin the brain,
where does the binding process take place? Do we a&ind of
projection of the activity of the neurons (thatrespond to the traits
of an object) in other parts of the brain (Damasicbnvergence
zone, for instance)? | do not think that such “pctipns” represent a
viable alternative: it would involve the homunculggected by the
theory of species evolution. Therefore, the notbriprojection” is
meaningless. From my viewpoint, the binding probisma pseudo-
problem since any mental feature of an object is th (any
particular neural area is the brain). The mind #nedbrain belong to
EDWSs. Moreover, the “I” has no spatial or color dimsions. As we
will see in Chapter 8 and 9 of this book, the “lash the
representationsof color and space, something that is completely
different than the real color and the real dimemsiof space.

Another criticisms against the achievement of Galateam
is that they do not take into account the oscdlai (among many
other neural processes) that have an important fote the
corresponding mental processes like perceptiorpairticular, and
cognition, in general (again, see section 7.3 & Hook). A final
comment on this article: the authors mention thatreconstructions
might be “improved if the number of samples in ph®r were much
larger” than they used. (p. 1645)

We found that the quality of reconstruction coutditmproved by simply averaging
around the maximum of the posterior movies. Thiggssts that reconstructions
might be further improved if the number of sampteghe prior is much larger than
the one used here. Likelihood estimation (and treconstruction) would also
improve if additional knowledge about the neurgresentation of movies was used

to construct better encoding models (.(INishimoto et al. 2011, p. 1645)
Nevertheless, the neural patterns changed contstyoduring

training (that is the development and the entfieeuntil the moment
of scanning the brain). Thus, these and other stnactions are just
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rough approximate correspondences between mergahlvistates
and neural patterns. The work of Nishimoto et al.based on
statistical similarities between training data atata of the new
movie, i. e. the connectivity is consistent regagdthe functional
responses. For an ideal result, one should reberdbtain activation
throughout the entire development until the day poédiction.
Moreover, | am convinced that the dictionary canhetextended
from one human subject to another.

3.3 Other optimistic works

Quite close to Gallant’s laboratory work is Sorgegt al. work
regarding the “brain reading” research. Using fMRie authors
identify neuronal activated patterns for each tetie the English
alphabet. (Sorger et al. 2012) Using an automatedoding
procedure that works in real time, Sorger and bolators associate
each alphabetical letter (and the blank space leetvibem) with
distinct neuronal patterns of activation graspedthyy single-trial
fMRI signals. As the authors emphasize, their nete#s the “first
spelling device based on fMRI". (Sorger et al. 20421) “To our
knowledge, no previous fMRI study has been pubdshe which
brain states were correctly decoded out of 27 radtares, let alone
on a single-trial level, without time-consumingimiag and in real
time.” (Sorger et al. 2012, p. 3) Moreover, in artie obtain these
results, one did not need a long preceding trainpitasé
Interestingly,

only intentionally generated brain activation—onigiing from active mental task
performance alone—was employed for letter decodifige visual input was
identical across trials and was only used to pmyfte letter encoding information.
Note that the encoding technique does not neclssaly on visual input: the same

mental operations can be guided by auditory in(iorger et al. 2012, pp. 3-4)

Sorger et al. extrapolate their results from seeinlistening a letter
to consciousness.

! More exactly, the “voluntarily evoking differentihemodynamic brain activation
by using our encoding technique requires almosb peetraining.” (Sorger et al.
2012, p. 3)
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Another possibility offered by our spelling devitethat it can serve as a crucial
diagnostic tool to assess preserved consciousmes®riresponsive patients—an
assessment that is difficult to establish by othezams. So far, inferring
consciousness from fMRI data has been done offling. (With our real-time

methods, inferring consciousness would become Iplessinline, which would

constitute a significant advantage. Importantly,aifpatient conveyed a single
meaningful message, any potential remaining doubt ao patient’'s state of

consciousness (...) could be definitely excludgsiorger et al. 2012, p. 3)

Within the EDWSs perspective, the performance ohscarrelations
does not matter. Only if we accept the identityotlgedo we have to
be content with these results.

Following the same line of research, using theuditin-
weighted imaging (DWI), “an MRI technique that maas the
propensity of water to travel along myelinated aXoisaygin et al.
(2011) show that only the activation of an indiadisi pattern of
structural connectivity (fusiform face area — FFA)edicts the
function of face selectivity. In other words, theusture of the brain
(the extrinsic connectivity) determines the funetidVoxels with
higher responses to faces had characteristic pattg#rconnectivity
to other brain regions that distinguished them framighboring
voxels with lower responses to faces, or higheparses to scenes.”
(Saygin et al. 2011, p. 5) Therefore, there isransgt relationship
between structural connectivity and function. lasting for my
EDWs is one of the consequences of this experintbet,authors
considering that

spatial information alone is insufficient for preting functional activity and that
connectivity offers information above and beyone& ttopographic information
inherently embedded in it (owing to the posited Ibwarld organization of cortical
connectivity). The relationship between functior apatial information was highly
variable across participants, whereas the conrgcti\ata were consistent across
participants in relationship to the functional

responses(Saygin et al. 2011, p. 5)

It seems that we cannot use the spatial informgtiwet is different
from “connectivity”) to localize the mental functis. Nevertheless,
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connectivity is a very complicated notion in newieace. The
analysis of Saygin et al. (2011) reveals that

the target brain regions for which connectivitytwihe fusiform was most predictive
of face- or scene-selective activity in the fusifiorFace-selective fusiform voxels
were predicted by connectivity with regions thavéndeen previously reported to
function in face processing, such as the inferiat superior temporal cortices (...).
Scene-selective voxels, by contrast, were bestigiegtlby their connectivity to key
brain areas involved in scene recognition, sucthadsthmuscingulate (containing

the retrosplenial cortex) and the parahippocanééx. (Saygin et al. 2011, p. 5)

Again, from my viewpoint, the differentiation betere neural areas
necessary for face- and scene-selectivity (or batwenental
processes like face-recognition and scene-selBgtiére certain
methodological differentiations but not ontologicales. Taking into
account the neural connectivity between any neaned (responsible
for a particular mental state) and the surroundegral areas (and
other large-distance areas), these differentiatians not real.
Therefore, we can differentiate between such nearneds only with
very rough approximations. Moreover, any mentéesisithe “I”, so
again the differentiation between the self and ohets states is
useless. Within this new framework, the EDWs pertpe, we can
easily understand the “unexpected” results from akperiment of
Saygin et al. (2011). They discovered some unegggatedictors of
the face selectivity, i.e. the cerebella corticesl dherefore new
studies need to expand the components of struataradectivity for
particular functions. (Saygin et al. 2011, p. 6gifHinal suggestion
is that the voxel-to-voxel tractography can offewninformation
about the relationship between structure and fanctif we want to
insert information offered by the voxel-to-voxebhdtography, we
need also to take into account the EEG results ffandata that new
apparatuses will give us in the future). In realityen for the face
recognition, we will introduce more and more parftshe brain until
we understand that we have to include the wholenb@bviously,
some parts of the brain are more involved wheroihes to face
recognition, but anyway we need to introduce theviae of the
entire brain for any mental process. If, from thaamical system
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approach, we were forced to introduce the enviranipten we had
to accept, from an EDWSs perspective, that the Ofresponds to the
brain, body and their interactions with environment

The work of van Wedeen (201@grfectly reflects the highly
dynamic transformations in cognitive neuroscientésing the
diffusion magnetic resonance imaging, van Wedeawshhat the
brain has a geometric structure of the “cerebkarfpathways”. (van
Wedeen 2012) Wedeen uses an “interactive softveaoempute for
any path the set of all paths with which it shames or more voxels,
termed its path neighborhood”. (van Wedeen 20121629) He
offers some particular cases of the brain areagxasnples (for
instance, rhesus monkey superior longitudinal tages-3 (SLF3))
that “entirely consists of a single curved two-dns®nal (2D) sheet
of paths, all mutually parallel, transversely otesh and all crossing
SLF3 at nearly right angles” (p. 1630). This gridusture of the
cerebral zone is continuous with those of the lardystem and the
basal ganglia (p. 1633). In general, this gridctiee can be found at
all scales, from “single voxel, to the lobe, to timmisphere” and in
all species! (p. 1633) Thus, the “cerebral pattssirmys formed well-
defined 2D sheets” and all brain pathways havetstegcture. (van
Wedeen 2012, p. 1632) The “complex brain” is naghmore than
the simple evolution of “simple brain” following ighgrid structure

! The dynamical system approach is strong relatethéo‘embodied—embedded
cognitive science'(Wheeler 2005, p. 11 or 2009, p. 320). About thesspective,
see Vacariu (2008); about Wheeler's approach, s@aNu and Vacariu (2010).

2 Other examples: the occipital lobe (the sagittedtsm) or frontal lobe of the
rhesus monkey (left arcuate sulcus, midline calloesgion, and right central sulcus)
(the “path neighborhood comprises two sets—tramsgvecallosal paths and
longitudinal paths of the cingulum and SLF1—thatssed like the warp and weft of
a fabric as a near-orthogonal grid. Thus, thesksplarmed a single biaxial system.
This pattern was typical of cerebral white matt€p” 1630) “Continuity of grid
structure between superficial gyral and deep catgimthways was demonstrated
through analysis of neighborhoods at sequentiahde(SOM text and fig. S4). Grid
structure in all three orthogonal axes was obseirvedhe centrum semiovale,
including the longitudinal and transverse paths doiso-ventral projection paths.”
(van Wedeen 2012, p. 1633)
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coherent and continuous with the three axes of |dpueent:
Therefore, the grid structure restricts and sirigdithe axonal path-
finding!

In the brain, fibers growing in any axis would havehoice at each moment of just
the four orthogonal directions perpendicular toirtteurse. Grid structure would
increase the efficacy of path orientation as a meism of axonal pathfinding (...).
Simultaneously, this structure supports incrememiadlification of connectivity by
geometric modification within broad continuous féies of parallel paths. Thus, the
grid organization of cerebral pathways may represetdefault connectivity,” on
which adaptation of structure and function can lmmtbur incrementally in evolution

and development, plasticity, and functigan Wedeen 2012, p. 1633)

The grid structure has a major impact for the braapping because
it simplifies the topological structure of the eatbrain, its pathways
and connectivity, and what we think about whiteteraidem So, in
this very recent article, using the diffusion spect MRI (DSI), van
Wedeen et al. (2012) offersampletely new image regarding the
anatomical structure of the braifhe unexpected result is that the
brain is wired in a rectangular 3D grid structufée DSI acquires a
detailed image of the three-dimensional patterwatier diffusion by
measuring the diffusion in dozens to hundreds oéations. “Far
from being just a tangle of wires, the brain’s \whmatter
connections turn out to be more like ribbon cablesfolding 2D
sheets of parallel neuronal fibers that cross pathight angles, like
the warp and weft of a fabric”. Essentially, thigdgstructure “is
continuous and consistent at all scales and atnassins and other
primate species.” (van Wedeen 2012) So, the brainndt a
mechanism as complex as we have thought until nOw! the
contrary, as a result of evolution, the brain sedémbe a rather
simple machine. | think that within this new franmaW created by
van Wedeen, the mind-body problem still remains olvesl. |

! Following the rules of evolution, there are cert&evolutionary emergence of
discrete pathways parallels the increasing cereorablexity in the primate lineage.
Functionally, pervasive cerebral organization witirallel paths and similar lengths
would naturally support neural coding via spatiatl gemporal coherence (...)".
(van Wedeen 2012, p. 1633)
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understand the brain is much simpler than we thtyumgh we do not
get a simpler answer to the mind-brain probfefthe brain has a
much simpler structure than we thought just becédoature” does
not think. As | emphasize several times in thiskyashen we try to
understand the functions of the brain, we havedaWware of this
simplicity. Obviously, within the unicorn world, ¢hbrain becomes a
much more complicated entity!

In this context, it is important for me to analygketcher’s
remarks on the brain’s adaptability (Baars and G2@E0, pp. 81-
82). Learning — such an important event for theigat of animals —
means the adaptability of the brain to change paricular dynamic
environment. Until now, the people working with fMRave focused
on the “functional segregation” but the learningpgasses need a
“functional integration”. Adaptability needs to healyzed from two
viewpoints: functional and structural. The strikittgng is that the
adaptability is given not only by the changes ia ieural “localized
regional activity” (functional), but also by the aiges in its
structural connectivity (gray matter density andte/matter tracts).
As an argument, Fletcher introduces an experimegéarding the
contingency relationships between auditory andalistimuli (den
Ouden et al. 2009):

Intriguingly, though experimental participants mst study were largely unaware of
these contingency relationships, there was a mebiguincrease in the degree of
connectivity between primary auditory and visuatem as a consequence of
experiencing them, even though they had no beasinghe task that was being

performed(in Baars and Gage 2010, pp. 81%81)

The conclusion of this chapter is that optimism dognitive
neuroscience has no real (hyper)ontological supfdre results of
many experiments seem to be a game with predetednfiaeck of
cards”.

Y In Vacariu and Vacariu (2010), we introduced timailarity (or even identity)
between two entities/processes: mind and life. Thifis is an EDW than the
organism of an animal or a cell!

2 We have here the crossmodal interaction that seuds in chapter 10 of this book.
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Chapter 4

Skepticism in cognitive neuroscience

4.1 Hardcastle’s skepticism

For Hardcastle, cognitive neuroscience is an atttaeight different
research areas in neuroscience: “development, g@oe action,
attention, memory, higher cognitive functions (udihg language),
affect, and plasticity”. (Hardcastle 2007, p. 2%%¥rdcastle raises
essential questions regarding cognitive neurosei¢ogay. Even if it
seems a real progress in cognitive neuroscientieeirast 20 years,
Hardcastle emphasizes the main problems of thi® quew science.
It is not surprising that the researchers becomeenamd more
interested in developmental neurobiology (an atest becomes
more and more molecufywor in the interactions between genes and
environment in their attempt to explain the mystesi cognition.
Even at the beginning of her article, Hardcastlétesr that the
“perceptual systems represent the external enviemhnio us.
Through complex computations we do not yet undedstaur
sensory systems derive stable images from the feaduating raw
signals of our transducers.” (p. 296) Within thecom-world, it is
not amazing that Hardcastle uses notions like Smaners” in order
to refer to the relations between stable imageseofsory systems
and the fluctuating signals. In fact, there is thied-EW where we
can find the stable mental representations whiée gtocesses that
belong to the brain-EW are constantly changing. i@isly, we
cannot “yet understand” the relationship betweendrand brain
within the unicorn-world. Hardcastle asks the sajuestions posed
by many people working in cognitive neuroscience:

How and where are our sensory signals encoded taned® How do we separate
“figure” from “ground”? How are incoming signals “r&id” with our memories,

1 In this direction, see Bickle’s approach in Vaoaand Vacariu (2010).
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attention, and our understanding of the world sat thve get full-blown
representational experiences? How do we combinermtion from different
sensory modalities? How do other brain systemstoam and use this information?
How do they modulate the representations to meet bmhavioral goals and
biological needs? How do we use representationsgulate action, planning, and

other outputsfHardcastle 2007, p. 297)

From the EDWs viewpoint, these pseudo-questions havanswers.
The first four questions regard the “I” (its unity) the mind-EW (the
mental representations/processes and their iniena§t the next
guestion mixes EDWSs (brain and mental informati@nd the last
guestions refer to the behavior. | will analyze gxapon these topics
without definite answers published in the last ge&rs. The great
problem is that the researchers are convincedeif tésults-

Harcastle inquires about attention, one of the tmos
problematic concepts in cognitive neurosciehc&rom my
viewpoint, attention (and also memory and all otfeatures of the
mind) does not exist as a separate feature withé rhind-EW.
Moreover, no particular neuronal mechanism forraite® exists and
therefore it is meaningless to check for such meishain the brain.
Moreover, very problematic are also the relatiopshbetween
attention and memotor between memory and perception (or action
and emotions). Hardcastle is aware that an indalicdieuron does
not reflect memory, even if Kandel et al. (2003) tw show us that
changes in synapses are related to memory. Irésthat changes in
synapses are strongly “correlated” to memory, b @annot

! The history of science shows us that such positaoe normal: it is quite difficult
to change the framework of thinking, even if we é#lve Internet. The advantage of
having the Internet (the rapidity of changing tinéormation) is balanced by the
avalanche of this information that congests pewliking in any science.

2 “What areas of the brain are involved in coordimpiattention across our neural
circuitry (the “source” of attention), and how tkemreas accomplish these tasks (at
the “site” of attention) are still matters of intigation.” (Hardcastle 2007, p. 297)

3 “Memory researchers divide memory into (roughliie tfollowing categories:
procedural and semantic or cognitive, explicit amglicit, recall and recollection.
Each of these divisions might mark a completelyasai@ brain system (or they all
might be completely wrong).” (p. 298).

82



“reduce® memory to such changes! Since the memory is a
psychological feature of the “I", or better, themwy is the “I", we
can check only for rough correspondences. In thigext, obviously,
the main question remains “how the brain coordmateelf across
neurons to produce global effects.” (p. 298) May® have some
neuronal global effects like oscillations, butstriot the brain, which
“coordinates/produces the mental global effectste TI” could not
perceive such global effects, since these “effear®’ the “I". We
need indeed to change the unicorn-world framewétkiaking with
the EDWs framework. We have to be aware that weficahonly
rough correspondences, but nothing more!

Interestingly, Hardcastle underlines the idea that lower
level processes “support and organize” the higlesell abilities.
(idem) This idea reflects directly the correspondendatianship
between the mind-EW and the brain-EW. In fact, we make only
rough, very approximate dissociations between tilgben and the
lower neuronal levels. Spatially and temporallysiguite impossible
to identify such levels. It is completely wrong tmnsider high
neuronal level the same with cognition! Hardcastleo inquires
about the plasticity of the brain: we can find that

plasticity at multiple levels of organization, frofdong-term potentiation in
molecules on up to (and challenging) question fpobognitive neuroscientists

today. (Hardcastle 2007, p. 299)

Moreover, throughout the entire book we investighterelationship
between integration and differentiation (segmeatgti the hottest
topics in cognitive neuroscience. In reality, theséions are rough
methodological exaggerations of people working iagritive
neuroscience. Regarding the methodology in thisadonthe author
asks

neuroscientists to worry about what counts as apjate empirical justification for
a theoretical claim, how to determine which levebmanization is the correct one
for a scientific explanation, what explanations dtholook like, whether all

! From the EDWSs perspective, the notion of “reductis meaningless. It has to be
replaced with “correspondence”.
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explanations will or should reduce to some pringisivand how what we learn about
the mind/brain should affect the larger social,remuic, and political arenas (...).

(Hardcastle 2007, p. 299)

Again, the answers to such questions are indeeyg Btdlemaic
epicycles within the unicorn-world. The question High level of
organization fits to a particular scientific expddion?” has to be
replaced with a much more complicated question: &WEW
embraces certain neuronal patterns of activation?”

Hardcastle also emphasizes one of the main tojics
cognitive neuroscience: localization/reduction. FRostance, until
now, it has been known that the visual area in®Ilvm®re than 30
cortical areas, but | believe that new tools ofeistigating the brain
will indicate more and more neuronal areas thatespond to the
process of “vision” or better perception (a memacess, anyway).
The neuroscientists can record no more than 150ronsu
simultaneously; they can sum LFP from no more tlseneral
thousands.

But brain areas have hundreds of thousands of neuseveral orders of magnitude
more than they can access at any given time. Aedetmeurons are of different
types, with different response properties and difie interconnections with other
cells, including other similar neurons, neuronshvéignificantly different response

properties, and cells of other types completéiardcastle 2007, p. 304)

Hardcastle enumerates some problems regarding famtanethods
used in cognitive neuroscience: recording the #ygtiof one cell
inserting an electrode (the problem is that it usteg impossible to
record the activity of a single neuron in isolajiofesions (the
plasticity of the brain overpasses its lesions)g tfeedback
projections in the brain; the abilities of the Ibraimaging
mechanisms like fMRI (this instrument has quite djogpatio-
temporal limits - 0.1 millimeter and half second fach sample);
and the subtraction methbdf functional imaging (we cannot be

! “Experimenters pick two experimental conditionsttithey believe differ along
with respect to the cognitive or perceptual proagsder investigation. They then
compare brain activity recorded under one conditigth what happens in the

84



sure if the difference between those states igeeléo cognitive
processes and not just a simple coincidence).

Neuroscience is a victim of imprecise instrumeptatilf scientists extrapolate from
what they might learn with more sensitive measutasan easily be seen that there
will come a time when this whole approach just witit work anymore. Put in the
harshest terms, brain imaging seems to supporttiedism because the imaging

technology is not very good ydiHardcastle 2007, p. 306)

Uttal also criticizes the subtraction issue. (UB@11, section 1.5.2)

Most important of all is the fact that the resudtibrain images are themselves the
cumulative activity of uncountable numbers of nealoresponses. Thus, the
observation that an area may null out and leavieawe in the difference image does
not mean that its detailed activity was the samigoith the experimental and control
conditions. The nature of the underlying neuronatwork state may change

considerably and still produce zero difference ssdUttal 2011, p. 26)

D’Esposito has doubts regarding this method: cognisubtraction
could produce errors in interpreting the functiom&uroimaging
results.

Cognitive subtraction relies on two assumptionstrépinsertion” and linearity. Pure
insertion implies that a cognitive process can Hded to a preexisting set of
cognitive processes without affecting them. Thisuasption is difficult to prove

second condition, looking for regions whose adtilétvels differ significantly across
the two. These areas, they believe, comprise theahsubstrates of the task under
scrutiny.” (Hardcastle 2007, p. 305-306) Or “Thetptypical fMRI experimental
design consists of two behavioral tasks presemtddoicks of trials alternating over
the course of a scanning session, during whichfiiel signal between the two
tasks is compared. This is known as a blocked desigr example, a given block
might present a series of faces to be viewed palgsiwhich evokes a particular
cognitive process, such as face perception. Thee@xental’ block alternates with
a ‘control’ block, which is designed to evoke ditloe cognitive processes present in
the experimental block except for the cognitive gass of interest. In this
experiment, the control block may be a series géaib. In this way, the stimuli
used in experimental and control tasks have sinifaral attributes, but differ in the
attribute of interest — faces. The inferential feamork of ‘cognitive subtraction’
(Posner, Petersen, Fox, & Raichle, 1988) tributéerdnces in neural activity
between the two tasks to the specific cognitive gsscthat is, face perception.”
(D’Esposito 2010, p. 213)
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because one needs an independent measure of teeispirg processes in the
absence and presence of the new process. If psedion fails as an assumption, a
difference in the neuroimaging signal between tin@ tasks might be observed, not
because a specific cognitive process was engagedeirtask and not the other but
because the added cognitive process and the piegxisognitive processes

interact: (D'Esposito 2010, p. 214)

Again, | am convinced that, even if in the futurar dools of
investigating will become more and more powerfulhe t
(hyper)ontological relationships between the bramd the mind
(EDWSs) would still impose us certain limits of raseh. Therefore,
the reductionism view is not even a wrong notiant, & meaningless
method! The problem is that not only certain essiprocesses
belong to the EDWSs, but also each neuronal areansde be
involved in many cognitive processes:

... Brodman area 6 appears significantly and difféaéiptactive after subtraction in
studies of phonetic speech processing, voluntand lend arm movements, sight-
reading music, spatial working memory, recognizfiagial emotions, binocular
disparity, sequence learning, idiopathic dystorpain, itch, delayed response

L«An example of this point is illustrated in workjrmemory studies using delayed-
response tasks. These tasks (for an example, segedoet al., 1993) typically
present information that the subject must remen{égaging an encoding process,
followed by a delay period during which the subjeuist hold the information in
memory over a short period of time (engaging a mgnpoocess), followed by a
probe that requires the subject to make a decisamed on the stored information
(engaging a retrieval process). The brain regiowgaged by evoking the memory
process theoretically are revealed by subtracting blood oxygenation-level
dependent (BOLD) signal measured by fMRI durindagh of trials that the subject
performs that do not have a delay period (engagirlyg the encoding and retrieval
processes) from a block of trials with a delay geriengaging the encoding,
memory, and retrieval processes). In this exanipthe addition or “insertion” of a
delay period between the encoding and retrievacgsses affects these other
behavioral processes in the task, the result Isréaito meet the assumptions of
cognitive subtraction. That is, these “nonmemorydgesses may differ in delay
trials and no-delay trials, resulting in a failugecancel each other out in the two
types of trials that are being compared. In fdus has been shown to occur in a
fMRI study using a delayed response task (Zaralgujrfe, & D 'Esposito, 1997).”
(D’Esposito 2010, p. 214) D’Esposito indicates &eot problem with fMRI
imaging: “forward inference” versus “reverse infece”.
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alternation, and category-specific knowledge, to disly a subset of activities.

(Hardcastle 2007, p. 306)

Moreover, each area depends on the “neural contiéxtonnections
with other areas and how these other areas resmomstimulus:
Another problem is that the activity of a neuromdt limited to its
action potential. There are many other processtsnaa neuron (the
activity of dendrites and axons, the chemical iieast the waves)
essential for explaining cognition. Therefore, wanmot “reduce”
mental states to action potential activities orkisggj neuron$ In
Hardcastle’s s words:

Spike shapes can change over time, electrodes rifarduaring recording session,
changing position relative to the cells, which wbalso alter the spike amplitudes,
and the electrical properties of electrodes varthvwghanges in tip condition or
background impedance. Gathering data from singlet wttivity presents

neuroscientists with a serious technical challefbtardcastle 2007, p. 308)

Hardcastle is aware about the gap from the “rawordings to
genuine data” that clearly reflects the mind-bodgbtem in our
days. It is worth inserting the entire last pargbraf Hardcastle’s
article:

Cognitive neuroscience is an intricate combinatadnseveral different research
areas, each with their own regions of concern, bentinderstanding the processes
of an intricate organic machine. But they all woolgether —or at least in parallel
— toward that common goal. Bound by common methagies and common
methodological difficulties, the subdisciplines ttltamprise cognitive neuroscience
are making tremendous headway. It is my sinceree libpt the complete story of
how a brain thinks will be known in my lifetime. dgtit now, that hope does not

seem unreasonabl@dardcastle 2007, p. 310)

Without working within the EDWs perspective, usiagy method
and technology, people working in cognitive neur@sce have no

L We can find the same ideas in Uttal’s book. (Seleva Uttal 2011)
24|t is simply an unsolved problem how to decomposincident action potentials
with variable spike shapes.” (Hardcastle 2007,08)3
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chance to explain cognition through neurosciencthénfuture. The

identity between cognitive and neural states hasetoeplaced with
correspondences between phenomena that belong WésED is a

pitiless verdict for cognitive neuroscience justdngse this science
is, from my viewpoint, a pseudo-science. (See threlusion of this

book).

4.2 Uttal's skepticism: “In effect, we are doing what we can do
when we cannot do what we should gd@Jttal 2011)

Emblematic for the contemporary skepticism regaydithe
localization of certain mental functions throughe thmagistic
procedures is Uttal (who is not a philosopher, dutsearcher in
cognitive neuroscience). His main book againstlipaon is from
2001, but in his book from 2011, Uttal pushes fertthese ideas
with the latest research from the field of cogmitimeuroscience
(Uttal 2011)" In this book (Uttal 2011), Uttal investigates status
of cognitive neuroscience, especially the role odirb imaging
(fMRI) in grasping the mind-brain relationship. Th&in notion for
the brain imaging (fMRI) area is, obviously, thedtization. In the
introduction, Uttal writes his main idea (emphadizeroughout the
whole book): “Unfortunately, the explosive growthtbis new mode
of research has not been accompanied by a commigbeand
synoptic evaluation of the huge number of studiglslished in the
past two decade$.”l believe that this is the status for cognitive

! The advantage for me in filtering Uttal's bookdbgh the EDWs perspective is
that of saving time and overpassing the imposgibdf one individual to read so
many books/articles that are published in cognitiearoscience today. Even in the
introduction, Uttal highlights that at “the outsetnust accept the fact that it is
impossible to cover all of the relevant literaturmwever, by selecting appropriate
exemplars, | hope that it will be possible to caime reasonable conclusion about
the current status of what clearly is a time of anajevelopments in cognitive
neuroscience.” (Uttal 2011, p. xxii) | hope thatnmy book, | introduced more
important literature published in the last 3-4 geiarorder to grasp the actual status
of cognitive neuroscience.

2 “There is no question that brain imaging devicepresent one of the most
important diagnostic and scientific developmentalbtime.” (Uttal 2011, p. 1)
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neuroscience today. There are more and more exg@etdn
researches based on fMRI, but more and more pbegene aware
of the fact that the researchers are “lost in laesibn”. (See
Derrfuss and Mar 2009) Obviously, an analytical robge
neuroscientist has to be aware of the limits of fidRdies that offer
mostly a “partial” image of the mind. More precigethe brain
imaging cannot grasp all types of activities of trgire brain that
have to be correlated with any particular mentatiest

Under the umbrella of the identity theory (the migaddentical
with or “produced” by the brain), Uttal constructeny arguments
against localization. In an ontological postuldte,considers that the
mental processes are the results of interactiam the micro-level
of the brain. Since the fMRI and PET “localize” timental functions
at the “macro-level” (large neural patterns), tesults — and also
those of the EE&that are at the macro-macro-level - are completely
wrong? (Uttal 2011, p. 11) Moreover, the microelectrodaffer
information about the activity of individual neusbut not about the
large neural patterns that are involved even insih#lest thoughts.
(Uttal, p. 10) From an EDWs perspective, it does matter if we
identify the micro-“level” or the macro-“level” dhe brain with the
mind: both “levels” belong to the brain (an entpjaced in the

! “The EEG and event-related potential, or ERP, hals® been used in many
studies, but after many years, these global etedtsignals do not seem to have
contributed much to our understanding of how wenégUttal, p. 198)

2 Rolls and Treves also consider that we can explaénbrain computation only
through information furnished by single neurons aotl by hundreds of thousands
of neurons (functional neuroimaging). (Rolls andevies 2011) “Because
information is exchanged between the computing eigm of the cortex (the
neurons) by their spiking activity, which is coneeyby their axon to synapses onto
other neurons, the appropriate level of analysish@sv single neurons, and
populations of single neurons, encode informationtheir firing. More global
measures that reflect the averaged activity of latgebers of neurons (for example,
PET (positron emission tomography) and fMRI (fuoctl magnetic resonance
imaging), EEG (electroencephalographic recordinghd ERPs (event-related
potentials) cannot reveal how the information igresented, or how the
computation is being performed (---).” (Uttal 201 457)
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macro-EW). Even if Uttal is not content with the actual lof
investigating (scanning) the brain, his approach uisder an
epistemological umbrella that lacks the ontologicgiounds.
Therefore, it is not surprising that Uttal appe@lpostulates in his
approach. | believe that the EDWSs perspective $lmes Uttal's
viewpoint the missing ontological grounds. Therefan this section,
I will try to re-construct Uttal’'s epistemologicand instrumental
attack against the brain image under an (hyperhogital
framework, the EDWSs perspective. Uttal uses mamesi the idea
that the mind is “produced” by the brain. If “pradi is similar to
Searle’s notion (Searle 1992), then this notionamspletely wrong.
As we showed in Vacariu and Vacariu (2010), Seeotestructed his
theory within the unicorn world. The brain does nmtbduce
anything mental! It seems more plausible that Wttshmework is
the identity theory, but this approach is also wrdsee Vacariu
2005, 2008). Therefore, the notion of “producingsho be replaced
with that of “correspondence”. Uttal considers ttia brain images
are not a direct method of measuring or indicating cognitive
processes. Therefore, the notion of “correlatiois” the most
important, but also the most debatable notion imgndore
neurosciencé(Uttal 2011, p. 1)

Y In reality, if we accept the existence of bothelevwithin the same EW (at the
same time), we get ontological contradictions. hdep to avoid such perilous
contradictions, we have to introduce EDWs evertliese “levels”. That is, for the
entities/processes from the neuronal micro-“levéte entities/processes from the
neuronal macro-‘level” do not exist and vice-verka.this way, the number of
EDWs increases dramatically. However, | suggedtiths better for a scientist to be
lost in EDWs than in localization!

2 “The ontology of cognitive neuroscience is esplcieomplex for two reasons:
first, we have no direct access to or empirical @vig of the mind (Uttal, 2007); we
have only indirect evidence from which we must iinfis nature and construct
hypotheses concerning its function. Second, meatdivity is not sufficiently
constrained by behavioral observations so thathagstoanalysis can be made of it
into modular elements: in other words, all of oaguitivist-reductionist theories of
mind are underdetermined.” (Uttal 2011, p. 4) Tadkiabout Koch’s “neural
correlates of consciousness”, Uttal writes that iK&®@treats back to confront the
traditional problems faced by all cognitive scietdi First, all of the problems faced
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Very important for my approach are two ideas emizieds
many times by Uttal in his book: on the one hahd, latest research
provides strong arguments against “modular-locabrd and
promotes the idea that each mental state has torelated with a
“widespread distribution of brain representatidngdn the other
hand, there are many arguments for a “more unifigglv of
psychological mechanisms”. (Uttal 2011, p. xXiiyttal introduce
two postulates as the foundation of his approacteréstingly, he
mentions the framework for elaborating these pagtst the “major
ontological assumption” of cognitive neuroscienbattthe “brain
makes the mind”, a monistic framework. (p. 4) Agdimake” is
identical to “produce”, so | introduce the sameeskiation: even if it
seems that Uttal adopts the identity theory franm&wérom my
viewpoint, “makes” is a wrong notion that has torkelaced with
“correspondence”.

Nevertheless, the assumption of mind-brain equncaeis
without any compelling empirical foundation; nonketlee required
tests of necessity and sufficiency have ever beeriedaout to
confirm it generally or specifically. However likely may seem,
there is no evidence other than plausibility arabos to support this
foundation assumptioh.

by correlation methods are once again brought toattention; second, the brain
measures — the NCCs — to which he alludes are ghyeirawn from irrelevant
levels of analysis such as brain images, EEGs,oémel cumulative methods; and,
third there is no direct access to the consciopg®ences that permits us to directly
compare mental and neural events. The details efndural networks, however
gracefully and eloquently expressed, are totalledied.” (Uttal 2011, p. 8)
Obviously, there is “no direct access” becauserttied and the brain belong to
EDWs.

1“1t is now increasingly apparent that brain imagéshe very least reflect the fact
that vast regions of the brain, if not all of iteainvolved in even the simplest
cognitive processes.” (Uttal 2011, p. 45)

2 On the same page, we can find one of Uttal’s idieaswe can consider a kind of
slogan for his book: “This book is a modest effiartresolve some of the present
problems generated by mental inaccessibility andaleeomplexity.” Indeed, these
two attributes need the EDWs perspective.

3 “In summary, these two ideas — the general first piithe ontological postulate
stating that the mind is a function of the brain #ime second more specific part that
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These sentences grasp perfectly the state of afffaicognitive
neuroscience. The last years of research in cegniteuroscience
support this framework. Everybody accepts the itdetiheory, but
more and more people inquire about the resultsrahbimaging:
Uttal's main postulates are the following:

The Two Parts of the Basic Ontological Postulate
1. All mental processes are the outcome of newtavity.
2. All mental processes are the outcome of theancopic interactions and actions

of the great neuronal networks of the bra(ttal 2011, p. 5)

Again, it seems that for Uttal “the outcome” meaeguivalence” or

“identity”.® Uttal claims that the mind is reflected by the macopic

it is the detailed pattern of neuronal interactitimst represents or encodes mental
activities and processes — with all of their unairties seem to be our best current
answers to the mind-brain problem.” (Uttal 2011,10) From my viewpoint, the
mind is not a function of the brain but correspotmighe brain (and body) and a
mental state is not correlated with more or lessralepatterns of activation since
any mental state is the “I” that corresponds toltierain and body).

1 Within the philosophy of mind, we can characteritais situation in this way: in
cognitive neuroscience, everybody accepts the type-identity (the mind is
identical with the brain), but more and more pedplguire about the token-token
identity (a mental state is identical with somenoaal patterns of activation).

2 Interestingly, Uttal wrote that this “philosophicantological belief is cornerstone
of much of cognitive neuroscience. However, thistplate, this assumption, this
axiomatic principle, undeniable though it may k=siill in its infancy in terms of
the scientific foundations required to establish vaidity.” From an EDWs
perspective, this “belief” is not even in “its imigy”, it is completely wrong!

3 “Our minds are products of our nervous system,amgdidea of the consciousness
or mind existing after the deterioration of theibria without merit. Indeed, without
this kind of mind-brain monism the whole cognitiweuroscience enterprise would
be meaningless and pointless (...)". (p. 5) As | erabove, the notion of “product”
is very problematic. However, Uttal is perfectlght regarding the second part of
the first sentence. My opinion is that if someomreepts that the mind can exist
without the brain, that person has to go to chumoh to work in an academic
environment. From an EDWs perspective, the realblpm of cognitive
neuroscience is the monism framework that credtdssgroblems, impossible to
solve within the unicorn-world. Or “It is this comex and intricate pattern of
neuronal activity and interactions that cognitiveiroscientists assert becomessor
mind (...).” (Uttal's italics, p. 6) Many expressiofiiom Uttal's language can be
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neuronal entities/processes (not macroscopic gdaspéMRI). As |
wrote above, from an EDWSs perspective, it doesmatter if we
analyze the microscopic or macroscopic neuronaeraations/
entities in order to explain the mental statescesiboth kinds of
interactions are parts of the brain (parts of tteérbthat belong to the
macro- or even micro-EW, but not to the mind-EW).

There are another two important points against fMRBI
data and localization. Firstly, the bidirectionalibetween any
particular mental state and the correspondivigely distributed
neural patterns of activatiorf‘many different cognitive processes
can activate the same area or system of areasedbrdin” (Uttal
2011, p. 22) and “many different regions of theibtaave activated
during any kind of cognitive task{p. 23)). Secondly, it is about the

analyzed from an EDWSs perspective in this way. Train is the organ of mind”
(Uttal 2011, p. 11) or “there is no theory or piMatexplanation that yet explains
how mental processes emerge from neural ones.2p."Having accepted the
proposition that the mind and the brain are twdspaf the same basic reality (...)."
And “... this complex information pattern produces tieality we call mind.” (p. 12)
“To suggest that mind and brain, in fact, are rmisally or otherwise intimately
related to the degree of identity or equivalenceldidnvalidate the very essence of
cognitive neuroscience.” (Uttal 2011, p. 12) Insthiook, | argue that, from an
EDWSs perspective, cognitive neuroscience is a pssgince just because the
identity theory and any other relationship betwettie mind and the brain
(correlation, association, causality, emergencperienience, etc.) is wrong. If any
relationship between the mind and the brain is rimggess, the essence of cognitive
neuroscience is invalidated. Moreover, as we vl 81 Chapter 7 of this book, the
binding problem is indeed a pseudo-problem. Theeefas | argue in the conclusion
of this book, cognitive neuroscience is quite ukefugineering, nothing more or
less!

! “|somorphism has been used by cognitive neurosisisnfor years as an
acceptance criterion of a putative relation betweeural and mental variables. If
there is a similarity in the shape or time courtawo functions, then this similarity
is taken as evidence that one represents the dtheertheless, if there is any single
principle we have learned from the study of sengwogcesses, it is that there is no
need to assume that the dimensions used by thalstirare the same as those used
by the neural responses; similarity of function@se or even of dimensionality is
not good evidence of a causal relation.” (p. 30piAgt this idea, Uttal analyzes
“‘one-to-many” and “many-to-one” issues at 1.4.3 atdi.4. It is about
“polyfunctionality”, i.e., the most “brain areaseanow known to participate in
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complexity of the brain (its interactions and lesel In the first
corollary, Uttal claims that the brain imaging ®arasp the wrong
level of analysis, so the mind-brain problem carb®solved in this
way. In the second corollary of this postulate aUbielieves that “the
neural network approach is computationally intdaletaand thus the
“mind-body problem cannot be solved.” (Uttal 20p1.26) Again, he
undertakes the actual general view in cognitiveroseience that the
“brain activity associated with mental activitybsoadly distributed
on and in the braid” (the first epistemological principle for
neuroscience). (Uttal 2011, p. 18) Since the mmdhe “I” as an
entity and an EW, and the brain exists in the m&aAqj it is indeed
impossible to associate any mental state with soeueal areas. We

multiple cognitive processes. No area seems to Aawgque function.” (Uttal 2011,
p. 375)

! Related to this idea is the second epistemologicaitulate for neuroscience.
“Because of their great complexity and numbers ihdt possible for us to analyze
the great neuronal networks of the brain in a vy tvould permit us to identify the
neural equivalent of any kind of mental activity t#is microscopic level of
analysis.” (Uttal, p. 19) Gallant et al.’s recerdnw (Nishimoto et al. 2011) is against
the idea that complexity is an impediment for th@adrreading. (About Gallant et
al.’s work, see above) Moreover, as | indicatethim previous chapter, van Wedeen
shows that the anatomical structure is much simgilan we thought! (Wedeen
2012) However, Uttal writes that what “the brainaiging techniques do best is to
provide an answer to the question of where on taatactivity is observed when a
stimulus is presented.” (p. 94) Indeed, as Uttapleasizes in his book, the “brain
image is highly limited in what it can say about theuroscience of processes such
as sensation and perception.” (Uttal 2011, p. 96jrFmy viewpoint, Nishimoto et
al. could not explain the binding problem throughklety distributed neural patterns
using statistical method. From my viewpoint, thenptexity of any kind of brain
(human, monkey, cat or Kande#iplysia californicd does not matter. It is not about
Uttal’'s point that “cognitive neuroscience, despitssiderable ballyhoo, does not
yet have the tools with which to deal with an icditely complex system such as the
brain” (Uttal 2011, p. 45), but about the EDWs tiapede the real progress of
cognitive neuroscience.

2 “To summarize, the main point made here is thatiari no brain imaging or
electrical recording activity, no matter how diréleey may seem to be in recording
the activity of the brain, can in principlprovide solutions to the mind-brain
problem.” (Uttal 2011, p. 26) It lacks the hypemlngical background, the EDWs
perspective!
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can see now the epistemological-ontological frant&wbat shows
us that the neural networks are indeed “computalipintractable”.
We can find no computations within the brain buly@ome terrible
complicated interactions that correspond, partialtp mental
computations. Within the brain, computation is darowithout any
meaning, an empty notion. | mention that the mindrespondsto
the brain and the body and the distinction betwaéro-level and
the macro-level of the brain becomes useless. deraio reject the
notion of localization, Uttal needs a new framewofkhinking, i.e.
the EDWs perspective. Uttal believes that localrathrough fMRI
and PET is the wrong method of identifying the raérdtates.
Interesting here is the movement from the spatiedlizations to the
processes that are less possible to be localizes niovement seems
to be a better alternative since the brain andrtimel are EDWSs.
Actual tools of scanning the brain (fMRI and PETEEG)
inquire for such question like “where” (“and it et yet clear just
what the “where” question tells us about the minaib problem”)
but these tools do not ask for the “why”, the mairestion for the
mind-brain problem. (Uttal 2011, p. 11, p. 28, $) 8rom an EDWs
perspective, it is indeed a major problem with fi&| results: they
do not tell anything about the ontological stattigither the brain or
the mind. The brain imaging is just engineeringthitg more or
less! (See the conclusion of this book) Gettingtegqgjood results
from the fMRI results in reconstructing certain gegtual images,
the “mind reading” method is probably the most imtaot
realization in cognitive neuroscience of the I&stygars. We can get
quite good “correlations” (correspondences) betwseme mental
states (mainly perception) and corresponding wideyral patterns
of activation, butwe can never grasp the ontological status either of
these neuronal patters of activation or of the etated mental
states! Just engineering... We have here the being-perapivin
contradiction (Vacariu 2011, p. 60 or Chapter thi§ book): since
the being does not perceive anything from the aateznvironment,
the “I” cannot perceive itself. Therefore, our eaders to grasp the
correlations between perceptions that are the aedf particular
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neuronal areas are meaningless. The problem i i€ansider that
any perceptual state is the “I", then we can aralifrese results
through three analogies:

(1) The first analogy is between the mind and thmpmuter:
long time ago, the computer was associated with nttied, the
computationalism dominating 2-3 decades the méwtali people
working in cognitive science. (See Vacariu 2008dwaer, in our
days, very few people accept computationalism aal@nnative in
explaining the function of the mind.

(2) The second analogy is between a table and its
microparticles, i.e. between objects that belongh® macro- and
micro-levels. We have very good results regardimg macro- and
the micro-objects, but from an EDWs perspectiveythelong to
EDWs. Similarly, we get good fMRI results in rectusting a
perceptual movie but we do not have to forget thatbrain and the
mind belong to EDWSs.

(3) The third analogy is between the wave and @réigbes
in quantum mechanics. Quantum mechanics theoryvégas good
empirical results without any theoretical/ontoladidbackground.
After almost 100 years, nobody knows exactly theological
relationship between the wave and the particled.sh®wed in other
books/articles, (see, for instance, Vacariu 20G8,aviu and Vacariu
2010), the wave and the particles belong to the EDW cognitive
neuroscience the state of affair is the same: witlamy ontological
background, through statistical methods, we gaequood statistical
“correlations” between some perceptual states auodah patterns of
activation. Using the fMRI, we will never reconsiticonsciousness
or the ontological status of the “I” because tHeslan EW!

In his first epistemological postulate for neuresce, Uttal
claims that the “brain activity associated with tadnactivity is
broadly distributed on and in the brain. The idé&phrenological
localization” must be rejected and replaced wittheory of broadly
distributed neural systems accounting for our meatttvity.” (Uttal
2011, p. 18) Nevertheless, he makes the same miatkverybody:
he lacks any ontological background in supportiisgaipproach.
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One of the main topics of Uttal’s book is the “setilke
attractiveness of brain images” offered by fMRIules Roskies
refers to the brain images as perpetuating ansfdlu of inferential
proximity” that makes us feel we know something wth&omething
that in fact remains inscrutabléRoskies 2008 in Uttal 2011, p. 21)
For Uttal the main reason of this point is that élcéual tools operate
at the wrong “level of analysis”, the mind would better grasped
not at the macroscopic neuronal level but at th@estopic neuronal
level. Moreover, after a few pages, he claims sggesting that the
“mind and brain, in fact, are not causally or ottise intimately
related to the degree of identity or equivalencelldionvalidate the
very essence of cognitive neurosciencédeiy p. 28) Supporting
the identity theory (or maybe the mind is produbgdhe brain - a
kind of Searle’s position from 1992), Uttal proas an “intimate”
relationship between mind and brain. Again, anykixi relationship
between the mind and the brain (except for cormedeoce) is
meaningless! In the first chapter (more exactly),1.Bttal
investigates the limits of fMRI in general. In tf@lowing chapters,
Uttal analyzes these limits for particular mentaskis (sensation,
perception, learning and memory, attention, constiess and
higher-order thoughts, eté.)The end of each chapter contains some
negative conclusions regarding the power of fMRIréading the
mental functions. | selected some of Uttal's cosidns:

! Against fMRI results, there are many people drawtre attention upon the limits
(theoretical and empirical) of such tools of obgmgvthe activation of neural
patterns. Uttal mentions Maier, Wilke, Aura, Zhwe, ¥and Leopold (2008), Sirotin
and Das (2009), Bartels, Logothetis, and Moutoussl808, Vul, Harris,
Winkielman, and Pashler (2009), etc. | discuss afidRI in Chapter 5.

2 “please understand that in no way am | denigratireg powerful uses of brain
imaging (or any of the other earlier neuroelectachniques that preceded it) in
solving problems of anatomy and physiology — thsataf structure and function.
The criticism that is expressed throughout this kb with the application of
neuroscientific techniques and findings specificatlyour high-level mental or
cognitive processes — exactly the kind of procedsesvhich we have the most
critical clinical and other applied needs.” (Utt2011, p. 315) This paragraph
formidably reflects the EDWSs!
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It is very possible that any mental task/functitates
(sensation, perception, simple thought) or any Ertipught
involves the entire brain. From my viewpoint, |rgiinto
discussion an old principle of EDWs perspectives, fart-
counterpart principle (2008 and 2010): a mentaltesta
corresponds to the most activated neural pattermther
neural patterns less activated, to the entire Brainrough
the EDWSs perspective, Uttal's epistemological applo
gains the missing hyperontological framework.

» Uttal's main critics refer to the subtraction methahe
paucity of quantification, indirectness of measusain the
timescale difference, variability, and statistieators. For
instance, he emphasizes Raichle’s “default modearkt
who claims that “60 to 80% of all energy used bg Hrain
— occurs in circuits unrelated to any external Vén
(Raichle 2010, p. 47 in Uttal 2011, p. 27) (Seeitall of
this book)

e There are no clear definitions for many differenemal
states. For instance, emotion, attention or coosciess
have no unique definition and probably are general
properties, not modules of cognition. From my viewap, if
any mental state is the “I", it is really impossitib define it.

! Related to this principle are Llinas and Pare’sripmbra”, Sporns’s idea that the
brain can never be separated by the body or R&didault net. (See Vacariu 2008
or Vacariu and Vacariu 2010)

2 4f this is so, it raises questions about what éifsence of an activation measured
with an fMRI machine actually means in terms of bh@od oxygen level dependent
(BOLD) level itself and the fundamental idea th&ida oxygenation varies with
neural activity in the way we thought it did. Whhe concept of resting or default
activity further raises is that this ongoing adivis being confounded with the
evoked activations! If the subtraction method isusthflawed and BOLD
measurements are associated not only with stinedog&ed neural activity but also
with background activity, the whole edifice of tlkisid of brain imaging could be
called into question.” (Uttal 2011, p. 27)

% For instance, Vimal (2009) “offered a list of 4Gffetent meanings of
consciousness and argued that even this list waexiaustive.” (in Uttal 2011, p.
271) The status of consciousness in cognitive rseigace reflects the status of
cognitive neuroscience today!
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 Learning and memory are composed of different parts
Again, from my viewpoint, memory or perception liet‘l”
which means they are not composed of parts, butharél”
who has its unity. Otherwise, if the “Ihas memory or
perception, we lose its unity and we need to intoedthe
eternal homunculus.

» It seems that all parts of the brain are involveditention,
consciousnessor perceptiod. Moreover, each particular
neural state that corresponds to attention or ¢ounsses$
has been associated to other cognitive process.

« The parts of the brain are all somehow intercorestct

! “This raises, once again, the important pointegasability of a cognitive process
such as consciousness from the other that weesl list section 7.1. It seems likely
that none of the items in this list are activitibat can be experimentally isolated
from each other; the severability of cognitive miedu(i.e., pure insertion) is a
chimera rather than a scientific likelihood. Muchrentikely is that any artificially
isolated cognitive activity is actually a part of rmuch greater system (both
psychological and neural), the other parts of wiaich at least interacting and at the
worst do not exist as independent modular entif@ertainly consciousness is so
completely integrated into the other processesdbasidering it a cognitive module
or seeking some sign of it as an independent psosesms totally inappropriate.”
(Uttal 2011, p. 271)

2 ltis about the widely distributed neuronal arfasany mental state, i.e., in Utall’s
words, “virtually all of the brain is involved inraost any cognitive process.” (Uttal
2011, p. 375)

3 “It must be reiterated, however, that there isway to distinguish between
behavior driven by automatic mechanisms and consames.” (Uttal 2011, p. 285)
However, Davelaar argues that “control represegratiare task specific related to a
stable memory trace and can be localized in thia fdéstributed neuronal patterns),
while “control processes” are task nonspecific aadnot be localized in the brain.
(Davelaar 2011)

4 “Modern diffusion tensor imaging techniques eldgjademonstrate the multiple
interconnections that run between and among masteofegions of the brain. These
connections make it hard to imagine that signadsnart repeatedly and recursively
transmitted back and forth among widely dispersadspof the brain during neural
processing. Therefore, it seems unlikely on theshafsthis anatomical information,
as well as on the accumulation of functional findinthat any area of the brain
operates in isolation, independently of the re@tiftal 2011, p. 375) Again | insist
on mentioning that the result of diffusion tensamaging (DTI) and diffusion
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» ltis not possible to isolate the neural pattehag torrespond
to any cognitive process. From the EDWSs perspectiviee
any cognitive process is the “I” and the “I” copesds to
the entire brain and body, then there is no isotearal
pattern for a particular mental task.

» Consciousness and all its relatives (thinking, oaasy,
decision making, problem solving, and intelligenae the
most problematic notions in cognitive neuroscientieere
are no clear differentiations regarding the debmg of all
these notions.

Regarding the indirectness of measurements, Uteahtions, for
instance, the work of various authors that illustréhe limits of
fMRI.2 (Uttal 2011) For instance, Sirotin and Das (2088)m that it
is very possible that the hemodynamic activity geasby the BOLD
measurements does not reflect the neural actagtyt was believed.
(in Uttal 2011, p. 32) However Bartels, Logothetind Moutoussis
(2008) show that fMRI measurements do not refleet“cumulated

spectrum imaging (DSI) technique are other argumémt the EDWSs perspective:
any mental state corresponds to the entire braid fedy) and not only to some
cortical areas. “Localization” is just a very apgroate notion that mirrors the
relationships between phenomena that belong (ptatevo EDWs.

! “The cytoarchitectonic bases of the Brodmann aneasithstanding, there are no
sharp dividing lines between the putative regidithe brain.” (Uttal 2011, p. 161)

2 4t seems likely that both the mental processescaleconscious thought and the
brain mechanisms that instantiate them are aggre@ditmany components. A major
question arises, therefore: can we separate oubfaiine components? Or, are these
features of cognition so thoroughly entangled thay must be treated collectively?
Will consciousness evaporate as a result the viéot éo dissect it?” (Uttal 2011, p.
310)

3 Some “neuropsychologists have argued that funatimnaging for all its technical
sophistication has failed to lead to any increasstkerstanding at the cognitive level
of analysis (Coltheart, 2006; Harley, 2004). THosltheart has posed a challenge to
cognitive neuroscientists to provide examples whaeénitive answers to open
theoretical questions have been given by functidmaging evidence. So far, there
has been no conclusive response. We believe tteteittually this perspective on
functional imaging is too limited.” (Cooper and 8tta 2010, p. 402)
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spiking activity of neurons®.(in Uttal 2011, p. 32) Again, from my
viewpoint, any neural process belongs to the bEAW{the macro-

EW), not to the mind-EW (the “I"). The fMRI resultsd the spike
action potentials are different “aspects” of thaitr (See Chapter 5
of this book). These results correspond “partialgbdrrespond) to
some mental states (that are all the “I"), but veernibt have any
perception or any thought in the brain-EW. Regaydihe mind

reading, | introduce Uttal's observations on therksoof some

people. For instance, O'Toole et al. (2007) ask

“How reliably can patterns of brain activation ioglie or predict the task in which
the brain is engaged or the stimulus which the expmtal subject is processing?”
(p. 1736). Poldrack, Halchencko, and Hanson’s (R@08mulation of this basic
question is conceptually the same: “What taskés gubject engaged in given the
observed pattern of brain activity?” (p. 8). Custy, the answer to these questions
does not depend on robust knowledge accumulated fhe search for localized
functions — it is not essential that the locatidntlee salient regions be known
before they can be considered. This issue candmdvesl on the fly, so to speak, if
one takes into account activity widely disperseduad the brain. All that is
necessary is that the brain activation patterregarom one cognitive experience to
another. As impressive as this work is most ofpehds on a prior set of responses
that have been linked to the particular patterbrafn activations. This is a critical
point in understanding the work to be describedsthresults do not mean that the
percept is being reconstructed directly from th&irbimages; instead it allows us to
use some unexpected differences in the pattermniafiion to select forms from a
“library” in much the same way that the Asian telgth system used number codes
to represent the 5,000 or so characters that dmeiltansmitted. The number code

itself contained none of the pictorial or semaatiotent of charactefs(Uttal p. 101)

! Bartels, Logothetis, and Moutoussis’s conclusi2®0g): “an fMRI image may be
the result of cumulating something quite differéman the spike action potentials
thought to be a key to neural coding of sensorggeses. Instead, they argued that:
“A key reason for this is that BOLD signal is natiparily driven by principal
neuron spiking, but by the input and local procegsif the area under investigation
and that in some cases the two can be entirelpdeted (p. 451)". (in Uttal 2011,
p- 96)

2 This paragraph is followed by this one: “Althoutite change from the search for
localization to the inference of distinguishablegeptual experience would not be
tantamount to ‘reading the mind’, it would regmesa major step forward toward
discriminating cognitive processes from each otimef open the door at least a little
bit to achieving that ‘holy grail’.” (Uttal, p. 10
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Indeed, it is not here about “classic” localizati®&@ven if there are
other parts of the brain involved in every mentaidtion, the “mind
reading” can be solved “on the fly”. As Uttal emplzas, there are
two main points: the neural areas differ from orental function to
another; the training period recorded by fMRI franuman subject
for a particular mental function.During the training period a
“library” is formed, and this library is used toa®le new input. It is
indeed a great achievement (taking into accoungtbat power of a
computer to analyze the fMRI results from widelystdbuted
patterns of activated neurons. Nevertheless, tlethod has almost
nothing to do with the mind-EW or the “I". Uttaldhlights that the
researchers are able to do this job only for simnpéamtal task. | am
sure that, in the future, more and more complicéiedtions will be
decoded with more developed fMRI results implemgnte a
computer. From an EDWSs perspective, in order tegeny mental
state (simple vision or thought), it is necessamt nly to
comprehend the brain areas responsible for corswé®s, but also
the fact that the entire brain and body corresptonthe “I”. With
new tools of scanning the brain, the progress ehtind reading will
be more and more powerful, but these tools willemelve similar
with the “I”.

Emblematic for the statistical errors is Vul, Hayri
Winkielman, and Pashler’s article (2009), a metaeng of 54
articles on fMRFE Vul et al’s conclusion is that the results display
“implausibly high correlations between fMRI imagasd measures
of personality and emotion”. (Utfalp. 36) Uttal’s first conclusion

1 “An important next step was made by Kamitani amhg (2005) when they

showed that fMRI images of the early visual aré&s &nd V2) could reliably be

associated with a stimulus consisting of a setiglfiteoriented gratings without
training.10” (Uttal 2011, p. 104) FootnotelQ. “Slani results were obtained in
which the fMRI signal was shown to be related t@emtated stimuli by Boynton

(2005) and by Haynes and Rees (2005) using differlessification procedures. All
seem to agree that this effect diminishes once la®e moved beyond the most
peripheral of the brain’s visual areas.” (Uttal 2p1

2 About Vul et al. (2009), see also Vacariu and Vacg2010).

3 Uttal mentions the strong debate on Vul et alt&le after publishing their article.

Nevertheless, “Vul and Kanwisher (2010) extended trnitique of the statistical
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about the fMRI limits is that the “brain images tae very least
reflect the fact that vast regions of the brainpdgt all of it, are
involved in even the simplest cognitive processe@ttal 2011, p.
45) From my viewpoint, the fMRI (and its statisticaethod) reflects
that cognitive neuroscience is a pseudo-sciendeowttany kind of
laws. There are onlwery approximate statistical correlations
between mental and neural states that transformnitog
neuroscience in a new fashional#agineering Emblematic for
Uttal's framework is the following paragraph:

No longer are the responses, covert that they larked only to the physical
parameters of the stimulus; no longer are the ¢anfaences restricted to the
stimulus alone; no longer are the salient resporisealized to well-defined
peripheral anatomical structures; no longer do axehwell-developed methods that
allow us to measure the critical neural activitygdamost important, no longer do we
have any means of directly measuring, or, for thatter, adequately controlling the

responses of interest — the awarenesses — theienpes themselveqUttal

2011, p. 53)

From the EDWs perspective, | can argue for eachlénger” from
this paragraph:
* The responses and the stimulus cannot take intwuatthe
unity of the “I".
* The causal influences are not the results of tirausis
alone because of the corresponding unity of the “I”
* “Localization” is a dead goal, indeed. The “salient
responses” would include the entire brain and body.
» The “critical neural activity” does not matter, sinthe brain
and the mind belong to EDWSs.
e It is impossible to directly measure the “awarehess
mental “experiences” because the instruments of

analyses used by many researchers who routinely samewhat naively use
statistical analyses of fMRI data.” (Uttal 2011 38)

1 “what this all means is that the MRI and the EB@ hlunt instruments —
epistemological sledge hammers — when it comes ridexstanding or even
representing the detailed neuronal network mechamishat actually underlie
cognitive processes.” (Uttal 2011, p. 46)

103



investigation (fMRI, EEG, etc.) grasp neuronal\dtigis that
are “correlated” with mental states.

Essential for rejecting the fMRI results (i.e. the@ssults are identical
or better “correlated” with particular mental s&tes the unity of the
“I": each mental state/process is the “I". Therefowhen cognitive
neuroscientists claim that some widely neural pastef neurons are
correlated with a particular mental task, they dotake into account
propositions 6 and 9 (Chapter 1 of this book oravlac2011). We
cannot correlate, even in principle, a mental fabeess with
widely distributed neural patterns just becauseh eaental state is
the “I". The (un)famous philosophical qualia (Uttedentions it
several times) are the “I” and this is the reasencannot correlate it
with any widely distributed neural patterns. Anyatpi has to be
correlated with certain widely distributed neuredas (with different
activities), the rest of the brain and the body.ybta certain neural
areas are the most activated parts of the braiedoh quale, but we
have to be aware of the fact that any scanning(twoihatever other
instrument) grasps only certain neural processas fih with the
structure of that instrument. In other words, inKantian/Bohr
framework, using fMRI or EEG we measure/observeetbing that
fits with our tools of measuremeh{See Vacariu 2008, Vacariu and
Vacariu 2010)

! Following Anderson and Oates (personal commurmindti Uttal claims that
“different pattern analyzers may produce differanatomical response patterns. In
other words, and this is critically importanthe actual locations activated and
neural response patterns may depend as much or amthke analysis method used
as on the stimuli or the organization of the braifUttal 2011, p. 111, his italics)
Moreover, regarding consciousness and other  higitsr  the
“(e)lectroencephalographic and brain imaging steidypically differ in their reports
of which brain regions are activated.” (p. 311) §T8ame idea at p. 139; see also a
particular example about alpha band and fMRI refethip at p. 328.) As | wrote
several times in this book, using new tools of siag the brain will offer us new
“aspects” of the brain involved in each mental tdekfact, the macro-level grasped
by fMRI is not something wrong in representing thental states. In the future, with
a performing EEG instruments we can do the sanmg thé Gallant et al did with an
fMRI, but the EEG mechanism grasp other “aspectshe brain than fMRI. Maybe
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Uttal considers that specifically with regard to its
application to the study of cognitive processbebrain imaging has
demonstrated that it is not doing what it is suggo® do — that is,
to localize modular cognitive processes in a paldic place or a
number of particular places on or in the brdiUttal 2011, p. 363,
his italics) Nevertheless, against the EDWs petspethe next two
assumptions can be mentioned:

Two fundamental assumptions are likely to remainstant as the enterprise goes
forward. The first is the basic idea of materialisathat the world is real; that there
is only one kind of reality, and that everythingeeemerges from operations in that
domain. The second is that all mental processes tfa behavior that may or may

not attend them) are functions of that materiaied Uttal 2011, p. 364)

Both assumptions are within the unicorn-world dmid ts the reason
Uttal constructs only ontological and epistemolagipostulates
From my viewpoint, we cannot reduce everything telgysical
world, i.e., an EDW rather than a mind-EW. In Kanfand Bohr’s)
framework, the physical world that we observe fsraation” of our
tools of observation that correspond, partially, particular
ontological interactions. Moreover, the mental pgses are not

we can make an analogy between the wave-partichas fuantum mechanics and
the fMRI-EEG data: wave and particles belong to EDWVRI and EEG data
describe phenomena that belong to EDWSs! So, indhse, “aspects” would be a
wrong notion.

1 In the last “final note”, Uttal mentions agairatithe “brain imaging, however
successful it may be in anatomical and physioldgtadies, is the wrong tool for
the study of cognitive neuroscience.” (Uttal 20p1379) “What they are saying, in
general, is that there are patterns that occur ¢ler brain that allow us to
distinguish to a limited degree among a few perc@pand cognitive processes. In
other words the brain is doing something that isnalestrably different as it
processes different percepts or other cognitivecggses. The main problem is
determining how far we can go in making these fNi@sed discriminations.
Whatever the final outcome of this work, it is clézat there is more information in
the fMRI images than had previously been thougfpt."111) But this “is not ‘mind
reading’ in the popular sense. At best, these t®slggest that the pattern of
responses across the brain is different for diffetboughts and percepts.” (Uttal
2011, p. 111) Just engineering...
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“functions of material reality” even if there is @rrespondence
between the “I” and the It.

Uttal’s final conclusion is thatlti effect, we are doing what
we can do when we cannot do what we shoultf ¢ottal 2011, p.
369) However, even if Uttal is partially right alaing that “cognitive
neuroscience makes it clear that we still know Métle about the
way the brain makes the mind” (Uttal 2011, p. 3T®)still works in
the unicorn-world: the brain does not “make” ond identical with
the mind.

! This is strongly related to the measuring validifyfMRI: “It is all too easy to
succumb to the siren call of ‘face validity’ and &ssume thatvhat is being
measureds what is intended to be measuresdimply becausé can be measuret
(Uttal 2011, p. 29)
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Chapter 5

Blood-oxygen-level-dependent (BOLD) of fMRI and
local field potentials (LFPS)

In our days, the most important and used methadvesstigating the
brain so as to explain the mind is neuroimagingirfijanon-invasive
fMRI, but also PET, MEG, etc. and new tools of istigation like
diffusion tensor imaging and diffusion-weighted ireg). The
neuroimaging tools offer a new powerful framewofkassociating
cognitive functions with particular neuronal arebwever, these
associations are not perfect: we cannot be sure aheognitive
process that we associate with some neuronal er¢aislly isolated
from other cognitive processes. (D’Esposito 20120Y)

As a result, observed neural activity may be ttseilteof some confounding neural
computation that is not itself necessary for thecexion of the cognitive process
seemingly under study. In other words, functionalineimaging is a correlative

method (Sarter, Bernston, & Cacioppo, 194E)Esposito 2010, p. 208)

These limitations are available for all physiolaicmethods
“including microelectrode recording of neurons,Ip@&voked-related
potentials, magnetoencephalography, hemodynamicsumes, and
measures of glucose metabolismidefr) As D’Esposito emphasizes,
no method in cognitive neuroscience is perfecthfrroy viewpoint,
D’Esposito’s idea lacks the hyperontological backgd, i.e., the
EDWs.

As we will see in section 11.2, Raichle and Mintumderline
that the BOLD signal is correlated with the locald potentials
(LFPS) and not with the spiking activity of neurons. &eH to this

L“LFPs is the electrical fields recorded from miglextrodes in the brain that mirror
the weighted average of input signals on the dessldnd cell bodies of neurons.”
(Raichle and Mintun 2006)
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topic, let me present the work of Berens et al.1@®Oabout the
gamma-band of LFP, BOLD and the spiking activitydietail. The

cognitive and the motor states/processes are egegsin the neural
action potentials that are the results of componatiperformed on
inputs, feedforward and feedback information. I Hmeen largely
accepted that every pyramidal cortical cell receiapproximately
10,000 synaptic inputs (75% are excitatory) and dbmputational
and the dynamical properties of neural patternsrepeesented by
the action potentials of a large number of neursinsultaneously.
Worth mentioning, it is believed that “the locatlfi potential (LFP)
has been hypothesized to provide an aggregate tgignaf the

synaptic input and dendritic processing within aalzed cortical
network (Mitzdorf, 1987; Logothetis, 2003)". (Berens et a010)

More exactly, the LFPs are produced

from a weighted average over potential changekenvicinity of the electrode tip,

generated by current sinks and sources in exttdaelspace (as reviewed by
Logothetis, 2003, 2008; Berens et al., 2008a). &hm® generated, for instance,
when synchronous excitatory synaptic input activatee dendrites of a neuron,
leading to a current sink at the dendrite and acsoat the soma (Figure 1C;
Mitzdorf, 1985; Nunez and Srinivasan, 2006). Theuléng dipole contributes to the
measured LFP depending on the arrangement of theraténg cell with respect to

the local populatiod(Berens et al. 2010)

The action potential processes occur at frequeraiiese 500 Hz
and therefore the spikes are not added to the ldwrep(but some
researchers consider that the low frequencies iké spaves’ forms
influence the LFP). The local spiking could infleerthe LFPs.

While it was originally thought that excitatory peynaptic potentials are the
primary source of LFP generating dipoles (Mitzddr$85, 1987), more recently

! Certain results indicate that “it is likely thatmany instances measurements of the
local field potentials reflect fairly local processin the cortex, integrating signal
sources from a few hundred micrometers of surrauptissue.” (Berens et al. 2010,
pp. 9-10)

2 Measuring the LFPs, we have to add the spikesthadfeedback projections.
(Berens et al 2010)
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also other sources have been found to contribgtafigiantly to the LFP such as
inhibitory synaptic input (Hasenstaub et al., 200&velyan, 2009; see also below),
and integrative soma-dendritic processes includisigbthreshold membrane
oscillations (Kamondi et al., 1998) and after-ptitda of somato-dendritic action

potentials (Buzsaki, 2002). In addition, simulasdrave shown that not all synaptic
potentials have the same influence on the LFPtHaittheir impact may vary with

the position of the active synapse and the posidfahe recording electrodéinden

et al., 2010)(Berens et al. 2010)

The gamma-band originates within the microcircatspyramidal
cells and the interneurons (according to Mann et28l05; Fries et
al., 2007; Logothetis, 2008; Cardin et al., 2008h& et al., 2009 in
Berens et al. 2010), these microcircuits having fineperty of
recurrence. The oscillations appear because ahtasplay between
pyramidal cells and interneurons. Working on theual cortex,
Berens et al. consider that

primary visual cortex, most MU [multi-unit activitgites respond with an elevated
firing rate to bars or gratings of a certain oraion (Hubel and Wiesel, 1968;
Ringach et al., 2002)", but “the LFP gamma-powearéases in a stimulus specific
manner during visual stimulation with an orientedting (Frien et al., 2000; Kayser

and Kénig, 2004; Berens et al., 2008(erens et al. 2010)

We have here a clear case that shows us that wetceeduce any
mental activity to the firing rate. Indeed, the tnens do more than
fire spikes”! It is well known that the LFPs inte¢gge information
from a larger area, not from spiking a local neupabulation.
However, Berens et al. conclude that the LFP offéiarmation (yet
not complete information) about the integration obrtical
processing and computation. Therefore we need ¢ootiser tools
(like fMRI, for instance) investigating the actiiof the neurons that
corresponds to a mental state.

In the past, it was believed that LFPs and spikarg
correlated with the BOLD response. The work of Lihgtis and
collaborators showed, among the first, that in s@ases there are
clear and strong LFPs signals but spikes are abfamjothetis et
al., 2001; Goense and Logothetis, 2008 in Beremg. &010, p. 12)
The authors indicate the names of many researtharsupport this
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idea. | mention Viswanathan and Freeman’s expefisnirat show a
“strong coupling between LFPs and changes in tissyggen
concentration in the absence of spikes”. (2007dreBs et al 2010)

Given our current knowledge, local field potentialsd, thus, to some extent the
BOLD signal may instead be thought of as reflectimye the integrative processes
instantiated in synaptic and dendritic activityrththe spiking activity per se. Note
that some aspects of the BOLD signal may not keteélto neuronal processes at
all: Sirotin and Das identified an anticipatory quonent of the haemodynamic
signal which could not be reliably predicted froither LFP or MU activity (Sirotin

and Das, 2008)Berens et al. 2010)

The final conclusion of their chapter is that LFR®asure the
synaptic and the dendritic processes plus the dipsanf cortical
computation (not the output of computation).

While fMRI alone is unlikely to reveal the actuakananistic aspects of cortical
circuit computation, it is an excellent tool forudying the global functional
organization of cortical circuits (Logothetis, 2008In conjunction with
microstimulation (Tolias et al., 2005), it may beed to identify functionally
connected subregions as has recently been donbefdace patch system (Moeller
et al., 2008). Subsequently, local field potentehsl spiking activity may allow to
gain a better understanding of the input —outparisformation taking place within
the regions, when their complimentary informatisrtombined with the appropriate
data analysis tools (Besserve et al., 2010; Partal., 2008; Magri et al., 2009;
Gerwinn et al., 2009; Kelly et al., 2010; Murayartaal., 2010). An integrative
approach to population coding in neural circuitkezause of all these signals and

tries to put their individual strengths to optirse. (Berens et al. 2010)

If in Vacariu and Vacariu (2010), we investigatel'Swerdict about
fMRI (2010), let me offer some very important infation about
fMRI from Logothetis’'s paper (2008). Even at theginaing of the
paper, Logothetis strongly emphasizes that thénalie limitations
of fMRI are mainly due to the very fact that it legfts mass action”
and not hardware or acquisition methods. (Logash26i08, p. 870)
Only in a few cases can an fMRI furnish valuablerimation about
the neural patterns that are correlated with soogaitve functions.
Nevertheless, Logothetis indicates that in ordergét the best
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features about the brain functions, we need to @wenthe fMRI
results with the information furnished by other Itodike EEG
mechanisms.As a motto for the analysis of Logothetis’ paper,
would like to mention these words:

a frequently made assumption is that the mind casubdivided into modules or
parts whose activity can then be studied with fMIRthis assumption is false, then
even if the brain’s architecture is modular, we ldonever be able to map mind
modules onto brain structures, because a unified has no components to speak

of. (Logothetis 2008, p. 869)

Obviously, these words fit incredibly perfectly withe EDWSs
perspective! However, Logothetis accepts the ilaathe brain is, at
least partially, modular and his aim is to revda possibility of
fMRI mapping different neural modules and their aic inter-
relationship. From my viewpoint, the architectufetee brain is not
modular and indeed the unified mind is not at allsible. Without
the mind being divisible, we have to become awhgt it has no
spatial dimension (property), even if the brainlasated in a 3D
space-temporal framework. (See Chapter 9 of thakp@vithin this
context, the “correlations” between the neural #m mental states
are very rough approximations, since the mind dmedbrrain are or
belong to EDWs.

In general, the functional activations of the braia detected
with the fMRI (measuring the tissue perfusion, llamlume
changes, or changes in the concentration of oxygén)fMRI
furnishes us mainly thélood-oxygen-level-depende(BOLD) of
the brain. (Logothetis 2008, p. 870) The criticactbrs that
characterize the results of fMRI tools are signaécsicity (the
generated maps that mirror the neural changes}iakpamporal
resolutiord (determine the entities of the activated netwarkd the

! Again, in this case, maybe we have to apply Bomoton of complementarity.

2 “Spatiotemporal resolution is likely to increaséthathe optimization of pulse
sequences, the improvement of resonators, thecagipth of high magnetic fields,
and the invention of intelligent strategies suchpasallel imaging, for example,
sensitivity encoding (SENSE) method (...).” (Logothét008, p. 870)
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time of neural events) and experiment design Uge@70) The main
problem of fMRI is thespatial scaleat which it works in the brain.
The optimal conditions for investigating the bram relationship
with cognition seem to be available, i.e. a spatgdolution of
0.7x30.7 mm in slices of 1mm thickness, timing lgedfi a couple of
seconds. The spatiotemporal resolution dependshendptimization
of pulse sequences, the improvement of resondt@spplication of
high magnetic fields, and the invention of intedliy strategies, such
as parallel imaging, for example, sensitivity eringd (SENSE)
method”. (p. 870) However, the fMRI signal is sémsi to
neuromodulation but the neuromodulatory effectsfe(@éd by
arousal, attention, memory, etc.) are slow and hasduced
spatiotemporal resolution and specificitfiden) Obviously, the
traditional “input-elaboration-output” scheme (@sponding to the
perception-cognition-action model”) is “probably misleading
oversimplification”.

Research shows that the subcortical input to casteveak; the feedback is massive,
the local connectivity reveals strong excitatory anhibitory recurrence, and the
output reflects changes in the balance betweeratixei and inhibition, rather than

simple feedforward integration of subcortical irplLogothetis 2008, p. 872)

Moreover, the neuronal connections (bottom-up,dopn, etc.) are
bidirectional. {den) Taking as example the sensory systems and the
thalamic region, Logothetis considers that the

primary thalamic input innervates both excitatonyd ainhibitory neurons, and

communication between all cell types includes harial and vertical connections
within and between cortical layers. Such connestiare divergent and convergent,
so that the final response of each neuron is détedvby all feedforward, feedback
and modulatory synapses to some extent definedegdfd and feedback pathways.

(p. 872)

! Important for me is Logothetis’ affirmation thapetition of an identical stimulus
produces a reduction in the fMRI signal. It is abblume’s “habituation”, Baars’s

training period and involves Llinas’ and Frith'srigliction”. For these notions, see
Vacariu (2008), Vacariu and Vacariu (2010).
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Again, reading Logothetis’ ideas, we have to becaware of the
limits of fMRI. Moreover, these or other limits aa@ailable for any
(actual or potential) instrument of the brain inmagi These
inevitable limits (that depend on the structure@wny tool) have to be
included in the definitions of entities that we ebh& with their help!

We “observe” the activation of widely distributedtimated patterns
of neurons or “large-scale systems” and their i@tghips for any
mental state. But in order to understand how lagme systems
work, we need to know the “architectural units theganize neural
populations of similar properties and their intemcections”

(Logothetis 2008].

Again, from the EDWSs perspective, | consider thia¢ t
disputes between the micro- and the macro-neuranehs (or
between the large neural areas and the cell/m@sculsee Bickle’s
approach or many other people trying to explainscmusness at
guantum level, for instance) and their correlatiovith particular
mental states are meaningless. These alternatieesnture of
notions that describe the phenomena that belorigggdEDWs. We
use various observational conditions to grasp wdiffe scales of
neural states, but we have to be aware of thetfeadttthe mental
states have no spatial dimensions. (See Chaptéhéye states are
not “observed” by an external observer that usesiaptools within
a spatio-temporal framework. Again, the mentalestare the “I” and
therefore such correlations are just rough apprations between
states/entities/processes belonging to EDWSs. Oblypusome
“neural patterns of action potentials” (with projies of frequency
and timing) seem to be much more responsible fdicpdar mental
states, but we have to take into account that @)use specific
instruments of investigation that grasp some “asfienf the brain,
(2) these neuronal areas do not work in isolatighiathe brain and

11 mention again Uttal’s skepticism about the resof neuroimaging in explaining
the cognitive functions: in order to grasp the reaidrelations between the neural
states and mental states, we need mechanismsffirabh@uroimaging at the micro-
scale and not macro-scale (the actual neuroimagipgratus). (See section 4.2 of
this book)
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(3) the “I” has a unity that has to correspondhe ¢ntire brain (and
body). It is absolutely clear that the “I” uses taér tools of
“investigation” (for instance, introspection that the ‘I") and the
structure of these mental “tools” is totally di#et than the structure
of fMRI and EEG! This is the framework that forame to strongly
emphasize, many times in this book, that the mémtascious unity
could not be identified or correlated with eithlee theural functions,
or the quantum phenomena.

Logothetis introduces the notion of exhibitiondisition
networks (EINs) to understand the function of fMRIhat are the
properties of these EINs? The magnitude and tinohgny local
activation arise as properties of the microcircuits. The texicin—
inhibition balance means that the micro-circuits eapable of “large
changes in activity while maintaining proportiomgliin their
excitatory and inhibitory synaptic conductancedieTproperties of
microcircuits are

(1) the final response of each neuron is determimeadll feedforward, feedback and
modulatory synapses; (2) transient excitatory resps may result from leading
excitation, for example, due to small synaptic gelar differences in signal

propagation speed, whereupon inhibition is rapetgaged, followed by balanced
activity; (3) net excitation or inhibition might oar when the afferents drive the
overall excitation—inhibition balance in oppositeedtions; and (4) responses to
large sustained input changes may occur while ramimg a well balanced

excitation—inhibition.(Logothetis 2008, p. 872)

Reading this paragraph any researcher working ignitge

neuroscience has to become aware of the fact diealization is
indeed a very ambiguous concept! Each neuron @lvad in many
phenomena (in space and time) and it is quite isiplesto localize a
mental state within the brain. Using computatiomaldeling, these
EIN microcircuits can reflect sensory input, gaomtrol, modulation
for excitability with attention, persisting actiyitduring the delay
periods of working memory tasks, etc. The micragis; “depending
on their mode of operation—can, in principle, aither as drivers,
faithfully transmitting stimulus-related informatip or as
modulators, adjusting the overall sensitivity ammhtext-specificity
of the responses”. (Logothetis, p. 872)
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What is the relationship between EIN and fMRI? afipes
in the excitation—inhibition balance (net excitaticnhibition, or
simple sensitivity adjustment) influence the signadcorded by the
fMRI (that is the regulation of cerebral blood flpwL_ogothetis
underlines that in some cases, the increase in BGigbals is
produced by the spiking neurons, but there arerophenomena
responsible (“of balanced proportional increasehénexcitatory and
inhibitory conductances, potential concomitant é@ases in
spontaneous spiking, but still without a net exoita activity in
stimulus-related cortical output” ) for this evefg. 873) Moreover,

an increase in recurrent inhibition with concomitalecreases in excitation may
result in reduction of an area’s net spiking outfwit would the latter decrease the
fMRI signal? The answer to this question seemsefzedd on the brain region that is

inhibited, as well as on experimental conditioflsogothetis 2008, p. 873)

The fMRI signal can be influenced by an “increaserécurrent
inhibition with concomitant decreases in excitatigwhich] may
result in reduction of an area’s net spiking outplrt animals, the
metabolism increases with the increase of inhibito the reduction
of the spikes rateidem In contrast, there is deactivation of fMRI
signal with neural inhibition. (p. 874) Therefoiie,is necessary to
understand the relationship between the inhibitetivity and the
changes in energy metabolism. “Unfortunately, tbe fpublished
theoretical estimates of energy budget have notsidered the
metabolic costs of spikes in interneurons and @ ihhibitory
postsynaptic potentials (IPSPs) they produce.” §p4) Modeling
inhibition is difficult: “the density of corticalnhibitory neurons is
10-15 times lower than excitatory neurons” and ftimdibitory
interneurons are fast spiking” (2-3 times fasteanthpyramidal
neurons). Logothetis adds that the activity of tteurons affects
directly the microvessels. So, the problem is timatact it is difficult
to understand clearly the relationship betweernirthibitory activity
and the changes of metabolism! His conclusionas ‘ttine nature of
the EIN suggests that mass action and its surrdgaeaodynamics
are ambiguous signals, the interpretation of whictust be
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constrained by the concurrent use of other metlogies.” {(dem
Do we need more arguments to understand the liafit8VRI in
“reading the mind”™?

Logothetis continues his article comparing EIN,&Bnd
fMRI results.

The linear superposition of currents from all sifksembrane of a discharging
neuron] and sources [the inactive neurons] fornes ektracellular field potential
measured by microelectrodes. The extracellulad fieltential captures at least three
different types of EIN activity: single-unit actiyirepresenting the action potentials
of well isolated neurons next to the electroderipltiple unit activity reflecting the
spiking of small neural populations in a sphere 180-300 mm radius, and
perisynaptic activity of a neural population withhl5—3 mm of the electrode tip,
which is reflected in the variation of the low-fteEncy components of the
extracellular field potential. Multiple unit acttyi and local field potentials (LFPs)

can be reliably segregated by frequency band sépardp. 874)

The local field potentials (LFPs) are not reliaBggregated by the
frequency band separation, even if, indeed, Lodisthe right in
claiming that the LFPs are the only signals of égrative EIN
processes”. The problem is that the LFP signalspaoduced not
only by the postsynaptic potentials but also by“thiegrative soma-
dendritic  processes—including voltage-dependent Ionane
oscillations and after-potentials following somandidtic spikes—
that all together represent the local (perisynapéctivity in a
region”. Logothetis is aware that the status of Ldighals is their
ambiguity, changes in the power of any LFP occgrfin any mode
of operation of EIN™ Therefore,

1 “As most of the excitatory input into an area dsdl, LFPs will also indirectly
reflect some of the postsynaptic effects of pyrahakll activity. In addition, LFPs
have a certain neural-class bias, which in thig ¢agletermined by geometry and
regional architecture. The arrangement of the pidahand Purkinje cells will give
rise to large LFP modulations; in contrast, intemea@s will contribute only weakly
because of their star-shaped dendrites and themegical disorder. Finally,
inhibitory synapses may occasionally act as ‘shHuiots the excitatory currents
through low-resistance channels, in which caseelasmaptic conductance changes
may produce little effect in the membrane potensiadd result in weak and hard-to-
measure multiple unit activity and LFPs.” (Logoiee2008, p. 874)

116



Electrophysiological studies examining the indiatlaontributions of different LFP
frequency bands, multiple unit activity, and spiiof individual neurons are
probably our only realistic chance of gaining imggyinto the neural mechanisms of
haemodynamic responses and their meaning in th&extoaof different cognitive

tasks.(p. 874)

The studies referring to the relationships betwdnenLFPs and the
spiking activity to the BOLD furnish the informatidghat the BOLD
responses mirror the input and the intracorticalcessing, not the
pyramidal cell output activity. Even if, at the limmgng of using

fMRI, people thought that both the LFPs and thekingi were

correlated with the BOLD response, the alternativees that the
“undiminished haemodynamic responses in cases vapdeng was

entirely absent despite a clear and strong stirinidisced

modulation of the field potentials.” (pp. 874-81B)this context, we
can understand that

regional glucose utilization is directly related neuronal synaptic activity. For
example, the greatest 2-DG uptake occurs in theopéduthat is, in areas rich in
synapses, dendrites and axons, rather than irbedles). During orthodromic and
antidromic electrical microstimulation, only orthodhic microstimulation, which
involves presynaptic terminals, increases glucosasamption. Similarly, the
highest density of cytochrome oxidase (an enzyméefespiratory chain) is found
in somato-dendritic regions that are adjacent t@naterminals. Finally, as
mentioned earlier, presynaptic activity increasestaimolism even if the output is

inhibited (that is, the spiking activity is abolest)! (Logothetis 2008, p. 875)

1 A few words about Magistretti's paper relatedte energy of the brain: the title of
the first section of this paper is “Energy metasmliof the brain as a whole organ”
with the subtitle “Glucose Is the Main Energy Suditst for the Brain”. Glucose is

the energy (metabolism) of the brain. (Magistr2@®8, p. 271) The title of another
section is “Tight coupling of neuronal activity,oold flow, and energy metabolism”.
The title of the last section is “The astrocytedmeumetabolic unit”. Only reading

these titles, we can understand that, from theggmgewpoint, the brain is analyzed
only as a whole organ! Obviously, for any mentaktéhe energy of the brain is
involved. Therefore, the entire brain correspomdarty mental task! In this context,
we cannot separate the neurons from glia, Fornesta‘in response to a neuronal
signal (glutamate), astrocytes release a glucogeede metabolic substrate for
neurons (lactate). Glucose also provides the calaskbone for regeneration of the
neuronal pool of glutamate.” (Magistretti 2008, 2892) From my viewpoint, the

117



Interestingly, Logothetis underlines that

many different types of electrical and optical measments provide evidence that a
substantial proportion of neurons, including thetical pyramidal cells, might be
silent. Their silence might reflect unusually higiput selectivity or the existence of
decoding schemes relying on infrequent co-spikifigneuronal subsets. Most
important for the comparison of neuroimaging anet&bphysiology results is the
fact that lack of measurable neuronal spiking may mecessarily imply lack of
input and subthreshold processing. A direct analogiyveen neuronal spiking as
measured in animal experiments and the fMRI sigb#ined in human recording is
thus simply unrealistic and might often lead toomect conclusions. It is hardly
surprising that most studies so far relying purety BOLD fMRI have failed to
reveal the actual neural properties of the studied, at least those properties (for
example, selectivity to various visual featurestttvere previously established in

electrophysiological studié{Logothetis 2008, p. 875)

The “saliency” of neurons is strongly related toidREe’s “default
network” (see section 11.2 of this book) or Merzéniand
deCharms’s penumbra (1996) and has to be correlattdd the
unconscious processes that produce the consciatess stBaars’s
global workspace theory). Therefore, | would like extend
Logothetis’s observation to the measurements magdanly kind of
apparatus. Returning to Bohr’s idea (who followseatended Kant’s

question is why the researchers consider thathBoneuronal computations (that are
correlated with the mental functions), the signataong the neurons are more
important than the relationships between neurond gha? Analyzing the
relationship between the brain and the mind, sithee “I” has its indestructible
unity, we have to conceive that even the brain dasity at least regarding its
energy. Moreover, we have to relate the brain with body. (see Sporns 2006 in
Vacariu 2008) In this context and within the fracifeEDWSs perspective, we have to
accept that the mind (the “I") corresponds to tméfication of the brain and the
body.

11 add an important paragraph: “Yet, as | havedatid above, the BOLD signal is
primarily affected by changes in excitation—inhibit balance, and this balance may
be controlled by neuromodulation more than by thanges in spiking rate of a
small set of neurons. In fact, the BOLD signal ti@isgly modulated by attention,
and the results of the motion after-effect expenitseould, in principle, be due to
the fact that a stimulus with illusory motion auttinally draws the attention of a
subject more compared to a situation in which ther@o motion after-effect.”
(Logothetis 2008, p. 876)
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approach, i.e., we have to include the conditions cur
tools/instruments of observation in defining thetiteas and
processes that we observed), my main questiorsrédehe status of
the (in)famous notion of “localization”. Obviously,is not possible
to find an intrinsic link between localization (segntation) and the
“neural integration” on the one hand and mentaksttasks and the
unity of the mind, on the other hand, since it ow EDWs.
Logothetis offers more arguments regarding thetéirof fMRI, but
his conclusion is the following:

The fMRI signal cannot easily differentiate betweenction-specific processing
and neuromodulation, between bottom-up and top-dmigmals, and it may
potentially confuse excitation and inhibition. Theagnitude of the fMRI signal
cannot be quantified to reflect accurately diffe@n between brain regions, or
between tasks within the same region. The origitheflatter problem is not due to
our current inability to estimate accurately ceatbmetabolic rate of oxygen
(CMRO) from the BOLD signal, but to the fact thateémodynamic responses are
sensitive to the size of the activated populatwmch may change as the sparsity of
neural representations varies spatially and tenfigota cortical regions in which
stimulus- or task-related perceptual or cognitimpacities are sparsely represented
(for example, instantiated in the activity of aywemall number of neurons), volume
transmission (...)—which probably underlies the alterstates of motivation,
attention, learning and memory—may dominate haemaxhjc responses and make
it impossible to deduce the exact role of the amathe task at hand.
Neuromodulation is also likely to affect the ultimapatiotemporal resolution of the

signal. (Logothetis 2008, p. 876)

Therefore, the multimodal approach for studyinglthen’s function
is necessary more than ever. Essentially, the

computational methods and non-invasive neuroimagihgt is, excluding animal
experimentation) should be sufficient to understamngin function and disorders

[which] are, in my opinion, naive and utterly incemt. (p. 876)

| investigated in detail Logothetis’s article justcause fMRI seems
to be the main tool for localizations and “corriat” in our days.
The people who read this article would become awhtke limits of
neuroimaging. Obviously, with the EDWSs, | offer the
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hyperontological limitsof neuroimaging and therefore | push much
further the limits illustrated by Logothetis. Beiagvare of the fact
that localization and the binding problem can ledized undenery
rough approximationg‘rough correlations”), we will be able, in the
future, to get beyond the classical or any othentermporary
accepted paradigm (or sub-paradigms) of thinkingtimg within
cognitive neuroscience. | am convinced that, innée two decades,
working within the unicorn-world, the researchamni this field will

be very startled either by the unsolved problemsyothe “weird”
discoveries.

Rolls and Treves (2011) emphasize the fundamental
difference between neurons and voxels of an fMREed on input,
output, and spike process, each neuron “uses &' ¢odgansmit
information independently from the other neuron® Wéed only to
decode such information from populations of singgerons in order
to get good prediction. (p. 483-484) A voxel is qgaeed from
hundreds of thousands of neurdns.

Instead of the average activation (a single sagantity), it is the direction of the
vector comprised by the firing of a population ofires where the activity of each
neuron is one element of the vector that transtnésgnformation (Rolls, 2008). It is
a vector of this type that each neuron receivet) thie length of the vector, set by
the number of synapses onto each neuron, typioéltiie order 10,000 for cortical

pyramidal cells (Rolls and Treves 2011, p. 484)

There is no important information in the “stimuldependent cross-
correlations between voxels.idém) We cannot compare the code
furnished by the firing rate of single neurons &émel code provided
by the average process across many neurons gragfredMRI,
EEG, etc.) (Rolls and Treves 2011, p. 484) Prohatdycan also find
here two EDWSs! Moreover,

because it is a major principle of brain functitwattinformation is carried by the
spiking of individual neurons each built to carrg mdependent information as

! “(If the neuronal density is taken at say 30,0@0@rons/mm (Abeles, 1991; Rolls,

2008), then a 3 X 3 X 3 mnB voxel would contain 810,000 neurons.)” (Rolls and
Treves 2011, p. 484)
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possible from the other neurons, and because boanputation relies on distributed
representations for generalization, completion,ntaéning a memory, etc. (Rolls,
2008), methods that average across many let alomdréds of thousands of neurons
will never reveal how information is actually eneaidn the brain, the subject of this
paper. It is this independence of the informati@ms$mitted by individual neurons
that enables a population of neurons to encodehninidividual face (Rolls et al.,
1997b), which particular object (Booth and Roll®98&), which particular spatial
view (Rolls et al., 1998), which particular headedtion (Robertson et al., 1999) etc.

has been showh(Rolls and Treves 2011, p. 484)

In his paper from 2010, Poldrack specifies othebfms of the
fMRI studies. The changes during developmental,unaéibn and
learning are quite difficult to grasp by meanstad fMRI. (Poldrack
2010) Moreover, the “imaging signals cannot detaamnivhether a
region is necessary for task performance”. (Poldi2@10, p. 873)
He talks about certain interesting notions likécédhcy, scaffolding,
process-switching, and focalization of activation tognitive
neuroscience. For instance, efficiency means bteatdevelopmental
changes (reflecting a combination of maturationaicesses and
experience-dependent plasticity) could in principleeflect
sparsification of neural codes and thus more efficieaural
processing”. (p. 874) Anyway, all these notions eefated to the
“difficulty [which] arises from knowing how to mapags changes in
blood oxygenation into changes in the functionsggierformed by
the brain”. (p. 876) In the future, we have to gmalin detail the
relationships between fMRI results, performancéediéfinces and
structure-function under the framework of compubaai
neuroscience and developmental neurobiology. ihsdlat the data
furnished by the fMRI become more and more difticalinterpret!

In a very recent article, Poldrack (2011) pointt the future
of fMRI in cognitive neuroscience. Initially skeptregarding the

1 “Of course, functional neuroimaging cannot addreke details of the

representation of information in the brain (Roltsaé, 2009) in the way that is
essential for understanding how neuronal netwankthé brain could operate, for
this level of understanding (in terms of all themperties and working hypotheses
described above) comes only from an understandingow single neurons and
populations of neurons encode information.” (Ralsl Treves, p. 487)
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role of fMRI in explaining cognition, and mentiogirthe work of
Kriegeskorte et al. (in press) and Vul et al. (200%ldrack pleads
for an absolute necessary methodological rigorsingithe fMRI in
cognitive neuroscience. Following this rigorous mhoet, the
researcher has to avoid the uncorrected statisésalts and to check
for more robust methods of statistical inferencanélyses of
correlations between activation and behavior acsdgjects are
highly susceptible to the influence of outlier sulge especially with
small sample sizes”), and to pay attention to ttublematic use of
“small volume corrections”. (Poldrack 2011, p. 2)gaist
“blobology” (localization of function in some pagtilar blobs),
Poldrack notices a new direction: the connectivityrelationship
with a function One major problem of using fMRI in cognitive
neuroscience in mapping the structure of the baaito functions
seems to be that very different functions can lreetated with the
same structuré(p. 3) The solution for Poldrack is the identifioa
of “selective association” between structures amttions:

we ask not simply whether we can find a region teatngaged by a particular
mental process, but whether one can find a regianishengagedelectively such

that activation of the region is actually predietiof the mental procesgPoldrack
2011, p. 3)

As Uttal emphasizes, more and more researchersognito/e
neuroscience become aware of the correlation betweele
distribution of neuronal areas and any mental stade Poldrack, if
we want to use the brain imaging in understandiegftinctions and
the organization of the mind, it is necessary teeheertain projects
of collecting fMRI data from the entire world by ares of some
special computers and computational models for ngpmental
functions on neural structute This work needs an ontology

! Obviously, it is about Edelman’s degeneracy sttpagpporting Uttal’s kepticism.

2 Again, one of Uttal's postulates!

3 “The availability of large databases of neuroimagidata, particularly as the
Brainmap.org database (Laird et al., 2005), hadledapowerful meta-analyses.
However, the ability to perform metaanalysis isiled by the metadata that are
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framework of mental functiorfsl believe that the EDWs perspective
offers the general hyperontological framework fiois tnew kind of
“engineering”, cognitive neuroscience. In the papsdtten in 2011,
in the abstract Poldrack et al. inform us that ddggneuroscience

aims to map mental processes onto brain functitmciwbegs the question of what
“mental processes” exist and how they relate taadkks that are used to manipulate
and measure them. This topic has been addressathalfy in prior work, but we

propose that cumulative progress in cognitive nstiemce requires a more
systematic approach to representing the mentalienthat are being mapped to
brain function and the tasks used to manipulate medsure mental processes.

(Poldrack et al. 2011, p.A)

Poldrack et al. draw the attention upon the faat treople working

in cognitive neuroscience use quite many terms \aitibiguous
meanings. Interesting for my perspective is a section from
Poldrack's paper, called “Toward the ontology ofgmition” that
refers to the ontology of cognitive neuroscienceldg)y is taken as
example of information with a specific kind of oldgy. Poldrack et
al. want to apply this kind of ontology to cognédimeuroscience. The
authors of this paper indicate that models like @msdn’s ACT-R or
Newell's SOAR grasp the computational principles bot other
properties of the mind. In a program that contirslpulevelops and

associated with each data set; in order to asseish Wwrain systems are associated
with particular mental processes, the data nedxk tannotated using an ontology of
mental processes. The Brainmap database curresgityairelatively coarse ontology
of mental processes, which limits the ability to kenafiner assessments about
structure— function associations (Poldrack, 200@)dldrack et al. 2011, p. 8)

! “The precision and recall of literature searchas be greatly improved by the use
of ontological knowledge to guide the expansiosedrch queries.” (Poldrack et al.
2011, p. 7)

2 The first question is how “can we integrate knalge from an exploding number
of studies across multiple methodologies in ordercharacterize how mental
processes are implemented in the brain? The creafi;meuroimaging databases
containing data from large numbers of studies hasiged the basis for powerful
metaanalyses (Laird et al., 2005).” (Poldrack ep@l 1, p. 1)

3 As example, they introduce the notion of “workingemory” that has several
meanings.
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changes (the “Cognitive Atlas”, cognitiveatlas.grgpldrack et al.
make the distinction between mental tasks (manipwiad measure)
and mental processes (not directly accesstbEEssentially for the
EDWs perspective is the following paragraph:

The ontological status of psychological tasks isin@uestion (i.e., nearly everyone
will agree on what the “Stroop task” is), but tledation of those tasks to the latent
mental constructs is at the center of many dehateognitive science. For this
reason, we propose that it is essential to makkear distinction between mental
processes and psychological tasks, and to develograte ontologies for those two
domains (resulting in two separate but interlinkedologies that form a bipartite

graph).(Poldrack et al. 2011, p. 3)

Mental concept is a “latent unobservable constrntit physical

instantiated since it is quite difficult to instete at the neuronal
level). Related to mental concepts there are mesfakesentations
and mental processes, and Poldrack et al. writé thantal

representations are

mental entities that stand in relation to some ay®ntity (e.g., a mental image of
a visual scene stands in relation to, or is isomarpvith, some arrangement of
objects in the physical world) or abstract conggghtich could be another mental
entity). Mental processes are entities that transfoor operate on mental
representations (e.g., a process that searches@lmepresentation of the visual

scene for a particular objec{idem)

A mental task presupposes the manipulation of nduatetions in
order to understand mental processEsen more interesting for my

! Obviously, this distinction is strongly relatedpgmcedural-declarative, implicit-
explicit or unconscious-conscious knowledge.

2 “The structure of the representation of mentakgas the CA [Cognitive Atlas]
builds upon the cognitive paradigm ontology (Cog®@w.cogpo.org]; Turner and
Laird, 2011), which has a basic class of Behaviémgberimental Paradigm that
describes mental tasks.” (Poldrack et al. 2013B) More details about Cog PO, see
Turner and Laird (2012): “CogPO represents a siriglélding block in the
description of experiments in a structured framéwarhich should ultimately
facilitate the representation of the actual experital process leading to the
published results, and the assertions that theighda results claim to support.”
(Turner and Laird 2012, p. 65)
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perspective, Poldrack et al. write about the omficll relations
acrosdlifferent ontologies

* is-a (e.g., “declarative memory is a kind of meyipe part-of (e.g., “memory
retrieval is a part of declarative memory”)

« transformation-of (e.g., “consolidated memoryaistransformation of encoded
memory”)

» preceded-by (e.g., “memory consolidation is pdeck by memory encoding”)

(Poldrack et al. 2011, p.’5)

The authors indicate other notions necessary feir finture work:
the relations between processes and tasks, th@nslamong tasks,
the technical infrastructure, the utility of CA k@ clearing the
vocabulary!), etc. | think that even if apparenBgldrack et al.'s
“ontologies” seem to be quite close to the “episikmically
different ontologies” of EDWSs, these notions ardtaydlistinct. The
ontology of cognition (of the mind-EW or the sel)not a formal
ontology because the content of the mind is noy dimformation”
but all kind of knowledge (procedural-declarativ@plicit-explicit,
conscious-unconscious, etc.). Poldrack’s ontolagyquite abstract
and therefore it may be quite confusing. The reasothat these
ontologies are constructed within the unicorn worlthe mind
neither supervenes on the brain, nor is identigtd the brain, since
the mind and the brain are EDWs. The main ideaasmthe EDWs
perspective is the rejection of the unicorn worldihfortunately,
Poldrack has no idea of rejecting the existencehn@funicorn world
and he is unaware of certain hyperontological @ahttions
produced by his approach.

1| would like to emphasize that | hope to deal vitits complicated problem in my
next work.
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Chapter 6

The localization problem (segmentation vs.
integration)

The fMRIs are used for brain scanning when a husuwdject has a
particular mental state. Thus, people using the Iftir to localize
those neuronal patterns responsible for a particodantal state.
Related to localization (especially in the last $e4rs), is the notion
of integration: the identification of some neuropabcesses that are
correlated with the unity of consciousness or timgling processes.
Quite many experiments in cognitive neurosciences lizeen lately
created under the localization (segmentation ofemdihtiation)-
integration umbrella. Nevertheless, localizatiomaens the main
topic of cognitive neuroscience. In this chaptewill analyze the
main ideas about the segmentation/localizationismal perception
(one of the most important topic in cognitive neagsience). The
researchers try to convince us of the power oflipai#on offered by
the neuroimaging instruments (fMRI, PET, etc.). di#heless, |
want to show that, from an EDWSs perspective, thiesks can give
us only very approximate information about the espondences
between particular neural areas and mental states.

| would like to start this chapter with a few werdn the
distinction segmentation-integration from Baars &bage’s book.
They discuss about the “hierarchical theories” oicikC and Koch
(1995) and Rees et al. (2002), and the “interagb@espective” of
Bullier (2001) (Baars and Gage 2010l, Chapter 6tice 3.1). For
the hierarchical theory, the specification of certaisual features
takes place at the early visual levels, while titegration of these
features happens at the higher visual areas. Threquastion is how
are we aware of specific visual features that epresented in the
early visual areas like Vi7Baars and Gage 2009, p. 173) Even fif,

! “The fact that signals in higher but not lower udé areas match conscious
perception of objects during rivalry has long betken as evidence that
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in the past, there was a classical answer to thestepn (that is, V1
and V2 is the early visual level while V2, V3, Vc. are the later
visual field), today there are some doubts aboist plosition. For
instance, the interactive theory presupposes maeylblack and
feedforward projections between early and highsuali areas. In
this situation, could we identify a clear differiatibn between the
early and the later (or lower and higher) levelsewtwe try to
correlate such neuronal processes with particuéartah states?

Why might this combination of feedforward-feedbasignals be important for
awareness? This may be because higher areas ned@db the signals in early
areas and confirm if they are getting the right sage, or perhaps to link neural

representations of an object to the specific feattinat make up the objedBaars
and Gage, p. 173)

Baars and Gage specify that both theories havdegmsbespecially
in the context in which many people accept theritisted neural
patterns for any conscious experiendderf) | may under these
circumstances raise the question: what does it rfieasheck” or “to
link neural representations of an object to thec#igefeatures that
make up the object’? “Checking” requires the etetmanunculus,
while “linking” implies a kind of hierarchical stature. Indeed, both
alternatives are wrong but only from the EDWs pecsipe. | believe
that, within the unicorn-world, the disputes regagdsegmentation-
integration distinction will be endless.

Baars and Gage mention the work of Tong (2003naigg
the hierarchy of visual processing. (Baars and G&d®) Small dots
are present at lateral geniculate nucleus (LGNgntation, disparity
and some color at V1, color, basic 2D and 3D shape curvature at
V4, complex features and objects at ventral termpooatex. V1
neurons are important for orientation, contours stmapes of objects,
particular direction of motion, particular colomvén if some basic

consciousness occurs late in the visual system (Hoever, this neglects the
multi-level nature of consciousness that includes only the high-level object
category but also the fine-grained spatial layowtades of brightness and colours
of which an object is composed.” (Haynes 2009,0f)2

127



types of color-sensitive neurons are in retina B@), and visual
features in fine level of detail. (Baars and Gage® p. 165-166) V1
neurons send feedforward signals to V2, V3, V4 (Yding
responsible for perception of color, according tekiZ1977) and
motion-sensitive area MT/\5(Baars and Gage 2010, p. 166) For
Tong (2003), in general, the early visual corteresponsible for any
visual feature, while the higher visual areas apecmlized in
perceiving certain visual features or objéctBaars and Gage 2010,
p. 172) | emphasize again the fact that this is“tdhassical view”
regarding the correlations between V1, V2, etc. gnedfeatures of
any mental perception. | add another classicaindisbn made by
Ungerleider and Mishkin (1982) and later by Goodatel Milner
(for instance, 1995)ventral (V4, lateral occipital complex and IT)
and dorsal (middle temporal area and parietal lobe) pathwayes
responsible for “what” objects are and respectivelfiere” objects
are located.(Baars and Gage 2010, p. 167) Thus, we have tacadd
the “classical view” the famous ventral-dorsal idistion. From my
viewpoint, such correlations are very approximatees the features
of these phenomena belong to EDWs.

| believe that it will be quite difficult to changéhis
“classical view” in this period even if there areoma and more
experimental results that throw doubt upon it. Maepple are still
convinced about segmentation with the help of fMRIother brain
imaging tools. For instance, in a very recent pafavina-Pratesi et

! The lesions to MT/V5 produce akinetopsia (motidindness). Someone can
sustain that MT/V5 is the core neural correlatesasfsciousness. However, Haynes
draws the attention upon the fact that lesions I\l affect fast (but not slow)
motion percepts. (Haynes 2009, p. 196) Therefor€/M8 is not the only area for
NCC for all kinds of motion. Moreover, “content-gjfec brain regions that are
modulated by consciousness can also be activatedurattended and even
unconscious, invisible contents (...). This would ibade that the encoding of
signals in a content selective region does notydviead to conscious experience of
the corresponding content.” (Haynes 2009, p. 200)

2 In contrast, see below Seymour et al. (2009).

3 |dentifying specific neural areas (for instancesiform area) for a particular
mental activity (for instance, a person sees a)faceot enough to find the “neural
correlates of consciousness” (NCC). (Haynes 200200€)
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al. (2010a)try to show that various properties of a percepthig
(object shape, size and orientation), on the one fend (texture and
color), on the other hand, can be precisely loedliin the brain. As
an example, these authors mention that, in difftenemks and a few
years earlier, Cant and Goodale indicated that “dpometric
properties of meaningless objects activated therdhtoccipital
cortex (LOC), surface properties of the same objactivated more
medial areas near the collateral sulcus (CoS)"vif@aPratesi et al.
2010a, p. 2319) Cavina-Pratesi et al.'s experiméetsized with 2
patients having visual agnosia for texture-shapgcrofination)
confirmed these segmentations. Moreover, CavingeBraet al.
found that

the medial occipitotemporal cortex contains segafati for processing different
surface features of a given object. In particuddthough color-related activity was
localized anteriorly within the CoS and the LG, ttee-related activity lay more
caudally within the CoS (...).We also showed thagarselective for shape, texture,
and color were quite distinct from those areas thapond to all of these features
(shape and texture and color) together. The latege found to correspond closely
with some of those associated with the perceptiomare complex stimuli such as

faces and place{Cavina-Pratesi et al. 2010a, p. 2328)

In more details, shape was identified with LO (ddivision of
lateral occipital cortex, the neuronal “object dyedexture with
posterior collateral sulcus bilaterally, and colwith left lingual
gyrus and anterior collateral sulcus bilateralljheTneuronal areas
that are activated by all these features are fumifgyrus and anterior
and the posterior portions of the gyrus. (p. 23B%gir conclusion is
that, indeed, the ventral stream is responsibletferperception of
objects, but their work indicates an intermediaggel of visual
mapping (depending on the visual feature that ccgssed). This
intermediate level is between the low level (retimic) and the high
level (stimulus category mappihg(Cavina-Pratesi et al. 2010a, p.
2330)

Y In another paper, Cavina-Pratesi et al. (2010kntity the neuronal patterns
responsible for “transporting the arm to the cufftafsport component”), the
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Contrary (at least partially) to the classical viesgarding
the localization of vision perception, | investigatome very recent
papers. Bartel{2009) analyzes exactly the segmentation-binding
relationship in visual perception. In a perceptsegne, the human
observer can detect various objects in a specificoanding
(segmentation, in Bartels’ terms). The propertiegach perceptual
object are its boundaries, color, motion, direction distance to the
observer. The question is what neural mechanismaterthe links
among segmentation, feature binding and attenticgeéction.
(Bartels 2009, p. 300) Interestingly, based on mecempirical
evidence, Bartels claims that even at the earlyatisortex (V1 and
V2) such connectivity takes place! Subsets of nesifoom V1 and
V2 are responsible for the border-ownership of edgad the same

superior parieto-occipital cortex and the left raktsuperior parietal lobule
(probably parietal area 5L) (Cavina-Pratesi e{2010b, p. 10320), and “preshaping
the hand to grasp the handle” (the grasp compopetite bilateral anterior
intraparietal sulcus and left ventral premotor ewrt(even “no arm transport
occur™). Interestingly, they found an integratiai the two components in left
dorsal premotor cortex and supplementary motorsaaed somator area S1, S2, and
M1. (idem) The authors are aware of the limits of fMRI: “fMReasures the BOLD
signal, which appears to be influenced by manyypést of neurons (large and
small, excitatory and inhibitory) and by postsymaptotentials (PSPs) (Logothetis,
2008) and anticipatory hemodynamics (Sirotin ands,DA009).” (p. 10321)
Moreover, even if they try to identify some speidl functions for particular
neuronal areas, they are aware of the “crosstaltwdsm dorsomedial and
dorsolateral streams”. (Cavina-Pratesi et al. B0p010321)

L “In the 1930s and 1940s, Hartline developed thecept of the receptive field with
studies of the axons of individual neurons thafgmofrom the lateral eye of the
horseshoe craliimulug and from the frog's eye (Ratliff, 1974). The lateeye of
the Limulus is a compound eye made up of about 8d@matidiaarranged in a
roughly hexagonal array. Each ommatidium containptical elements,
photoreceptors, and a single neuron whose axos fbaoptic nerve. Hartline found
that when an isolated ommatidium was illuminatewe firing rate of its axon
increased. More surprisingly, the firing of the saamen was decreased by a light
stimulus in any adjacent ommatidium. This form pfagonistic behavior, known as
lateral inhibition, serves to enhance responses to edges while nedrggponses to
constant surfaces. Without it, visual neurons wobkl just as sensitive to a
featureless stimulus, such as a clean white wallp atimuli defined by edges, such
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subsets are directly modulated by the top-dowmtitte® (Bartels
2009, p. 300) However, the neurons from V2 are edsponsible for
color and motior.Bartels introduces some experiments that indicate
that visual illusions like Rubin’s face-vase or BsKcs pictures,
which can be solved by accepting one alternativk extluding the
other one. This decision takes place not only aM4lso at V1 and V2!

Surprisingly, a neural substrate for this holisticoperty of figure—ground
segmentation resides not only in neurons in V4 chvtiave large receptive fields,
but also in those of the primary visual cortices afid V2, where the neurons have
tiny receptive fields (covering just 0.2 to 1 visuwgrees). In addition to their
selectivity for position, orientation, colour, dbpdr motion, neurons in these areas
are additionally modulated by border-ownership: emsuperficial V1 neurons and
most edge-responsive V2 neurons are modulated ditte of the edge ‘owner’

(...). (Bartels 2009, p. 300)

Bartels indicates that objects properties thaefaeed the small field
of view of V2 neurons through feedback are mediatedhyelinated
(fast conducting fibers of neurons with much langreptive fieldy

similar with the neurons from V4). Important isattthis feedback
mediated not only spatial binding in V2, but alsdoc and motion
(“features that are processed within V2's anatolyiceegregated

as a white square on a black wall. Similar spatiathtagonistic visual responses
were found in mammals (...). (Reid and Usrey 200&38)

! About attention, see Greenberg et al. (2012) iapE4r 8 of this book.

2 Haynes mentions that “even if V1 does not encadeur sensations, it could still
encode other, simple features of conscious expezjesuch as brightness or contrast
sensations.” (Haynes 2009, p. 198)

3 “As defined by H. K. Hartline in 1938 (Ratliff, 187p. 167), a visual receptive
field is the “region of the retina which must beunflinated in order to obtain a
response in any given fiber.” In this case, “fibegfers to the axon of a retinal
neuron, but any visual neuron, from a photoreceatarvisual cortical neuron, has a
receptive field. The definition was later extendedntdude not only the region of
the retina that excited a neuron, but also theiipguoperties of the stimulus that
evoked the strongest response. Visual neurons eswond preferentially to the
turning on or turning off of a light stimulus—terchen-and-offresponses—or to
more complex features, such as color or the damctf motion. Any of these
preferences can be expressed as attributes otteptive field.” (Reid and Usrey
2008, pp. 637-8)
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thin and thick stripes, respectively”). (Bartels02) Again, we
cannot locate (spatially or temporally) the feedivand feedback
projections that are correlated with a mental statene moment.
Mentioning various experiments, Bartels writes Mameurons

mediate not only cross-feature attentional selactmf objects (object-based
binding), consistent with the integrated compaetitimodel [...], but also cross-
feature binding [...]. Recent fMRI evidence indeedmdestrates the explicit
conjunction coding of colour and motion as earlyds]...]. Interestingly, voxels
coding for conjunctions were separate from thoseingp for colour or motion,

consistent with the anatomical segregation of tirig’ neurons [...}: (Bartels
2009, p. 301)

Moreover, other experiments suggest that the saueons (mainly
V2) mediate the border ownership and the basicaVimatures.

What is the neural code mediating border-ownership®vidence has been found
that synchronous firing ‘tags’ same-border neurass, classic theories on the
binding problem have proposed [...]; instead, thisnse to be mediated by a plain
enhancement of the neural firing rate [1]. Nevedas®l select neurons that coding
for border-ownership the distinct hallmark synctoos firing indicate same/

different coding, but that are part of a networkimectivity (...). (Bartels 2009,
p. 301)

Bartels’ conclusion is that the experiments shoat the early visual
cortex mediate border-ownership, feature bindind ahject-based
attentional selection.

Following the same line of research, let me iniae the
very interesting experiment realized by Seymoual e2009, Bartels
also signed this article). This work refers to lamions of color,
motion andconjunctionbetween color and motion. At the beginning
of their paper, they mention that both features pnecessed by
distinct (even if connected) neural areas: coldhwiobs of V1, thin
strips of V2, and V4, while motion layer 4B of Vi the thick
stripes of V2, and in the V5/MATThus, motion and color seem to be

1 About this work, see below Seymour et al. (2088 Whitney (2009).
2 According to Albright, “neurons in MT (and, to aegter extent, those in MST)
appear to be sensitive to more complex aspectsoévmotion, such as the motion
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segregated at the cellular level, lesions studessops in V4 impair
color perception but spare motion perception, lesiw the V5/MT
impair motion perception but spare color perceptmonfirming this
segregation. (Seymour et al. 2009, p. 177) Obwpifsthere is such
functional segregation, how and where does theitgnadf such
features take placéBeymour et al. realized an interesting visual
experiment. The human subjects perceive two traaspanotion
stimuli, each stimulus having the same two cirdérs and two
motions, the difference being the direction of muoeat of circles-
color (clockwise and counterclockwise). The braios human
subjects are scanned with fMRI. The authors spetlifgt “the
double-conjunction stimuli would be indistinguistabwithout
conjunction-specific responses, as all four feaspeszific units are
active in both conditions”. (Seymour et al. 2009.1p8) | introduce
Whitney’s words about Seymour et al.’s paper:

There were two double conjunction stimuli, both watiich contained the same
feature information (red, green, clockwise, and nterclockwise). The only
conjunction stimuli were the pairings of color amwtion: in one, red was paired
with clockwise motion and green was paired withrdetclockwise motion; in the
other, red was paired with counterclockwise motard green was paired with

clockwise motion(Whitney 2009, p. R251)

The main conclusion of their experiment shows tthet primary

visual cortex includes information not only aboubdtran direction

and color hue but also abowabnjunction of these two features.
(Seymour et al. 2009, p. 180) “Whereas some areawed better
performance as well as biases for decoding onerieater the other
(e.g., V5/MT+ for motion; V4 for color), informatio about both

features and their conjunction was present in wpeavery visual

cortical region.” (Seymour et al. 2009, p. 180) Elexactly,

of extended objects rather than isolated featukdiwright, 1993).” (Reid and Usrey
2008, p. 657)

! Seymour et al wrote that it “remains a matter ebate whether visual-feature
binding is mediated by a temporal code (...), by camitation between visual
areas (...), by feedback connections to early viavaas (...), or by representations
at higher, cognitive stages (...).” (Seymour et 8D2 p. 117) Eternal questions!
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We found that information related to a specific ipgjrof color and motion direction
could be decoded from BOLD responses in V1, V2, V24/B, V4, and V5/MT+.
This constitutes the first direct functional evideraf conjunction coding of color
and motion in the human visual cortex. Because eacible conjunction stimulus
contained the same basic color and motion infownat classifier could not rely on
independent color and motion “feature maps” tostoiguish the two double-
conjunction stimuli. In such a case of joint sdléty, both stimuli would evoke the
same activation. The only factor distinguishing dwmo double-conjunction stimuli
was the unique pairing of features. Therefore, data show evidence for specific
feature-conjunction information throughout the wakgortex. Because the voxels
most informative about color-motion conjunctionsrevéargely distinct from those
informative about color or motion alone, it is pib$s that separate functional units

code for motion, color, and conjunctions of thesattres. (Seymour et al.
2009, p. 181)

The authors of this work also emphasize the linatsspatial-
temporal resolution of fMRI. Moreover, Whitney enagizes some
problems with Seymour et al.'s “clever techniqubgside lesions,
we have to take into account the psychological phgsiological
models of binding based on higher-level mechanisaisp, the
feedbacks from fronto-parietal attentional regiam dreate the
conjunctions are possible; under the illusions’nfeavork, it is
possible for the mechanism of feature binding retrécruited for
unambiguous visual stimuli. (Whitney 2009, pp. REEZ53)

Let me analyze the viewpoint of Seygmouret al@nfran
EDWSs perspective. My intention is to bring furtheritical
viewpoints to this work. As | wrote above, Seymeuial. are aware
of the limits of fMRI and PET. If we add the rolef o
neurotransmitters, the feedbacks from other nearabs, Baars's
global workspace, Edelman’s re-entrant processaghiR’s default
network, Libet's CMF or synchronized oscillatiomsuld we really
precisely localize particular visual features at V2, V3, V4 or V5?
How can we integrate localization/segmentation amegration in

L 4f the neural responses that underlie the fMRILEDresponse were generated by
the individual features (color and motion indepert®, the response to the two
double conjunction stimuli should have been eqeivalSurprisingly, however, this
was not the case; the results demonstrate thatréeednjunctions are represented as
early as V1.” (Whitney 2009, p. R251)
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such conditions? Again, we have to recall Bohr'sthod of
introducing the conditions of observation in defopineural and
mental entities/processes. So, it is very clearubimg the fMRI and
PET, we grasp certain neural features of the taagilable for such
neuroimage tools. The question is what the criteriattribute color,
motion and conjunctions of these features to V¥@are. Could we
correlate certain perceptual features only with fineg of some
neurons? But the “neurons do more than fire splkg®aars and
Gage 2010, p. 96) From the EDWs perspective, we abe aware
of the fact that the brain and the mind (that idelyperception) are
EDWs and therefore we cannot assume that only V¥ arare
“correlated” with color, motion and their conjurani Introspection,
consciousness or the “I” are also involved in sexperiments so we
also have to find the neuronal activities that egpond to such
entities! Through the neuroimage, we get just roagproximations
of localizations. These localized neural patternsrespond, with
large approximations, to particular mental statag, these mental
states are not “observed” by the “I”, they are ‘fi€not parts of the
“I"). The occipital lobe is dedicated, indeed, tsion but this lobe
also corresponds to the “I” and thus the localaratof the exact
visual mechanism becomes very problematic. Agaipelieve that
the development of new tools will facilitate monedamore details
about the localization of visual features in thaitor However, we are
already “lost in localization” (Derrfuss and Mar(@). Using new
tools of observation, we realized that the linke-éntrants or
“conjunctions”) between local or general neuralaagrare present
everywhere. We will need “God’s eyes” for a predisgalization of
the human being who perceives a visual object/scene

Watanabe et al. (2011) indicate as well that weehtp
reconsider the functional role of V1 in visual aemess. Even if

YIn “primary visual cortex, most MU [multi-unit deity] sites respond with an
elevated firing rate to bars or gratings of a ¢ertarientation (Hubel and Wiesel,
1968; Ringach et al., 2002)" but the “LFP gamma-powncreases in a stimulus
specific manner during visual stimulation with arieated grating (Frien et al.,
2000; Kayser and Konig, 2004; Berens et al., 2008Berens et al. 2010, p. 6)
About Berens et al's paper, see Chapter 5 of thikb
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there are psychophysical factors that suggesthieatisual attention
and the visual awareness are two dissociated fingin the visual
system, they claim that they show for the firstdithe differential
neural correlates for these mental functions.

We separately examined the effects of top-dowmttte and visual awareness on
the blood oxygenation level-dependent (BOLD) signghe human primary visual
cortex (V1). We focused on V1 because measurenfemims neuroimaging and
electrophysiology are incongruent for both attemt{e--) and awareness (---), and
hence the lower limit of neural modulation has lmeeoa key question for both

subjects(Watanabe et al. 2011, p. 829)

In accordance with the previous experiments, tleiperiments
based on the BOLD effects reveal that the neuratgsses of top-
down attention act upon the lower level of visuaéctmanism.
However, they found that visibility and invisibilitof visual target
produce nonsignificant BOLD effects in primary \asgortex (V1).

The increase of the BOLD signal with attention id ¥grees with the previous
literature (---). However, the results regardingaesmess in our study challenge the
currently established view that the BOLD signaMh correlates robustly with the

contents of percep{Watanabe et al. 2011, p. 831)

These authors consider that the previous studiesvesh the
awareness modulation on the BOLD signal in V1 jbstause
attention was not correctly controlled during expents. {den) In
this respect, awareness and attention could notideatified.
Nevertheless, typically in the research contexbof days in this
field, Watanage et al. draw the attention upon fiet that their
experiments do not exclude the role of V1 in vismahreness, more
experiments being necessary (for example, those on
synchronization). Anyway, from my viewpoint, tryirtg find the
correspondences between entities and processesbéhaing to
EDWs, especially when the human brain and the f& @ this
equation, the results will always be uncertain. dexactly, visual
awareness and attention are the “I” that correspoodhe brain and
body, so it is practically impossible to identifyregpisely the
difference between the corresponding neuronal ipetiaf activation.
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Regading the visual consciousness, Panagiotaropetlal.
(2012) realized some experiments of the binocuéerhf suppression
on macaque’s brain illustrating that there are emtst two areas
responsible for the visual awarenss and not onéy tre first area is
the traditional one, i.e., the temporal lobe, te& one is the lateral
prefrontal cortex. The previous experiments showbdt the
“perceptual modulation in the temporal cortex wasppsed to
reflect a stage of cortical processing where viambiguity has
already been resolved and neural activity refledt@npmenal
perception rather than the retinal, sensory ingiiRenagiotaropoulos
et al. 2012, p. 932) Their experiments illustratattthe “high-
frequency (>50 Hz) LFPs in the LPFC reflect subjectivisual
perception, while power in the beta frequency b&b8-30 Hz)
exhibited a tendency to decrease during the phemainperception
of a preferred stimulus.” (p. 933) The authors ¢ote that it is for
the first time when particular experiments indicthat the “high-
frequency oscillations reflect conscious perceptrothe macaque
cortex.” (dem) These results support the “frontal lobe hypoisies
of conscious visual perception (Crick and Koch, 89@and the
“global networks of neuronal populations” (Blakedahogothetis,
2002)* (p. 933)

The same kind of problem is illustrated by D’Espmswhat
are the neurons responsible for the delay betwszpresentation of
information and its later use in behavior? Sometequearly
investigations (1971 or 1989) showed that the dhtgrefrontal
cortex is involved in this delay and (based on otbidies) in
working memory. (D’Esposito 2010, p. 208) The pesblappeared
when other studies illustrated that hippocampusdlls considered
responsible for long-term memory) contains delage#fit neurons
(working memory). Other recent studies show thppbcampus has
a role in working memory. However, “the hippocampuey only be
engaged during working-memory tasks that requiremesme to
subsequently remember novel information.” (D’Esfm&010, p. 209)

1 Obviously, the authors should have mentioned Baaucrk.
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Chapter 7

The binding problem

7.1 Introduction

One of the most important problem in cognitive (o@science is the
binding problent. Some authors claim that we need to solve this
problem in order to understand the function of thed and the
relationship between mind and bréifthere are various definitions
of binding, but the classical one (perceptual bigdlirefers to the
relationship between certain activated neural patteof neurons
posit in different parts of the brain that are etated with various
features/properties of an object (color, size, omtorientation) and
the unity of mental representation for that objdttis about the
segmentation-integration  distinction  (partially, lated to
consciousness).

Y In fact, all problems of cognitive neuroscience &ery strongly related (all are
very “important”) just because many of them areupseproblems constructed
within the unicorn world!

2 Roskies (1999) considers the binding problemetddme of the most puzzling and
fascinating issues that the brain and cognitiversz@s have ever faced”. Triesch
and von der Malsburg (1996) regard the binding j[@mbas one of today's key
questions about brain function. Treisman (1996)caugs that a “solution to the
binding problem may also throw light on the problemthe nature of conscious
awareness.” (Velik 2010, p. 994) Also, Schmidt reard that some authors believe
that solving the binding problem would offer aneafiative to consciousness.
(Schmidt 2009, p. 157)

3 “Roskies (1999) regards the problem of consciossras the most mystifying
binding problem of all. She raises the question hemmething as simple and
mechanistic as neural firing can add up to subjiegtivaw feelings, and self. She
asks whether the mechanisms that allow us to atérithe correct color and shape to
an object are the same ones that lead to “the ofiphenomenal experience and if
the solution to the binding problem will be the wan to the mystery of
consciousness.” (Velik 2010, p. 995)
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Different authors like Velik (2010 - who mentionsany

other authors), Treisman (1996, 1998, 1999) PR167), Robertson
(2003, 2005), Feldman (2010), Flevaris, Shlomo Beiind Lynn C.
(2010), Glyn W. Humphreys and M. Jane Riddoch, GodNys,

Dietmar Heinke (2002), and Schmidt (2009) offerimas types of
binding:

Spatial (locatioh) and temporal binding

Part binding (the segregation of parts of an obfjexh the
background, these parts being bound together) gfiaan
1996, p. 171)

Conscious and unconscious binding

Perceptual (unifying aspects of percepts), visualdibg
(linking together color, form, motion, size, anaddtion of a
perceptual object or binding various perceptualecis)),
auditory binding

Range (binding “particular values on a dimensiorg.(e
purple on the color dimension, or tilted 20 foremtation)
are signaled by ratios of activity in a few distipopulations
of neurons (e.g. those sensitive to blue and tosceds to
signal purple). Any system using the “coarse cadingh
just a few distinct populations of broadly tunededéors to
represent fine distinctions along a full range obperties
must combine, and therefore bind, different lewdl§ring in
cells with overlapping sensitivities to represemtrtigular
points on the dimension in question”. (Treisman 6,99.
171)

Cognitive (relating a concept to a percept): bigdim
language understanding; binding in reasoning
Sensory-motor binding, crossmodal identification,d an
memory reconstruction

! Treisman specifies that objects and location seebe separately coded in dorsal
and ventral pathways “raising what may be the rbasic binding problem: linking
‘what’ to ‘where™. (Treisman 1995)
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e Within a single modality, across modalities likensery-
motor integration; cross-modal binding; in actiantrol or
across perception and actton

* Hierarchical binding (“the features of shape-deiini
boundaries (e.g. orientation, curvature and clgsuae
bound to the surface-defining properties that ctreyn (e.g.
luminance, color, texture, motion, and stereoscalgipth)”
(Treisman 1996)

e Memory binding

* Binding in connection with consciousness (a unified
experience)

» Conditional binding (“the interpretation of one peuty (e.qg.
direction of motion) often depends on another (eapth,
occlusion or transparency)”, Treisman 1996)

In this chapter, | will analyze the perceptual ishinding process,
the most popular case of binding. The binding poblclearly
reflects the relationship between parts (differeatts of the brain)
and whole (the unity of mind or consciousness opeeential
subjectivity). (See Chapter 11 of this book) Obwiguit is strongly
related to the framework created by the mind-bpaivsblem and the
problem of representatidhinevitably, in order to solve the binding

YIn this case, there is for instance “Simon effed” case of “compatibility
phenomenon”: “responding with a left keypress smaare and with a right keypress
to a circle is easier when the square is preseammdtie left-hand side of the display
while the circle is presented on the right-hane’i¢Schmidt 2009, p. 152)

2 Obviously, there are other forms of binding oresthotions that refer to the same
thing. For instance Feldman classifies the bindimgblem in this way: feature
binding (associating the visual features with otggcvariable binding (natural
language and other abstract thought), and the aidgeunity of perception.
(Feldman 2010) Garson makes the distinction betvfereational and phenomenal
binding. (in Plate 2007, pp. 781-2)

3 Jackendoff (2002) considers “four challenges” dognitive neuroscience: “the
massiveness of the binding problem that occurariguage, the problem of multiple
instances (or the ‘problem of 2’), the problem afiables, and the relation between
binding in working memory and binding in long-tememory.” (in van der Velde
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problem we need a framework for the mind-brain b Even if

we accept the identity theory, we cannot solvehineing problem:
we cannot identify a mental state with one or mweral patterns of
activation. The binding problem is the hardest jmv people

working in cognitive neuroscience just becausesitai pseudo-
problem. Using modern technology (fMRI, PET, MEG¢.g the

main task for cognitive neuroscience is to solvés throblem.

Essential is the fact that binding is “almost evdrgre in the brain
and in all processing levels.” (Velik, p. 994) Nebeless, if the
identity theory was not correct, if we changed tin&snework, the
solution to the binding problem will arise immeaigt | claim that
the binding problem is a pseudo-problem in any é&awork of

thinking.

The binding problem is strongly related to mental
representation, another very problematic notioodgnitive science
and philosophy of mind. From my viewpoint, we haweaccept that
mental representations really exist, otherwise Ipshgy and
cognitive (neuro)science would lose their statusdgnce. There
have been strong disputes on the status of repetEss that
inevitably involves the status of mental functio(8ee Vacariu et al
2001 or Vacariu 2008)The process of binding refers to certain
mental attributes that represent the propertiesfaf,instance, a
visual object. An object is mentally representetbdigh a visual
mental representation with certain characteristit® arguments for
the existence of binding processes are, for instasgnesthesia
(most common is the case of grapheme-color, i.dingdcolor to
black letters), Balint syndrome (“difficulty localhg different
objects or object parts, changing their directibrgaze, or shifting
their focus of attention from one aspect of thenec® another” and
simultanagnosia - inability to perceive more thare wbject at a

and de Kamps 2006, p. 38) (see also Marcus 200dj {Fe problem of
representation in cognitive science, see Vacar@80

Y In Vacariu et al (2001), three main approachesamayzed: computationalism,
connectionism and dynamical system in relationstipthe notion of mental
representation.
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time). (Schmidt 2009) There are some people whasiden the
binding problem a pseudo-problem or a problem ¢hatbe avoided.
For instance,

If we consider entire cortical regions as a singé&work system acting as one
resonating unit, then a vehicle for uniting dispardeature-bits would be
unnecessary. Instead, the higher level statistiggregate of firing neurons would

unite sets of feature primitive§Hardcastle 1996, p. 262)

or

Arguably the most radical critics are O’Regan aragX2001) “who suggest that the
binding problem (of which they never distinguishffetient versions) can be
dismissed “as, in essence, a pseudo-problem9§). On their view, attempts to
solve the problem are in part motivated by the ahish belief that “the fact that
object attributes seem perceptually to be part clingle object” requires these
attributes to be represented in some “unified kafdvay, for example, at a single
location in the brain, or by a single process”"qp7). This criticism is put forward in
the context of a general attack on the importarfcenternal representations for

perception(Plate 2007, p. 782)
and

Riesenhuber and Poggio (1999) report that the bingiroblem may be only a
problem in the eye of the beholder, but is not asaely a problem for all object

recognition devices and perhaps may not be on¢htobrain (Velik 2010, p.
994)

Plate notices that the binding problem is not jast aspect of
perceptual experience but more important is “holjestts represent

1 On O'Regan and Noe’s position, Plate makes onethef most important
observations about the binding problem for us: §Thay well give rise (as it
apparently did in the case of O’'Regan and Noeh¢oimpression that the belief in
the binding problem is rooted in the naive assusnpthat experiential ‘unity’ must
require some form of neurophysiological unity, preably in analogy to the at least
equally naive idea that an experience of sometigiegn requires there also to be
something green in the head.” (Plate 2007, p. B&&) comments on this paragraph,
in Chapter 7.
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the world and its objects”(p. 785) Moreover, LaRock mentions van
der Velde who emphasizes that the visual awareressot be solved
“inside the brain:

... from the perspective of a neuron buried deepiwithe cortex, the situation is
different. It has only an intrinsic perspective, igth does not allow it to “look
beyond its horizon™ (p. 793). Van der Velde cord#g that solving the object feature
binding problem is akin to solving a global infortioa problem, and thus a solution
to the former problem would involve a processingrapch that extends ‘beyond the

local information obtainable within each of thefeliént brain areas involved(an

der Velde p. 793 in La Rock 2010, p. 252)

This idea also reflects the relationship betwesgrecialization
(differentiation or segmentation) amutegratiorf of neural patterns
of the brain that mirrors the binding probléniSee Bechtel and
Abrahansem 2011) Livingstone and David Hubel inict a model
in 1988 that strongly influenced people workingognitive science:

different visual features (specifically, color, nwot, orientation, and retinal
disparity) were analyzed in anatomically separategssing streams. These streams
would originate in different types of ganglion selin the retina, run through
different types of layers in the visual part of thalamus, and enter different layers

of the primary visual cortex (V1(Schimdt 2009, p. 151)

! The binding problem and the relationship betwadrjest and objects of external
world, see LaRock (2010).

2 “Obviously, the brain must balance the degreeasfiqy and coordination against
the need for local neurons and their neighbors daokvon local functions. There
must be a balance between integration and diffetteonn (Edelman and Tononi,
2000).” (Baars and Gage 2010, p. 89) From an ED®¥spective, integration is the
“I", while “differentiation” is almosta pseudo-notion in cognitive neuroscience. |
used “almost” because differentiation is a methogigal process with useful,
pragmatic results but without any ontological sthttee Chapter 6 of this book.

3 “If each nerve cell or neuronal set representeadufe of visual awareness, then
each nerve cell or neuronal set is aware only of aad not of the whole. The
individual nerve cells may be aware of distincttfieas of visual information, but
this fails to explain the unitary character of dkwawareness. (...) The partial
awareness of individual nerve cells in distinct na¢wlusters does not constitute, or
add up to, the person’s globally unified awarerigssiRock, 2002, p. 252)
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Recent research strongly contradicts this modelthis context,
Schmidt indicates that

neurons in V1 and V2 should not be regarded aslsifepture detectors at all: It is
unlikely that simple visual features are ever ercbdompletely independently of
each other in early visual processing. Insteads @k typically broadly tuned to
more than one feature without being neatly segeebanto different cortical

compartments, which raises doubts about the disddgemetaphor in its strong

form. (Schimdt 2009, p. 151)

This observation supports the EDWs perspective. évaw on the
contrary, Schmidt believes that different sensondatities (vision,
audition and touch) are processed by the spedibdimatomical parts
of the brain and the problem is created by thessmwodal binding”
(see Chapter 10 of this book). From my viewpointeally do not
understand how we can find the differences reggrdihe

correspondences between information that referspéaoticular

features furnished by a single sensory modality aridrmation

provided by the entire sensory modalities. Agaime difference
between features and representation is just a mekbgical

distinction without any ontological status realizeg the human
researchet. As a philosopher, | am really interested only e t
entities/processes that really exist/are (havedadth®logical status)
and belong to the EDWSs. In this context, let me tioyanswer
Schmidt who considers that three sub-problems erteg binding
problem:

First, there is the “establishment problem”, whigtessentially the binding problem
proper: How does the system determine which featbedong together and should
be bound into a single object? Second, there iptblelem how binding is signaled
in the brain: How does the representation of batirdulus features differ from that
of unbound features? Third, it must be explained tias information is read out by
the rest of the system: How does the brain recegaizd retrieve an integrated
stimulus representation where features have beemdbtogether? In addition, a
convincing theory of binding should be able to eipl grouping and object

! About segmentation and integration, see Chaptéttiis book.
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constancy in addition to the binding of stimuluattees at a single location (...).

(Schmidt 2009, p. 152-153)

From an EDWs viewpoint, regarding the first questioask why do
we need to consider the features of an object &g Iseparated and
where are they separated? If the mind has no spiti@nsion (see
Chapter 9 of this book), this question becomes eugs-question.
Our mistake is that we attribute certain featureslof, spatial
dimensions, movement, etc.) that belong to thereateobjects to
our mental representations. However, the mentaksemtation of an
object is not an objegier se so it is very possible that the mental
representations do not have similar features wibisé of the external
objects. Regarding the second question, if bindga pseudo-
problem, we can find, with very rough approximatiothe
correspondence between some wide neuronal patt@nds the
features that construct a mental representation, ther binding
processes do not exist in the brain. The otheriquéatt problems
(recognition, retrieval, grouping and object constg have a viable
alternative only through postulating the being loé t1”, but these
processes are the “I". The object constancy, fetaimce, is possible
only if we consider that any mental representapimuess is the “I”,
an EW without spatial dimension, indeterminate E@bviously,
there are some parts of the brain that are moieeafttr the stimuli
received from a particular sensory system, but wan c
isolate/’segmentate” them only from a methodologiaawpoint.
From the “I” viewpoint, such segmentations are niegless:

I will analyze in the next section the two main eggches
for the binding problem: the feature-integratioredty (FIT, e.g.,
Treisman, 1991; Treisman & Gelade, 1980; Treismars&midt,
1982) and the synchrony or temporal binding “forated
independently by C. Legendy in 1970, P. Milner @v4, and C. von

! These segmentations remind me of Einstein's sperid general theories of
relativity that showed that segmentation like spacel time or gravity and
acceleration are just methodological but wrong arti used by physicists along
centuries! (See Vacariu 2008; Vacariu and VacabiL02
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der Malsburg in 1981” (von der Malsburg 1999, V&li®10) (but |
do not investigate more problematic alternativé® Ibinding by
“convergence” or by “population coding:®

7.2 The “Feature-Integration Theory” (FIT)

One of the most acknowledged alternatives for thdibg problem

is the feature-integration theory (FIT) of attentielaborated by
Anne Treismari.(Treisman and Gelade 1980, Treisman 1996, 1999)
The main ideas are the following:

» The features of a perceived object (color, sizefiong
etc.) are registered automatically and in paraltekarly
stage and represented in certain “feature mapSthmidt
2009, p. 155) “These feature maps are connected to
‘master map of locations,” which encodes the exact

! For these approaches, see for instance, Velikoand Schmidt (2009). Related
to these approaches, see the “convergent hierafotucling” or the “combination
coding” (Velik 2010). Another alternative is thenting by “recurrent processing”
elaborated by Lamme and Roelfsema. (Schmidt 2009)

2 Treisman points out several mechanisms that maeggonsible for the binding
processes: the “grandmother cells”, the local ealéemblies, the detection of
temporal contiguity, the synchronized firing (1996,171). For me, Treisman’s idea
is very important (in at least two articles) thiaese mechanisms are not mutually
exclusive. Considering the mechanisms are compleamgrsome researchers try to
combine different alternatives in creating new mea¢ binding but the framework
is still the unicorn world.

3 Interestingly, for the “experimental psychologgearchers, two papers on binding
by Anne Treisman in the 1980s set the course farlyéwo decades (Treisman &
Gelade 1980; Treisman & Schmidt 1982). Treismaféature integration theory’
(FIT) became not only the most influential theofybinding, but also the most
influential theory of attention.” (Holcombe 2009)

4 41) Features like color and shape are represesggdrately in the brain, but for
each feature (such as red) there is a feature mdipating the location of each
instance of the feature in the visual field. Bytwé of the position of the units that
represent the feature relative to the others inntla@, a location tag is implicitly
included and activity of a unit signals both featudentity and location. 2) The
objects of a visual scene initially cause represt@nis of the various features of all
the objects to become active. The system does @ibtepresent which features
belong to the same object.” (Holcombe 2009, preprin
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positions of objects in visual space”. (Schmidt 200.
155)

 Later, with the help of focus attention (spotligittzoom
lens that work in a serial manner) certain features
(presented in the same “fixation” of attention) are
combined to form a single unitary object. (Treisnaard
Gelade 1980, p. 97) Conjunctions of various featureed
focal attention that acts serially to each locati¢®chmidt
2009, p. 132) More exactly, the “window of attentio
scans a “master map” of locations.

» Selecting the features currently active in corresiiag
locations of various specialized feature maps, and
suppressing those in other locations to preverdneous
binding. The selected features are assembled to &or
“object token” and are compared to the stored sgmtations
to identify the object. (Treisman 1996, p. 172)

In other words, the process of binding is realizgda common
location (“common location tags”) of different feats? One of the

1| emphasize that the FIT refers to the spatiargin, while the “synchronized
oscillations” approach refers to the temporal bigdiRobertson 2003)

2 «3) Binding happens when attention is directedatgarticular location. The
neurons corresponding to this location in eachufeatmap become active to the
exclusion of those in other locations, and theus occupying the location are
bound.” (Holcombe 2009, preprint) (See also L. Rtdmn 2003 or Schmidt 2009, p.
155)

3 “Extensive evidence suggests that the bindingsfal features into unified objects
requires focused attention (see, e.g., Cohan &IR&f91; Eglin, Robertson, &
Knight, 1989; Friedman-Hill, Robertson, & Treismah995; Humphreys, 2001;
Treisman, 1999; Treisman & Gelade, 1980; Treisman S&hmidt, 1982).”
(Delvenne, et al. 2010, p. 108) However, theremaaay critics against this theory.
For instance, there are models “without any roledtention in binding, can also
explain visual search performance (Rolls & Deco 20Hckstein 1998). These
alternative models imply that the nature of thedbig process cannot be determined
from visual search results alone. Visual searchltesre affected by many factors
such as image segmentation mechanisms, local sali@ocessing, and crowding,
making it difficult to isolate the binding procesfelvenne, et al. 2010, p. 108)

4 Many experiments try to prove that the locatiogstaupport the binding process.
(Delvenne et all indicate, for instance, StevenvBhiest al. 2008) On the contrary,
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most important arguments for the formation of ‘§ituy

conjunctions” is that, without attention, the camjtions could take
place accidentally, creating such illusory conjioret since the
features of unattended objects are “free floatwgh respect to one
another. (Treisman and Gelade 1980, p. 100) “Ifgsmnjunction

may also occur if attention is diverted or overlead (Velik 2010,

p. 998)

After its first appearance, this theory was chandsd
Treisman or other researchérs the main article (1980), Treisman
and Gelade mention that the binding problem is exblby focal
attention and top-down processihgp. 134) Top-down processes are
involved in different mental processes like knovgedexpectation,
and memory. Important for me is Velik’s remark:

Treisman and Gelade (1980) suggest that, besidassdd attention, contextual
information and past experience play a role in inigdof features. Even when
attention is directed elsewhere, subjects are elylito see a blue sun in a yellow
sky. Hommel (1998) points out that we experiengedltronstancy despite changes
over time in some of the features. This cannot i#amed by a merely temporal

integration through attendifgVelik 2010, p. 998)

Delvenne et al. suggest that the location tagsdcawdt support the binding
processes. (Delvenne, et al. 2010)

! “Evidence for such ‘free-floating’ features com&®m experiments where
observers view brief displays of various objectslamconditions of diverted or
reduced attention.” (Schmidt 2009, p. 149)

2 “More recent theories extending Treisman’s worlg(eJeremy Wolfe's ‘guided
search theory’) view the master map as a map @oblgalience,’ that is, the degree
to which an object differs in its features from tieenaining objects. They stress the
possibility of controlled preactivation of featuneaps, which allows searching for
single features as well as feature conjunctiorfch{mdt 2009, p. 155)

3 “Frith and Dolan (1997) as well as Miller and Coh@001) identify the parietal
and the prefrontal cortex as sources of these toprdnfluences.” (Velik 2010, p.
998) As we see below, Treisman offers empiricabdat support the idea that the
parietal zone has a major role in the binding psees.

4 Zmigrod and Hommel suggest that the “spatiotenipooatinuity is crucial for
object persistency (Gao & Scholl, in press; Miti&fAlvarez, 2007; Yi et al., 2008)
and that the impression of a continuously existitgect begins to fade if visual
objects disappear for more than half a second @utR52), at least in the absence
of bridging events (...).” (Zmigrod and Hommel 20p1150)
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Obviously, the role of spotlight attention is tceperve the feature
bindings in the visual short-term memory. Withoatds attention,
the representation of object disappears from memonyy its
features are preserved. Nevertheless, it seemsthikatong-term
memory is also implicated in the construction gfeaceptual scerte.
Memory is necessary to preserve the constancypef@eptual object
even if some parameters of the visual scene amgelda Knowledge
for expectation and prediction seems to be involivethe binding
processes for perceptual objects (events) abouthwtiie subject
already has some knowledge that is acquired dutnagning
(habituation) procességsrom my viewpoint (but Uttal’s skepticism
supports this idea), we cannot make any distinctjoat even
methodologically) between the binding processetenabn and
memory. The same verdict is true for the distincti®tween high
and low levels or between top-down and bottom-tgractions.

In 1988 and 1990, Treisman added to her theorynthi®n
of “feature-selection process” for the cases “whenghly
discriminable features appear to group and allopidrar parallel
conjunction search.” (Treisman 1999, p. 106) It about the
inhibition of locations from the feature maps tlaintain some
unwanted features. Treisman appeals to Edelmanéntrent
connection$ and Damasio’s convergence zomse as to mirror the

! Even if Treisman quoted Wolfe (“Vision exists imetpresent tense. It remembers
nothing.”), the relation between vision (featuresl aheir binding) and memory is
under a strong debate.

2 “Through top-down processing, in a familiar confelikely objects can be
predicted. In misleading context, this route toeabjrecognition can give rise to
errors.” (Velik 2010, p. 998) Or “frequent exposuihabituation] to a conjunction
stimulus (for example, colour and shape) can precinding that does not require
attention.” (L. Robertson 2003, p. 95)

3 “One possible mechanism of feature binding, adogrdo feature integration
theory, is reentrant processing (Treisman, 199@duvier and Anne Treisman
2010, p. 424)

4 McNorgan, et al. (2011) develop Damasio’s “coneeice zone”: the “multimodal
semantic integration occurs in multiple convergezomes organized in a deep
integration hierarchy”. (p. 227) As we will see @& McNorgan et al's alternative
for the binding problem is “a deep integration arehy in which modally
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neural implementations of such mechanisms. (Traish®®6, p. 175
or 1999, p. 105) Anyway, Treisman is aware of thet fthat her
model needs improvements. This adoption of suchitiposis
common for someone working on a pseudo-problenbainty aware
that the approach needs more “improvements” (oi, eall them,
Ptolemaic epicycles)! Based on the research fromabs (fMRI,
PET, event-related potential), Treisman concluded the parietal
zone has a major role in binding the mental featusé mental
representation that represents an external objd&96; 1999;
Treisman and Kanwisher 1998) Supporting this idleere are cases
of damage to the parietal lobes that produces thesory
conjunctions (Reynolds and Desimone 1999 in Velk@ p. 998).
Balint’'s syndrome is also an example of brain deenadated to the
binding problem: it is about the inability to lozd objects or the
inability to see more than one object at the sanmeet
(simultanagnosia). (Treisman 1996, 1998, L. Rober2D03)

Against FIT, there were various critics. For ins@nif the
binding process is solved through top-down procéese would be
a problem between the speed of such processeshargpeéed with
which an object is recognized by the subject. Meegoif attention
is a serial process and vision is a parallel pmdiere is no time for
attention to search for all possible feature comtims. (Velik 2010,
p. 998) If location tags support the binding precdbere are some
experiments that illustrate some temporal probldmsveen the
identification of constituent features and the bigd process.
Important is that

no chronotopically-organized visual areas have eend, raising the issue of how
features might be tagged temporally. Temporal @ggvould be unnecessary if all
features were processed in the same amount of Bukfeatures have different
sensory latencies and processing times (Schmoleskgl. 1998). Perhaps the
perceptual systems have a scheme for tagging the that features actually

distributed information is first integrated in sieghodality convergence zones,
which then feed into cross-modal convergence zbrips.219) From an EDWs
perspective, convergence zone is among the wdeshatives against the evolution
of the brain.
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occurred in the world, as opposed to when theyidmetified by the brain (Nishida
& Johnston, in press), but this is not yet undest(Delvenne et al. 2010)

As we will see throughout the following chaptetse times of the
mind-EW and the time of the brain processes arste&pblogically
different times. So, trying to “correlate” varioogental and neuronal
processes represents a mixture of EDWs!

Mentioning the work of Riesenhuber and Poggio (3999
Velik introduces another critic against FIT: in srsituations, the
object recognition does not depend on some top-dpracesses.
Gray claims that, in such cases, some “mechanibatsact prior to
attention and also serve to attract it (Gray, 199&@puld be
necessary. (Velik 2010, p. 998) What happens with knowledge
acquired through the attentional spotlight whemdaves from one
location to another? In this case, memory is necgs® preserve
this information, so we have to combine the bindimgcesses with
memory and attention! The neuronal corresponderme tliese
processes is obviously the entire brain.

The results of some experiments contradict thaet ithat
attention has any role in the binding processesisTthe features
remain bound in the visual-short-term-memory withthe need of
attention: Kihara and Yakada (2010) consider that “when veawa
natural scene, we are consistently aware of aesimghct image, not
separate multiple images depending on each sphtgluency
channel. This indicates that information from thekannels must be
integrated prior to awareness.” (Kihara and Yakada0, p. 2158)
From this statement, we can deduce that atterdiooti necessary for
the integration of an image. Making some experisiant the delay
recall task, Gajewski and Brockmole (2006) try tlarify the
relationship between attention and visual workingenrory.
Following Treisman’s idea, attention is indeed mseey for the
binding object features and has a role for therimédion that is
accounted within the visual working memory. Also,ithout
attention, there are illusory conjunctions. (Gajeivaand Brockmole

! Different authors are mentioned by Delvenne e2@10, p. 108.

151



2006, p. 585) Nevertheless, without attention, wendt remember
the features independently but “integrated objactsstored in visual
working memory without need for continued attentiofGajewski
and Brockmole 2006, p. 581) In the visual workingmory, a
human subject memorizes an object as a wholeisrdéleted from
memory. (Gajewski and Brockmole 2006, p. 586) Vol &Rich
indicate that there have been certain recent delmtethe role of
attention for the binding proceSsNevertheless, Vul and Rich’s
experiments show that the conjunction of two fesduis just
statistically equivalentto “two independent samples from a
probability distribution (attentionally selectedgren) in both space
and time.? So, crucially, their conclusion is that the birgliprocess
does not need a special mechanism of selectivetiatté (Vul and
Rich 2010, p. 1173)

L «Although psychophysical and physiological evidersuggests that conjunctions
are represented in primary visual cortex (SincichH&rton, 2005) and are formed
without attention (Humphrey & Goodale, 1998) onsciousness (Vul & MacLeod,
2006), conscious perception of objects seems tinefeature binding by attention
(Treisman, 2006).” (Vul and Rich 2010)

2 vanRullen et al. consider that the illusory comjions are created just frotocal
“features of the neighboring objects”. (VanRuel005, p. 3142) They show that
the binding process does not need attention. Nesleds, Hollingworth and
Franconeri claim that the visual system gets infdiom from different sources for
establishing continuity across perceptual intefaupt that is for solving the
“correspondence problem”. (Hollingworth and Frare®r2009) (“Correspondence
problem”: perceptual interruption (ex. brief océtug produces gaps in perceptual
input. However, the visual system establishes spoedence between objects
visible before and after the disruption.) “Neittsgratiotemporal nor surface feature
information will always provide a reliable solutido the correspondence problem,
however. Both are potentially prone to error.” (lHamworth and Franconeri 2009, p.
165) For me, it is clear that for the corresponéepooblem the brain needs to
interact with the external environment, but the dnihas to be an EW. (The
correspondence problem is strongly related to filimt)” gap process.)

3 In other words, the visual attention is a “sampliprocess in selecting visual
features for conscious perception, and that theroiadditional ‘binding’ process:
Veridical binding is just the limiting case of thsampling process, when the
spatiotemporal window from which features are irefefently sampled is narrow
enough to contain only one object.” (Vul and Ri€1@Q, p. 1174)
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7.3 The synchrony or temporal coding theory (tempaal binding)

7.3.1 Oscillations — a general framework

An alternative to the superposition problem of dapan coding and
the combinatorial problem of convergent hierarchaading is the
temporal binding hypothesis initiated by C. Legend®70), P.
Milner (1974), and C. von der (Malsburg 1981). (\Mer Malsburg
1999) The binding processes are realized throughsyimchronous
neuronal oscillations under different frequencielsing EEG or
MEG, the electrophysiological signals are obtaiatthe scalp level,
signals that mirror the “synchronization of wealkhaptic currents
across a large number of neurons: scalp signateftre necessarily
reflectsynchronizedeural activity” (Tallon-Baudry 2009, p. 322) or
“rhythmic modulation of discharge activity (neurbmacillations)”.
The coupling of neurons through synchronization edels on
adjusting the phase relationship or the frequerfcgetls from that
neuronal group. The phase of an oscillation fursstine window for
processing information. The inputs in “good phas&'the ongoing
oscillation are selected, whereas the inputs ind“lpnase” are
suppressed. (Moser et al. 2010, p. 199) Thereeidhyipothesis that
the synchronization between different areas iseagu through zero-
phase lag between the same frequent-oscillatonyitees.

When two brain regions fire in synchrony with a tage, the term phase locking is
more accurate than synchrony. Sound waves echniagcanyon are phase locked
but not synchronous, because they echo back arld fath a brief lag time.
Because neurons also take time to send their axapikés, there is a lag time in
echoing among related brain regions, leading te@hacking rather than synchrony.
Both synchrony and phase locking are commonly ofeskin the brair. (Baars

and Gage 2010, p. 252)

! “Intracranial EEG (iEEG) has a far better sigrmhbise ratio than scalp EEG,

since it is recorded from the brain itself. IEEGtages typically are measured in
millivolts; scalp EEG is measured in microvoltBa@ars and Gage 2010, p. 262)

2 “5ometimes perfect synchrony is not attainablethsa there is a brief time lag

between the peak of the wave in one place (likehtppocampus) and another place
(like the frontal lobe). In those cases, the betéem is phase locking or phase
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The results of certain experiments showed thatz#re-phase lag
synchronization can occur over local brain areatame distances
(between hemispheres, Engel, Konig, Kreiter et18P1), even if
there are great conduction delays of pathways tasinect the
synchronized neural groups. (Moser et al. 20120p)

A power increase in a given frequency band at aotelde or MEG sensor is thus
considered as measure of local oscillatory synghrprobably generated through
local, within-area neural interactions. Long-ramgeillatory synchrony, thought to
arise from between-area recurrent feed-forward/feszk loops, is best
characterized by phase synchronization (...), althosgme care has to be taken

when using this measure at the scalp level ¥.(allon-Baudry 2009, p. 322)

According to Baars and Gage (2010, p. 107), thenni@quency
bands and their features are the following:

» Delta wave (less than 4 Hz) - the slowest wave \likh
greatest amplitude, typically for deep sleep (usc@us)
states. If our awareness about the external wartitedses,
delta wave increases.

» Theta wave (3.5 to 7.5 Hz) — available for sleegiest and
meditation  or, creating communications between
hippocampus and cortex, is involved in short-terenmry
and memory retrieval tasks.

« Alpha wave (7.5 to 13 Hz) — discovered by Bergethm 19’
century, arises in relaxation moments (the eye<lased; if
the eyes are open, alpha wave is attenuated).

coherence, a little bit like a syncopated ‘off-behythm in music. It is synchrony
with a time lag.”(Baars and Gage 2010, p. 261)

! For Singer, “it is not too unexpected, that logalma oscillations had the same
power in the conscious and unconscious conditiohatdistinguished these two
conditions was the global synchronization of logainma oscillations. This suggests
that conscious processing requires a particulaamhyral state of cortical networks
that is characterized by a brief episode of vergcige phase locking of high
frequency oscillatory activity. We propose thatstiparticular state, because of its
short latency and because of its global cohereseries as trigger event for the
access to conscious processing.” (Singer 2009)p. 4
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» Beta wave (13-26 Hz) — irregular, low voltage aablé for
waking conscious states, symmetrically distribuitedboth
hemispheres (most evident in the frontal area).

« Gamma wave (26-70 Hz centered around 40 Hz) —
available for conscious states (conscious peraeptiand
other cognitive states) and in REM dreams (rapigsey
movement sleep) leading to communication betweean th
cortex and the subcortical areas.

Importantly, the EEG results grasp only the surfadewaves;
underneath the visible EEG, there are various kwofdmteractions
among waves (locked in synchrony with each othkgsp-locked,
transiently coordinated, cross-frequency couplingjh different
ranges, (recent discoveries indicate ranges frd @ 1000 Hz).
(Baars and Gage 2010, p. 254, Chapter 8) Nevesthekaars and
Gage emphasize the idé&eep in mind that brain rhythms are a
moving target, as new evidence appears with renfdekeapidity.”
(Baars and Gage 2010, p. 261)

Segmentation up to 90 Hz, for large distances,eis land
gamma oscillations between 30-60 Hz, consciousizesssociated
with phase locking of gamma oscillations acrosselyidistributed
cortical areas, while unconscious processes aceiassd with local
gamma oscillations. (Singer 2010, p. 165 or 2009y Singer (as
well as many other people) mentions that the finiag (discharge
rate) is for some particular features, while sypaimation correlates
these features. (Singer 2010, p. 164) (See alge62009) Moser et
al. indicate that the phase of oscillations (re&atiming) is used for
coding. (Moser et al. 2010) The responses of symibed cell
populations to the strong excitatory inputs on tiseng phase of
oscillation are earlier comparing with the respengeweak inputs.
Therefore, the “intensity can be encoded duringisgiin relation to
the oscillation phase. This is a convenient wagading, since the

1 As we will see below, the actual taxonomy of ganiraad is low band (30-60 Hz)
and high band (60-120 Hz).

155



latency of first spikes already contains all infation about the
amplitude of the driving input.” (Moser et al. 201¢. 199)

Oscillations are necessary to synchronize the spike as to
propagate them in sparse networks and the spikesdi‘has to be
adjusted with high precision for the definitionrefations in learning
processes such as spike timing-dependent plasticitgen) The

information about the input amplitude or the relaships between
distributed processes is to be found in the timiglgtions between
spikes or between spikes and the phase of a papulascillation.

(Moser et al. 2010, p. 200)

An oscillatory modulation of membrane potentialgctsas occurs in oscillating cell
assemblies, confines spiking to the rising slopehef depolarizing phase. Thus,
spikes emitted by networks engaged in synchronossillations become
synchronized. The temporal precision of this syonfmation increases with
oscillation frequency. In the case of gamma og@ifes, output spikes can be
synchronized with a precision in the range of a faeilliseconds. Because of the
coincidence sensitivity of neurons, this synchration greatly increases the impact

that the output of synchronized cell assemblies drasubsequent target neurons
(Moser et al. 2010, p. 199)

As we already know, the very recent topic of cdgaineuroscience
is the integration of different neural patternsaativation that are
correlated with particular mental functions (in thsual binding
problem it is about the features of perceived stodject). The
activity of certain neural patterns is responsfblethe presence of a
particular mental (perceptual) feature, while giagpall such
features in one (perceived) entity is due to thachkyonization
processes. Such integration is correlated with thaty of
consciousness/mind/ subjectivity (the binding peabls the unity of
perceptual scene/object).

In a very recent book (Philips, von der Malsburd &inger,
2010, are the editors) the main topic is the dyearoiordination in
the brain/mind. Mainly, it is about the same thing: “coordinating

1| am interested in introducing in a footnote #iestract of von der Malsburg’s
paper from 2010: “Trying to apply our everyday cepicof coordination to the brain
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interactions are those that produce coherent alayamt overall
patterns of activity, while preserving the esséntiadividual
identities and functions of the activities coordedi." (Philips, von
der Malsburg and Singer 2010, p. 1) So, the masblpm is how the
brain combines local with global information (“rétmal Gestalt
organization”) (information that is correlated wilitlcal and global
mental functions/state$)There are two main mechanisms to get the
coordination in the brain: by the gain modulati@yr@aptic gain
changes, activity-dependent gating - “when derdgtgments are
switched off by shunting inhibition” - the activati of synapses
along a dendrite is change, etc.) or by the symuhation of
oscillation patterns. (Moser et al. 2010, pp. 198i8wever the gain
does not fit quite well with the speed and flextpilof cognitive
processes. Therefore, the oscillatory synchronycaguh is a better
alternative and this is the main reason why quitenynpeople

raises a number of fundamental questions: Whateésature and meaning of local
brain states that are to be brought together? Oat whounds are they to be
coactivated and connected? What is the nature ofnmgful structural
relationships, and how does the brain learn therhat\i¢ the role of focal attention?
How does the brain assess its current level ofdination? How do brain states
address goals? What is the nature of our envirotisnstatistics, and how is it
captured by the brain? What mechanisms endow lisaiamics with a tendency to
fall into coordinated states? Some of these questi@em to be difficult to address
within the current experimental paradigm.” (von Malsburg 2010, p. 149) This
abstract reflects directly the situation of cogr@tneuroscience in our days! In fact,
we already saw other authors that ask the sameite gelated questions. Thus, it
seems that the progress of local knowledge (mamheuroscience) does not offer
any general direction of research (or framework wedrking) in cognitive
neuroscience.

! Coordination is quite similar with the binding pesses. For von der Malsburg,
coordination “is the ability to create internal ses that capture the reality of
environment.” (von der Malsburg 2010, p. 155) le thrms of the book edited by
Philips, von der Malsburg and Singer (2010), theralesynchrony oscillations and
the vector coding are two processes that are distind complementary processes
that can be correlated with various cognitive psses.

2« . synchronization probability appeared to depencthe Gestalt criteria that the
visual system applies in order to accomplish sceegmentation and perceptual
grouping (Gray and Singer, 1989; Gray et al., 1989inhger 2007)
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accepted it in our days. Among the groups of nesjyrirequency and
phase adjustments are necessary for the seleotitiag activity and
the dynamic gating of interactions between neurehs Moreover,
through the same mechanisms, the groups of neucans be
connected into coupled assemblies or segregated fimictional
subgroups. The oscillations with these mechanisomulti serve
three complementary functions: gain control, sétecand flexible
routing of information between neuronal groups, &omnation of
coherent representations.” (Melloni and Singer 2Gi020) Neural
oscillations establish the relationships (“coortio@l) among
distributed neurons through synchronization. Neéhadess, it is
certain that the oscillatory synchrony is not timdyanechanism for
coordination in the brain and all these mechanmmsomplementary.
The features of a perceptual object are encodethet
subcortical levels, while the object as a wholes tklationships
among these features, the relationships betweereghesentation of
this object and the representations of other opjécim the same
external perceptual environment are encoded byadattical
neuronal connections and “iterative recombinatiérfeed-forward
connections from lower- to higher-order neurohglinger 2010, p.
159) Obviously, the brain has a hierarchical strreetwith systems
and subsystems, neural codes and oscillations fdieeatd and
feedback signals and other entities and proceda#sall these
elements have to be correlated with mental funsteomd the unity of
human subject. The problem is that the neural petténodalities or
subsystems) have to beliable (“neural codes must code for the
same thing when used at different times and irehfiit contexts”)
andflexible (codes must be used in different ways at diffetenés

1| return again to Bohr’s principle of complemeitiarThese “mechanisms” are not
complementary of a “thing-in-itself’ (we have tawember Bohr embraced Kantian
noumen-phenomen distinction, see Vacariu 2008)itlisipossible to be phenomena
that belong to the EDWs!

2 We have to recall that “other entities and proes’sare neuromodulators, the role
of glia cells, in fact all the activities of thetam brain. In this context, it is quite

impossible to identify the exact correlations betwea mental state and “some”
neuronal processes.
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and in different contexts”.(Philips, von der Malsburg and Singer
2010, p. 2) The relational information encoded fffecent neural
areas under the dynamic coordination frameworktbahange in a
context-, task, and goal-dependent way. (Mosel.204.0, p. 194)
We have here the strong dynamic of parts of thintmavironment
interactions and the stability of the “I” but alsbe plasticity of
mental states. We cannot correlate the exact gyalbiith rapid
changes since these processes belong to the EDWs.

Notions like “coding” and “coordinating interactis’ are
applied at each level of neuronal processing frbendingle-unit to
the population coding that form the hierarchicalcure of the
brain. The frequency bands are the most attrattivkto grasp the
neural “integration”. Von der Malsburg is among tfiest who
introduced the binding-by-synchrony hypothesis. ido&r, we have
to integrate the frequency bands before talkingualibe binding
problem. For any perceptual scene, we do not neea Svectors of
activity” able to grasp all the entities and thesfations from that
scene, but the “dynamical graphs” that change mepally. (Moser
et al. 2010, p. 204) Any researcher from cognitieeiroscience tries
to explain which neural states are correlated \eiich perceptual
feature (segmentation/localization) and the inteégnaof all these
features in one perceptual scene (the binding enaplIn order to
get a mental representation for a perceived oljecing those neural
patterns, there is a temporal correlation or a Issordzation of
neurons firing. It seems that we cannot talk of biveling problem
without taking into account the segmentation/Ilazion problent.

! These notions are strongly related to notions $ikgmentation/localization and
integration (see Chapter 6). In philosophical terings about the combination of
localism with holism (whole-parts relationship). Maauthors from the book (2010
Philips, von der Malsburg and Singer eds.), fromcWH insert many ideas in this
presentation, are the result of a conference on“dgaamic coordination”, the
whole-parts relationship being the central notion.

2 In the past, the segmentation processes was neprohlem in cognitive
neuroscience. Only after the results offered by apparatuses (fMRI, PET) in the
last 10 years, we can talk about the segmentatioisigm/the localization problem.
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With the actual technologies or inventing new appsges, could we
solve this problem in the future?

7.3.2 More details about frequency bands, activateglral areas
and cognitive functions

Tallon-Baudry draws the attention upon the fact,tlim the past,
each frequency band was associated with a cogritimetion or
state: delta waves were associated with sleepaltHHnd with
memory, alpha wave with vigilance fluctuations (moecently, with
mental imagery and other mental processes — Badr&age 2010,
p. 270), beta and gamma ranges with active awaigestand later
with feature binding, attention, and memory. (Tai®audry 2010, p.
239 or 2009) Quoting different authors, she offaier examples of
actual associations: gamma range (plus alpha rdogéhe binding
perceptual features, from theta to gamma frequéacyls (but also
alpha frequency) for various attentional tasksoorefpisodic memory
encoding and retrievalgamma and beta range for visual short-term
memory: (pp. 239-40 or 2009, p. 326) In an article pulditin the

! Theta (also alpha) seems “to ‘carry’ gamma odidles in much the way an AM
radio frequency carries a voice signal.” It playsog in episodic memory being
involved in actions of frontal lobe and hippocampus

2 Enumerating the work of some researchers, TallandBy indicates that the
process of repeating the presentation of the sasumlvstimulus has in impact on
gamma band scalp EEG oscillations [...] and gammatteescillatory synchrony in
hippocampus and medial temporal areas. “Interdstinigpending on whether the
repeated object is meaningful or meaningless, gaosuoélations either decrease or
increase [...].” (Tallon-Baudry 2009, p. 325)

3 Apparently in opposition with these correlatioitstheir experiments, Nicolaev et
al. found no association between perception andatdur of synchronized
oscillations in other frequency bands (includingngaa band), except beta band.
(Nikolaev et al. 2009, p. 15) Nikolaev et al. trg bffer a support for this
discrepancy, i.e., the size of n sizes of synclmemhinetworks and the frequency
band: the higher the frequency, the smaller the. $idamma-band synchronization
is generally responsible for local communicatiomoas short cortical distances,
whereas beta frequencies can synchronize over locweduction delays, that is,
between more distant brain structures (Kopell e2@00). Thus, it is plausible that
the significance of beta band in our results is @sequence of the spatial scale of
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same book (2010), Singer indicates some cognitivactfons
(binding, attention stimulus selection, and conssigess) associated
with various bands of synchronizatibiollowing the results of the
last ten years of research, it is already accetitedmore precisely
the subdivisions of some frequency bands (for msagamma sub-
bands) correspond to particular cognitive functiand vice-versa.
Various researchers try to prove that the intepastiwithin
large-scale cortical areas (i.e., communicationragnarious cortical
areas) are produced by some long-range synchrarizabf
oscillatory signal$.Singer specifies that the synchronization among
distant neuronal areas occurs at oscillationsetatbr beta frequency
range; synchronization among local groups of neurisnproduced
by gamma oscillation§As | mentioned above, the oscillations in
different frequency bands can coexist and exhibiglex phase

our measurements (about 8 cm).” (Nikolaev et ab®®. 15) Nevertheless, the
gamma band is responsible for both local and gldisé&nces.

11t seems that the conscious processed stimulasseciated with global, widely
distributed cortical areas phase locking of gamnidlevunconscious processed
stimuli with local gamma oscillations (Melloni €t 2007). (in Singer 2010, p. 165;
or Le Beau 2010, p. 32) However, gamma-band alpeap during REM phase of
sleep and hallucinations. (LeBeau 2010, p. 32) Abmnsciousness and neural
synchronization, see Singer (2009). About synchramg perception, attention and
memory, see Jensen et al. (2007).

2 For instance, “... the same fronto-parietal netw@uschman and Miller 2007) or
the same visual (Wyart and Tallon-Baudry 2009)actthry (Cenier et al. 2009), or
audio-visual (Chandrasekaran and Ghazanfar 200@jorrecan engage into
oscillatory synchrony at distinct frequencies, ilved in distinct cognitive
functions.” (Tallon-Baudry 2010, p. 24)

3 “Long-range oscillatory synchronization has beemgested to dynamically
establish such task-dependent networks of conézfibns (Engel et al., 2001; Fries,
2005; Salinas and Sejnowski, 2001; Varela et BD12." Hipp et al. 2011, p. 387)

4 “Task-induced changes in synchronization or cehee have been reported at the
level of individual regions during sensory integyat (Roelfsema et al. 1997),
selective attention (Fries, Reynolds et al. 200dgrking memory (Pesaran et al.
2002; Howard et al. 2003), and motor control (Crehal. 1998). Between distant
cortical regions they have been reported duringeabjecognition (Varela et al.
2001), working memory (Jones and Wilson 2005), {tergh memory encoding (Fell
et al. 2001), visual attention (Gregoriou et al02)) and sensorimotor integration
(Roelfsema et al. 1997).” (Moser et al. 2010, @)20
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relations (Roopun, Kramer et al. 2008 in Singer®@Qi 162)" In
this context, we have the “nested relations” hypsith (Singer 2010,
Moser et al. 2010) necessary to encode the conmpuality (for
instance, the representation of composite percembpects and
movement trajectories).

Very recently, Hipp et al.(2011) argue that beta-band
synchronization (20 Hz) works in fronto-parieto-jmital areas,
while gamma-band synchronization (80 Hz) in cem¢mporal
areas Hipp and colleagues analyze the results of EEGrdings in
the human subjects that report the alternation opeaceptual
ambiguity (audiovisual stimulu8)Regarding beta-band synchronization
they show that the

! Engel et al. (2001) introduce the hypothesis diféérent frequency bands mediate
both the bottom-up and the top-down interactiorodlgh synchronization. (Velik
2010, p. 999) It is quite clear that different skes of interneuron have different roles
in producing different types of oscillatory actiwi{Somogyi and Klausberger, 2005;
Grillner et al., 2005 in LeBeau 2010, p. 31)

2 “go-called nested oscillations attracted a gressl f interest because of an
influential model of memory storage that would agaofor the limits of human
memory capacity by an interplay between theta amdnga oscillations (Lisman and
Idiart 1995), and there is growing evidence in hosndor such theta/gamma
relationships (Canolty et al. 2006; Sauseng &(418).” (Tallon-Baudry 2010, p. 243)

3 “The authors developed a new analysis method basesl combination of beam
forming procedures and cluster permutation statidtiat allows an unbiased search
for synchronized networks across the entire humrambThe subjects’ task was to
judge the configuration of an ambiguous audiovistahulus consisting of two
approaching bars that crossed over and then caatiha move apart from each
other. At the moment of contact a click sound wa#syed. Perception of this
stimulus spontaneously alternates between two batscing off each other or
passing one another, the addition of the clickéasing the relative frequency of the
bouncing percept, which indicates polymodal intégra” (Singer 2011, p. 192)

4 “To avoid the encoding of false relations (conjtimns), these ambiguities need to
be resolved before signals can be subject to gnguim the respective convergent
pathways. This sorting of appropriately groupabésponses must occur in a
context-dependent way at each level of procesgintpw levels, it is indispensable
for scene segmentation; at high levels, it is neglifor the disambiguation of
simultaneously configured distributed presentatigassemblies) (Wang 2005).”
(Singer 2010, p. 160)
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intrinsic fluctuations of synchrony may predithe subjects’ alternating perception
of the constant physical stimulus. Indeed, we fotimat beta-synchrony was not
only enhanced during stimulus processing but atedipted the subjects’ percept of

the stimulus (Hipp et al. 2011, p. 389)

So, some experiments show that the temporal steiaifi activity
patterns indicates the states of “expectancy” ati¢gation” before
the appearance of stimuli. (Engel et al., 200162010, p. 999) It
seems that the fluctuations of large-scale betatsymy determine
the perceptual interpretation of stimulus. (p. 388)p et al. propose
that beta-band synchronization is the mechanistmtlealiates large-
scale interactions among frontal, parietal and asttiate areas.
Gamma-band synchronization is involved in the sttbjgercept of
the ambiguous stimulfisand is directly linked to the cross-modal

1| add this footnote: the “role of oscillatory symony in top-down attention appears
also before stimulus onset, when subjects antieigfad appearance of the stimulus:
pre-stimulus gamma oscillations successfully piettie speed of reaction times
(55-57), are modulated by the degree of predigtalnf the stimulus (57-60) or the
information content of the warning cue (61, 62).cil&tory synchrony in the
gamma range thus appears as an efficient mechawoisestablish a neural state
facilitating the processing of forthcoming stimuliin other words, anticipatory
attention.” (Tallon-Baudry 2009, p. 324)

2 Experimental results indicate that during the binar rivalry, the rate of
individual neurons in V1 cannot be predicted ifeuron from V1 belongs to the
processes that produce conscious experience. Ocotiteary, we can predict that
some neurons participate to the processes comlelaith conscious experience
measuring the synchrony of periodic activity of gaafrequency band. (Moser et
al. 2010, p. 196) According to Doesburg et al. @0@ seems that these perceptual
switches are related to the theta and gamma synicat®mn. (in Melloni and Singer
2010, p. 23) Gamma-band is responsible for diseretments of perceptions, while
theta-band involves their succession in time. (bogg et al. 2009) Using MEG
recording of visual stimuli, they “found approxiragt 100 ms momentary gamma
phase-locking across large regions of cortex irpamse to lateralized visual
signals.” (Doesburg et al 2008 in Baars and Gadge)2p. 289) “We propose that
discrete moments of perceptual experience are imgiéed by transient gamma-
band synchronization of relevant cortical regioasd that disintegration and
reintegration of these assemblies is time-lockedotgoing theta oscillations.”
(Doesburg et al 2009 in Baars and Gage 2010, p. &86ut binocular rivalry and
synchronization, see also Singer (2009).
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integration of auditory and visual information.”ifi et al. 2011, p.
389, 390) Gamma-band synchronization includes akntr
(sensorimotor and premotor regions) and tempoedsamvolved in
multisensory processing. Premotor regions are wabin auditory,
visual, and somato-sensory stimuli, while tempoeglions in cross-
modal integration of audiovisual stimdl{Hipp et al. 2011, p. 392)

Quoting the work of some authors, Tallon-Baudryicates
disparate results regarding these correlationsipitat; temporal,
parietal and frontal regions or a focal activati@onfined to the
occipital pole. The problem is that MEG and EEGepfis different
images about the visually induced oscillations: ffeyhEEG data
reveal a short-lived burst of oscillatory synchrdigtween 30 and 60
Hz and 200 and 300 ms, MEG studies consistentlgrtegustained
oscillations at higher frequencies(Tallon-Baudry 2009, pp. 322-3)
The results show that visual stimuli produce ganuscillations at
different areas and different frequencies. (p. 324)

Enumerating the works on synchronized oscillatiohnsany
authors, Fries emphasizes three main reasons wmmgeand
synchronization is so important in the cortical paation: this
frequency band (30-100 Hz) is involved in many traegions

! Interesting for Hipp is that the experiments imdéc a “surprising dissociation
between local oscillatory activity and long-rangechronization”. (Hipp et al.
2011, p. 392) Important for the main topic of therk, like many others, these
authors indicate that the large-scale cortical bymization is strongly related to the
perceptual organization of sensory information. 392) For Singer, the results
“provide further evidence for the functional relaga of phase-locking across large-
scale cortical networks in that they establishdalirelations between the magnitude
of synchronization and the outcome of a bistablegmual task. As perceiving the
bounce requires more cross-modal integration tlegingiving the pass, the increase
in phase-locking both in the beta and in the gametaork is compatible with the
hypothesis that synchronization serves dynamic dination of interactions.”
(Singer 2011, p. 192)

2 “Because scalp EEG electrodes integrate braimictiver larger areas than MEG
sensors do, the signals from neighboring sourcekldme combined to generate the
short-lived burst of gamma oscillations seen in EH&a. The better spatial
resolution of MEG would reveal sustained activitfesm neighboring sources at
distinct frequencies and foci.” (Tallon-Baudry 20@9 324)
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(visual, auditory, somatosensory, motor, parietatex and outside
the neocortex, the hippocampus); we can identifyatitvarious
species (from insects to humans); it is correlgteanany human
cognitive activities (sensory stimulation, attentb selection,
working memory maintenance, etc. (Fries et al. 2p03B09). Some
experiments show that visual attention is corréldte increases in
coherence between local field potentials from tioathl and parietal
cortex. (Buschman and Miller 2007, 2009 in Moserlet2010, p.
200) Theta oscillations seem to have a role inllbgapocampal
functions and in long-range coordination betwegrpbcampus and
neocortex. (Baars and Gage 2010, p. 259)

Tallon-Baudry strongly emphasizes that there is stiact
correspondence between a frequency band and atoagprocess.
(p. 239 or 2009, p. 325) After at least two decade®xtensive
research on synchronized oscillations, nobody caimcthat a
frequency band is responsible for (correlated to)paticular
cognitive function. Moreover,

the functional role of oscillatory synchrony in titist frequency bands may simply
depend on the functional specialization of the d@hed generates these oscillations

! Hippocampal areas seem to be involved in chantfiegconscious experience in
memories. (Baars and Gage 2010, p. 259)

2 Essentially, there is “no doubt that gamma-bandillagions are influenced by
stimulus low-level features in sensory regions (Halal. 2005; Adjamian et al.
2008), but whether this still holds true for highevel areas remains an open issue.”
(Tallon-Baudry 2010, p. 241) “There is growing exide that distinct cognitive
functions elicit oscillations at different frequées within the gamma range
(Chaumon, Schwartz, & Tallon-Baudry, 2009; Vidalhabmon, O’Regan, &
Tallon-Baudry, 2006). However, there is no simphe-do-one relationship between
a frequency range and a cognitive function! (TaBaudry, 2009) For instance,
depending on the experimental paradigm, the naamaklates of attention can be
found in the high or low gamma-range (Vidal et 2006).” (Sperduti et al. 2011, p.
16) Moreover, we have to take into account tha¢ Ytfsible EEG waves are just the
waves on top of the oscillatory lake. Underneath ithegular scalp EEG there are
known to be synchronized rhythms.” (Baars and Giif®, 270)
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(Tallon-Baudry et al. 2005), much as the functicsighificance of ERPs depends on

the areas that generate th&éflallon-Baudry 2010, p. 240)

The correlation between a cognitive function anfleguency band
depend on two sets of features: physiological néeetvork’s size
and geometry, time, coding precision required, aredabolic costs
for oscillations) and cognitive constraints (timéchunks of
processing”, the number of cognitive function canrbultiplexed).
(Tallon-Baudry 2010, p. 241-2) In an article fro®12, Scheeringa
et al. push further certain results regarding tiationships between
BOLD signals and different frequency bands (alfieta and gamma
powers> The main conclusion of their empirical results
(simultaneously recorded EEG and BOLD while sulsjeatere
engaged in a visual attention task) is that lovgtiency (alpha and
beta bands) neuronal synchronization correlatesativedy with
BOLD signal changes, while high-frequency (high-gaamband)

'Related to this idea: “For instance the dependefisgsual ERPs on the phase of
pre-stimulus alpha rhythms (---) or ongoing gamroaal field potentials (---)
suggests an interaction between ongoing rhythmsteamdient evoked responses,
although the exact nature of the relationship imater of current debate (---)".
(Tallon-Baudry 2009, p. 327) Moreover, “... the natuand strength of the
interaction could depend on the resting state fraqu characteristics of each
subject (Koch et al. 2008).” (Tallon-Baudry 2010, 239) “Obviously a full
understanding of how a given function — here aitb@nt operates at the neural level
calls for an integration of the findings in ERPslascillatory synchrony in a more
comprehensive schema.” And in any case “oscillatsypnchrony in a given
frequency band should not be considered as a spigieomenon, functionally and
anatomically homogenous (Tallon-Baudry 2010).”241) “Nevertheless, it appears
that gamma oscillations and ERPs are not systeafigtico-localized (---), nor do
they necessarily display the same functional mduuia (---). Besides, the BOLD
signal seems to correlate better with local fietdeptials than with spiking activity
(---), but whether it corresponds better to ERP9YIor oscillatory synchrony (---)
remains unclear.” (Tallon-Baudry 2009, p. 327)

2 Mentioning the work of other researchers, TallauBry emphasizes that there is
no event-related potential element correlated \g@mma range for perceiving an
object. Therefore, the neural properties reflected induced gamma power
synchronization and ERPs are different! (Tallon-&32009, p. 322)
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neuronal synchronization correlates positively WBOLD signal
changes.(Scheeringa et al. 2011)

Having presented above various opinionssegmentation
let us see the results about timegration of different areas or
different frequency bands. Following different eri, there are
various alternatives for cross-frequency couplibgt three main
interactions are co-variations in amplitude (theweo of one
frequency that increases can determine the increasecrease of
the power of another frequency), phase couplingwébet
frequencies (coupling an oscillation with n cyclesanother with m
cycles, i.e., n:m phase synchrafydr phase-amplitude coupling.
The phase of an oscillation could influence the lgoge of another
oscillation. (Tallon-Baudry 2009, p. 326)

There is the hypothesis according to which fasives (for
instance, gamma range) may “multiplex” on slowerv@g(theta or
alpha range). (VanRullen and Koch in Baars and G&4®, p. 255)
In other words, theta oscillations (or even alptia),instance, can
group gamma bantlAlpha band can group gamma oscillations in

! Mainly, “the BOLD-EEG coherence analysis furthéresgthens the notion that
alpha and beta on the one hand, and high gammheoottier hand, independently
contribute to explaining BOLD variance: the BOLDag@aa coupling is modulated
by very slow oscillations (<0.02 Hz), while the BDialpha and BOLD-beta
coupling are not.” (Scheeringa et al. 2011, p.)5W8erestingly, from their
experiments, Scheeringa et al. consider that “byatrial fluctuations in alpha and
beta power on the one hand and in high-gamma ponethe other hand, are
uncorrelated, though both contribute to the BOLBpanse. This strongly suggests
that these contributions are independent from ettobr.”(idem)

2 “Cross-frequency phase coupling links alpha, batd gamma oscillations in
humans during mental calculation and in a workirggmary task.” (Palva, J. M., S.
Palva & K. Kaila 2005 in Tallon-Baudry 2009, p. 3260r a review regarding the
role of gamma-band for attention and memory, saseleet al. (2007).

3 “In the hippocampus [62], and more recently also the neocortex, slow
oscillations in the theta range have been fourlgketaoupled to the coexisting beta-
and gamma-oscillations. This suggests the hypathdéisat local coordination of
computations within specific cortical areas is agkd by fast ticking clocks, such as
beta- and gamma oscillations while global and susthintegration of local results
is achieved at a slower pace by low frequency lasichs. This would allow the
brain to represent the results of the numerousllipa@mputations at different
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working memory. (Palva and Palva 2007 in Baars@agde 2010, p.

270) “Steriade (2006) has suggested that slow lagsoils may

generally work to group faster ones. Even the nediscovered

‘slow oscillations’ that range from 0.1 to the @efange may serve to
group theta, alpha, beta, and gamma.” (Baars age @al10, p. 269)
There is the hypothesis that the cross-frequen@selsynchrony
between alpha, beta, and gamma oscillations “coatés the

selection and maintenance of neuronal object reptaons during

working memory, perception, and consciousnég8alva and Palva
2007 in Baars and Gage 2010, p. 270) But “we nove llmnumber

of separate sources of brain evidence showing eahegamma

bursts in association with conscious perceptual emis) paced by
rhythms near theta or alpha.” (Baars and Gage 201790)

7.3.3 Gamma range in visual cognition

Since the main topic of this work is the bindinglgem, | would
like to offer more detail about the role of gamnamge in visual
cognition. Gamma band is between 30-120 Hz, baagrange (30-
60) and high range (60-120) correlated with variauynitive
functions. In the late 1980s and early 1990s, valiskblurg, Singer,
Engel and Grdy were the first who showed that gamma band

temporal and spatial scales, whereby the two dimeaswould be intimately
related.”(Singer 2009, p. 50)

L A figure from “Cantero et al. (2005) shows thahdedistance gamma phase-
locking, which reflects fast information transm@si is distinctively associated with
the waking state, but not SWS or REM.” (Baars ard)&52010, p. 289) “However,
it is important to bear in mind that nature may mbways go along with our
conventions. Different subbands of gamma routirselgm to do different tasks, for
example.” [dem p. 270)

24In 1989, the seminal paper of Gray and collead@é$ showed that anaesthetized
cats' neurons synchronized their firing on an &atoity mode in the gamma range
when the stimulus was perceived as coherent by mahuobserver, without
significant effects on their mean firing rate.” [é@n-Baundry 2009, p. 322) In
many cases (for instance, attention and stimullesten), synchronized oscillations
are not necessarily associated with major changefiring activity of neurons.
Therefore, Singer considers that it is possibleckyonization and rate of discharge
“can be adjusted independently, and that precigetspnization can be used to raise
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frequency is related to visual binding. (Tallon-Beaw 2009 or Fries
2005) Later, it has been discovered that this raeg@volved in
many other cognitive functions like attention, meynor awareness.

Induced gamma oscillations are thus not relatea $single cognitive function, and
are probably better understood in terms of a pdimmanechanism taking advantage
of the neuron's fine temporal tuning: the 10-30 tinse precision imposed by
gamma-band rhythms could favor the selective trasson of synchronized
information (attention) and foster synaptic plasgidmemory). Besides, gamma
oscillatory synchrony also seems related to thergemee of visual awareness. The
recent discovery that gamma oscillations could ap@émultaneously in distinct
areas at distinct frequencies and with differemicfional correlates further suggests
the existence of a flexible multiplexing schemdegmating frequency bands within

the gamma range but also at lower frequency bafitallon-Baudry 2009, p.
321; also p. 326)

The best solution to the perceptual binding probéemms to be the
synchronized oscillations alternative, a procesat tis involved

probably in all visual levels (from retina to thegliest cortical area)
solving both segmentation and integration proceg&inger 2010,
p. 163; about gamma-band and conscious percegienalso Singer
2009)

In all cases, synchronization probability reflestsne of the Gestalt criteria that are
used for scene segmentation and perceptual groupinipe retina, ganglion cell
responses synchronize with millisecond precisiogvifked by continuous contours
(Neuenschwander and Singer 1996). This synchrooizas associated with high
frequency oscillations (up to 90 Hz) and is basechorizontal interactions within
the network of coupled amacrine cells. In the Jist@rtex, synchrony is often
associated, especially when it is observed oveeftadistances, with an oscillatory
pattern of spike discharges in the beta and gameguéncy range (30—-60 Hz).

(Singer 2010, p. 163)

the saliency of responses independently of diseheate (Fries, Neuenschwander et
al. 2001; Fries et al. 2007).” (Singer 2010, p.)165

1 Against Treisman’s theory, Singer sustains thatfémiliar object, for instance,
grouping operations can occur pre-attentively withihe attention to be involved.
These binding operations are based on binding bwergence in feedforward
structures and synchronization. (Singer 2010, g) 2®out grouping processes and
neural synchronization, see Singer (2009).
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The perception of a meaningful object is correlatgth a burst of
induced gamma oscillatory synchrony over occipitdéctrodes
between 200 and 300 ms. With new methods of inyatstin,
segmentation and object identification take plagthiov less than
200 ms, grouping operations happening in 10 to 8¢Thorpe et al.
1996; VanRullen and Thorpe 2001 in Singer 201068) “When the
perceived object spans the vertical meridian, gamawllations in
both hemispheres become phase-locked (33). Initegbst the
latency of this burst of oscillations correlateshndbject recognition
delays (34).” (Tallon-Baudry 2009, p. 322) Amongding features,
gamma oscillations are involved in spatial, featomsed and object-
based attentioh(Tallon-Baudry 2009, p. 324)

Tognoli and Kelso (2009) offer a theoretical modsl
cortical coordination dynamics (“non-linearly coeg@l non-linear
oscillators” with self-organization, multi-functiality, metastability
and switching for the “short- and long-range conivég in the
cortex”) in order to mirror the functional specific (segregation)
and the integration in the brain. They use the &aork of
coordination dynamics to illustrate the role of t&grative
mechanisms responsible for coordinating local gsee into a
functional whole” and for “expressing” the relatstnip between
parts of the brain and their interactions with tsdernal world.
(Tognoli and Kelso 2009, p. 32) The “true” synchrex oscillations
are responsible for integration. With coordinatidpnamics it is
possible to

(a) Identify key coordination or collective variabl for complex coordination
patterns at several levels of analysis; and (bJagxgn mathematical terms how
patterns of collective behavior emerge in a sejfaized fashion from the nonlinear

coupling among interacting componer(ffognoli and Kelso 2009, p. 32)

They combined their theoretical model for charazieg the EEG
signals during:

! Sperduti et al. indicate that it is quite possiblat gamma oscillations could have a
role in the anticipatory attention to duration. ¢8guti et al. 2011 p. 16)
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(1) Episodes of stationary coupling between braicilations; (2) transient patterns
of phase synchrony between neural populations whigh propose to be
characteristic of metastable brain dynamics; an§l gBrupt phase transitions

(‘switches’) between successive cortical patterfdognoli and Kelso 2009,
p. 32)

These authors want to show the difference betwaen and false
synchronization. Essentially, the “dynamically $albstates are
reached when a key order parameter or collectivéabla (the

relative phase between local oscillations) ceasehange over time,
i.e. when brain areas engage in a synchronous ageirfp. 32) In

their dynamical framework, Tognoli and Kelso intnocd the
attractors that “bind local oscillations into ph#éseked states”.
(idem In order to solve the combination of differeneduency
bands, Tognoli and Kelso introduce the “metastgbiks a form of
coordination.

The dynamics of this region is called metastabilitile metastable regime bears
only remnants of the attractors and is a fluent tealyind local areas with different
intrinsic oscillatory properties (Fig. 1A, greerfpr instance, two local neural
assemblies that need to interact, yet tend to laszilat different frequencies.
Metastability refers to a form of partial coordiiat that does not lock the dynamics
of local areas into synchronized states. Rathetteqps of quasi phase-locking
(dwelling tendencies) are created that dynamicgilijnmon and release brain areas
without requiring costly disengagement mechanidvietastability thus enables the
concurrent expression of both large-scale integgadictivity and local autonomous
activity (...). (Kelso, 1995; Kelso and Tognoli, 2Q0Bressler and Kelso, 2001)

(Tognoli and Kelso 2009, p. 32)

In their model, there are two sources of spontasegaillations “(1)
local post-synaptic activity, self-organized and/entrained by
pacemaker cells; and (2) recurring network actiitat engages
local areas and remote sites into recurrent pattefrinhibition and
re-excitation”. (p. 33) Three categories of phasktionships are
studied: pure inphase (zero-lag synchronizationytiphase
(synchronization with a lag of half a cycle, ositiry elements have
identical intrinsic frequency); and near inphaseear antiphase (the
symmetry of the dynamics is brokenidgm) | avoid giving more
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details about this work but their effort is to gww@r real from
spurious synchronies. They show that authentic liilvgs in the

metastable regime are different from spurious dagdl that arise
due to volume conduction. Metastability is the im result of
broken symmetry in the coordination dynamics (drgquency

differences between coordinating brain aréagp. 38) The

conclusion of this article is that the brain “usesltiple phases and
metastable regimes to integrate the activity of edie and
heterogeneously connected parts into a functiogahuhics, or in

other words, to encode and communicate informatim”39)

From an EDWs perspective, we already know thahiwi
the definitions of oscillations we have to incluite parameters of
observational tools (usually an EEG). As we sawabthe progress
of technology increases our ability to identify teetthe frequency
ranges in the brain. Therefore, we cannot limit jogigments about
oscillations to actual tools of observations. Meesp Raichle’s
“default network”, Baars's “global workspace” or @&dhan’s
“dynamic core” force us to extend the identificatiof “metastable
regimes” that integrate “the activity of diverseddmeterogeneously
connected parts” to the unity of the self or coossness. There are
too many states/processes within the brain and thus quite
impossible for us to identify which states are ipatarly responsible
for this unity. The “metastable” states are onlygio approximations
even if Tognoli and Kelso try to illustrate thefdience between real
and spurious synchrony. In fact, the unity of te is the “I” and we
cannot find this unity within the processes of tirain. Therefore,
the “metastable” is a pseudo-notion incorrectlyaduced within
very dynamical continuous processes of the brainfact, we have
to move from certain epistemological conditions(tlse of EEG) to

1 “A main obstacle to the goal of reading coordioatirom brain signals (especially
in the case of EEG) concerns volume conductiontdedpurious synchrony it gives
rise to. With the help of a correlation model, wewided predictions that allow
investigators to recognize both true and falseepast of synchronization.” (Tognoli
and Kelso 2009, p. 39)

2 Again the analogy with table-microparticles: whirehe stability of the table (or
its color or surface) at the microparticles level?
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certain ontological conditions (the being of thé ¢t introspections
as parts of the “I"). If we do not take into accothis movement, we
mix two EDWs.

Le van Quyen tries to combine “levels of organizati(that
presuppose multiple temporal and spatial scalesh wwiultiple-
frequency ranges arguing for upward and downwardsatioons
within the framework of “brainweb of cross-scaleenmactions”.
(2011) The spatial scales are the microscopic gsatall clusters of
neurons at approximately 100 mm), the mesoscopmte s@roups
around 10000 connected neurons, approximately B4#m in
diameter) and the macroscopic scales (the divigibrihe brain
according to functional and anatomical criterisdleTemporal scales
corresponding to spatial scales are: couple ofansike, order of
10 ms for local synchronization of small networles)d several
hundreds of ms for large-scale integration. (p. 58)

In accordance with these different time and spasiedles, multiple neuronal
oscillations (i.e. rhythmic or repetitive neuraitigity) are recorded, covering a
remarkably wide frequency range and ranging fromy viast oscillations with

frequencies exceeding 400 Hz to very slow osoailtati with periods of tens of
seconds (Buzsaki, 2006). Fast oscillations reflaet tbcal synchrony of small
neuronal ensembles, whereas slow oscillations eeruit neuronal populations of
several brain structures (Penttonen and Buzsakig)Zo(le van Quyen 2011,

p. 58)

Le van Quyen makes a major double-mistake. He dersithat the
macroscopic properties “emerge” from microscopioperties, and
global patterns modulate the microscopic propefti&e have here

! “Through the relationship between oscillation ghasid neuronal excitability,
these slow waves modulate the emergence of multimsocopic oscillations in
high-frequency range (40-200 Hz) and determine mérethese oscillations are
attenuated or amplified on the large-scale leveE’(an Quyen 2011, p. 61)

2 In his words, a “crude formulation, the softwasetting on the hardware.” (p. 59)
Totally wrong! It reminds me of Searle’s approatie(mind is produced by the
brain), another major mistake. (About my criticaiagt Searle’s view, see Vacariu
2008)
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upward and downward causation®bviously, almost everybody
rejects downward causation (see, for instance, éZramd Bechtel
2007). From my viewpoint, downward causation is llyea
meaningless. Nevertheless, another notion is aqusédul: the “type

of cross-frequency coupling” that is called “phaseplitude

modulation”.

All oscillations are state-dependent but numerouscillation bands are
simultaneously present in the different states hef wake—sleep cycle and can
modulate each other. In this context, | explore athdhnce the proposition that these
multiple neuronal oscillations that run at varidrejuencies and on multiple spatial
scales serve as crucial instruments for scalingrugown in brain dynamics (...).
Specifically, oscillatory variations in neuronal Bability generate (non-local)
constraints that lock the many degrees of freedbm smaller scale together (see
examples above). Following this general rule, theemm-, meso- and micro-scopic
scales can be braided together by co-occurringlations at successively faster
frequencies that modulate each other by variatiohshe underlying neuronal

excitability. (Le van Quyen 2011, p. 60-61)

This paragraph reflects directly the unicorn wovidw. From an
EDWs perspective, | want to draw the attention ugfenfact that a
mental state at one moment is not identical withigaar widely
distributed activated neuronal patterns and/or llaion bands.
Firstly, an activated neuron (or an oscillatorygfrency) does not
exist in the same EW as a large activated neurzatédrn (or another
frequency band): there are many EDWs at one montieat
correspond to the brain. Secondly, | emphasizenatt@ main point
of this book: it is the relationships between eachity and other
entities (not the human observer) that furnish treological-
epistemologicdl background. The image of the “world” becomes,

1 “In common discourse, this causation simply refershigher levels exercising
causal effects over lower. For example, mind—bmadaraction: ‘I felt like moving
my arm, so | did.” Here the mental realm of feeirapd volitions is expressed as
exercising causal efficacy over flesh.” (p. 59) afdi$ bridge between phase-
amplitude modulations of slow oscillations and flofaxconsciousness remains to be
further investigated by empirical testing.” (le v@ayen 2011, p. 62) No comments!
2 The distinction between ontology and epistemolisgiptally wrong. (See Vacariu
2005, 2008, 2011)
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indeed, quite strange and complicated, but thithés“world”, the
EDWs! Otherwise, it is much worse working withinetlunicorn
world. Nevertheless, integration is created not &y super-
entity/process (a neuronal pattern or particulaqdiency band), but
belongs to another EW, or more exactly, integraisotine “I”. Again,
exactly as we do not check for color within theitvi@ar the mind (but
only for representation of color that is the “IgesChapters 8 and 9),
we do not check for the “integration” within theabr-EW or for
space within the mind-EW! Interestingly, le van @unyends this
article with the following idea: “Neuroscientistscius on one or two
levels of the nervous system at a time, howevat,thare has been
very little success in integrating their observasico as to create a
unified understanding of brain dynamics.” (p. 62) Healls his
answer to this problem: a “model of multi-leveldrdctions is based
on a tight phase-amplitude coupling of neuronalillasions that
operate at multiple frequencies and on differerditiap scales”.
(idem) Moreover, le van Quyen reminds me of Varela's
“neurophenomenolgy” based on downward causatiomsgious
experiences have causal effects on large-scaleom&upatterns:
slow cortical oscillations could be “physiologicatinatures” of these
downward influences. (p. 62) He insists that therahnce between
low and high excitability neuronal states is “catsint” with the
“temporal flow of conscious experience” (as examtie, binocular
rivalry by the first-person reports). In this semnwe can find a
problematic notion: what does “consistence” meati2 flow of
conscious experience is continuously without the féleling any
alternance! Again, his major mistake is the insertof downward
causation that produces a terrible mixture of EDWSs.

Very important for my approach is the analysis mage
Frégnac et al (2010) about the notion of dynamiordimation
applied to certain neural processes correlated with-attentional
perception. Analyzing the whole-parts or segmeaitaiitegration
(binding) relationships regarding the sensory shimucorrelated
with some neural processes/states, the authorsuckeacthat
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to a certain extent, both in invertebrate gangtid the vertebrate brain, the dogma
of separability between intrinsic and extrinsictéas in the control of cellular
excitability is doomed to fail. Thus, the “wholearnot be the sum of the “parts,”

and segmentation does not always coexist with pesaé binding.(FrégnaC et
al. 2010, p. 172)

This paragraph seems to be written by somebodyingnknder the
EDWs framework! Using the results of some percdpnperiments
(visual illusions), Frégnac and colleagues tryhtove that the Gestalt
rule is correct: the whole precedes the detectibpants in time.
Within the dynamic coordination, a “dynamic agecotiuld be an
internal supervisor embedded in the network, sgndoive or an
external prior. Using the binocular rivalry in c&ngel and Singer
explore the role of gamma oscillations in comparic@nscious
versus unconscious stimulus processing in the Misagex with
identical physical input to both eyes. In more detin the cat's
cortex, the dominant (conscious) eye demonstrateanna
synchrony locked to the ‘conscious eye’, whereasrnbndominant
(unconscious) eye showed no synchronfri Baars and Gage 2010,
p. 265) Interestingly, Singer claims that in thesecabf binocular
rivalry, those two patterns that are perceived lteraation need a
mechanism “which selects in alternation the sigaaiwing from the
two eyes for access to conscious processing.”(8i8§69, p. 48)

! “Direct evidence for an attention related factita of synchronization has been
obtained from cats that had been trained to perfarwisually triggered motor
response (...). Simultaneous recordings from visaggdpciation, somatosensory and
motor areas revealed that the cortical areas ieegin the execution of the task
synchronized their activity, predominantly with @aephase-lag, as soon as the
animals prepared themselves for the task and fdcimdr attention on the relevant
stimulus. Immediately after the appearance of tiseal stimulus, synchronization
increased further over the recorded areas, ané ttwwrdinated activation patterns
were maintained until the task was completed. Hanewnce the reward was
available and the animals engaged in consummatehaviour, these coherent
patterns collapsed and gave way to low frequencilla®ry activity that did not
exhibit any consistent phase relations. This closerespondence between the
execution of an attention demanding visuo-motofgoerance and the occurrence of
zero phase-lag synchrony suggests a functionalbfalee temporal patterning in the
large scale coordination of cortical activity.”(§&r 2009, p. 47)
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From the EDWs perspective, | believe that this rmagdm would be
something quite similar to the eternal homunculliserefore, we
have to reject the idea of any such mechanism.

7.3.4 Communication among neural areas through syneanized
oscillations

Let me analyze the main ideas of Fries’ approaclyamma-band
frequency, the band that has been considered a$nghaa
fundamental role in cortical computation. Fries'imaoncept is the
neural connectivitystrongly related to cortical computation). When
we talk about the neural connectivity we have tivesthe problem
of selectivity and the invariance of neural outpuisies’ new
approach regarding the communication among diftepants of the
brain is“communication-through-coherencg(CTC) hypothesis. He
considers that the interactions among rhythmicdivacneuronal
groups depend on the neuronal synchronizdti¢fries 2005, or
2009, p. 214) Such communication is essential fanynimportant
correlated cognitive tasks. In general, the re$emscfrom cognitive
neuroscience consider that the neurons communéititer through
action potential rate or action potential synchzation. For Fries,
the coherencerepresents the communication messages between two
neuronal groups. (Fries 2005, p. 474) The inhigitorterneuron
networks are associated with the rhythmic inhibitif pyramidal
cells? (Fries 2005, Fries et al 2007) Within the gammaley

! The main difference the binding-by-synchronizatisnn der Malsburg, etc.) and
Fries’s approach is that the first is psychophysjaal hypothesis (a correlation
between brain and psychological states), the secisnghysiophysiological
hypothesis, (“the relation between two physiolobjsaenomena, namely neuronal
synchronization and neuronal interactions”, Fri@82, p. 210). The synchronization
of action potentials of a group of neurons is resjtae for binding them in a neural
state that is correlated with a cognitive funct{for instance mental perception. The
binding-by-synchronization is a “representatioradi€’, while “the CTC hypothesis
considers the mechanistic consequences of neurosgllations for neuronal
communication”. (Fries 2005, p. 475)

2 |t is supposed on some empirical results that garostillations are caused by
interactions between pyramidal cells and interneyimasket) cells. (Scheeringa et
al. 2011, p. 579) “Pyramidal cells are excitatarging glutamate as their major
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the excitatory input to a pyramidal cell is coneerinto a temporal code whereby
the amplitude of excitation is recorded in the tiofeoccurrence of output spikes
relative to the gamma cycle, stronger inputs legdim earlier responses. Thus,
amplitude values are converted into phase valuas itidicate by how much a

discharge precedes the peak of a gamma ¢ydfies et al. 2007, p. 309)

So, the rhythmic synchronization of interneuronsduires
synchronized rhythmic inhibition onto the pyramidalls, which
discharges in rhythmic synchronization. Within tgamma-band
synchronization, between the discharges of inteoreu and
pyramidal cells a phase relatfois established, the interneurons
firing a few milliseconds after the pyramidal cellBries et al. 2009,
p. 310) The property of long-range interneurorbat

their axon caliber is nearly twice as large as tigtarallel conduits from pyramidal
cells connecting the same regions and the dianudténe surrounding myelin is

neurotransmitter, but they are surrounded by smahlbitory interneurons that use
GABA as their neurotransmitter. Excitatory and bitary neurons work together in
the same local patch of cortex.”(Baars and Gagé2p1244) Excitatory neurons
synchronize their firing if they are driven by anmmon inhibitory cell. idem 252)
“... gamma-band oscillations would critically depend GABA interneurons in
upper layers.” (Tallon-Baudry 2011, p. 241) “Coaficinterneurons using the
inhibitory neurotransmitter gamma-aminobutyric d¢tABA) have been shown, in
both in vitro (Whittington et al., 1995; Fisahnadt, 1998) and in vivo (Klausberger
et al.,, 2003) studies, to be essential for the @eiom of gamma frequency
oscillations.” (LeBeau 2010, p. 31) More detailoatb“long-range” interneurons
(for instance, GABAergic interneurons), see Mogeal€2010, pp. 208-9. Moreover,
it seems that “parvalbumin-containing interneurianparticular have been shown to
be critical for the generation of gamma frequenayway.” (LeBeau 2010, p. 31)

! “Transforming an amplitude (rate) code into a terap code could have a crucial
role in object recognition: spike latency codingspike rank order coding has been
the core component in a class of computational fsodeat perform object
recognition with remarkable speed and computatieffaiency.” (Fries et al. 2007,
p. 312)

2 “Oscillatory inhibitory inputs to pyramidal celieto the latter’s discharges during
the inhibitory troughs and favor discharges atdbpolarizing peaks, thus causing
synchrony in firing. Surprisingly, these locallyneyronized oscillatory responses
can become phase-locked, with zero delay over ldigtances, despite considerable
conduction delays in the reciprocal excitatory icoxortical connections that
mediate long-range synchrony (Engel, Konig, Kresteal. 1991).” (Singer 2010, p. 162)
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three times thicker (Jinno et al. 2007). The esahaolume of the total axon arbor
of a long-range interneuron is several times lathan the volume occupied by the
axon tree of pyramidal cells, suggesting that daly such neurons may be needed
to establish coherence between regions. There @r&ensus in the group about the
need for further investigation of the potentialeralf long-range fast-transmitting

inhibitory interneurons in fast inter-area cortisginchronization(Moser et al.
2010, p. 209)

Singer mentions several alternatives to estabhighzero-phase lag
synchronization despite conduction delays: the rierons
discharge with spike doublets when the networksagegdn beta and
gamma oscillatiorts(Kopell et al. 2000); the special topology of
coupling connections and the nonlinear propertiesmeatworks of
coupled oscillators (Vicente et al. 2008); finallye “precision with
which spike timing can be adjusted increases witltillation
frequency (Volgushev et al. 1998) and, often, doseoves a relation
between oscillation frequency and the distance owdich
synchronization is maintained.” (Singer 2010, p2)l&lowever,
there are researchers considering that the zerseplags are
improper for the synchronization over long distamncether
alternatives would be (a) the phase shifts “to dim@te convergence
of distributed information from different sourcessto enforce timing
relationships that would establish specific patemwf dynamic
routing™ (b) a neural population has different phase laggifferent
subsets of population (c) the role of ascendingreraodulatory
systems. (Moser et al. 2010, p. 207-10)

Gamma cycle represents a temporal framework for the
latency of neuronal spikéut the timing of each pyramidal cell’s
spikes is furnished by its level of excitation ttdgpends on the

! For more details, see Moser (2010), p. 206.

2 For an example of time-shifted synchronizationoasrbrain areas in a study of
frontal eyes field and attention, see Gregorioale{2009) in Moser et al. (2010),
pp. 207-8.

3 Fries et al. indicate that “neuronal response blasencies in this case should be
determined not only by stimulus onset, but alsah®/ phase of ongoing rhythmic
activity”. (Fries et al. 2009, p. 314)
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relationship between the properties of the stimalug the functional
architecture in which the pyramidal cells are enalaed (Fries et al.
2007, p. 314)

If a given neuronal processing stage does encddemation in the precise spike
timing during its gamma cycle, then the next preoes stage can decode this
information best when it receives a copy of thegeral frame; that is, the gamma
cycle. Long-range gamma-band synchronization hasn baescribed [...] and

probably synchronizes rhythmic inhibition acrospasate local networks, thereby
enabling distributed spike-phase based computattonoperate on the same

reference frameg(Fries et al. 2007, p. 314)

This relative timing of spikes is important for thending problem:
the binding features are coded by columns thatllateiwith zero
phase lag.

This has the effect that the latencies of the figikes of cells responding to
groupable features co-vary and are similar. Hethase discharges are synchronized
from the beginning. Following the indications thatnchronous firing serves to
establish relations among distributed responses [t.Has been proposed that this
rapid synchronization of first spikes supports rdigigture binding and perceptual

grouping.(Fries et al. 2007, p. 314)

Through oscillations of different neuronal groupgbhe rhythmic
modulations are created in neuronal excitabilitgt timfluences the
spike output and the sensitivity to synaptic inpdibre exactly,

rhythmic excitability peaks constitute rhythmicallgoccurring temporal windows
for communication. Only coherently oscillating (ohase-locked) neuronal groups
can communicate effectively, because their comnatioin windows for input and

for output are open at the same timd&:ries 2005, p. 474 and 475)

! Similar processes are necessary for attentionrteatls gamma-band frequency
when a subject searches for a visual shape insenasual input: “In addition to
bottom-up amplification, oscillatory synchrony cdublso play a role as an
attentional top-down filter: if high-order area® @n a preset oscillatory mode, with
neurons' membrane potentials alternating betweeakspand troughs, only those
inputs falling at the peaks of an oscillatory cyeldl have an impact. In other
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Obviously, the communication through coherence irequthe
“precise timing of events” “the frequency of the coherent
oscillations, the relative phase between them dred donduction
delay need to matcH.”There is unidirectional and bidirectional
communication. For bidirectional communication, theherence
between two groups of neurons happens at zero-flz@semeans
they are synchronized) when the “conduction delagse on the
same order as the cycle length of the oscillatianti the “spike
output generated in one cycle would always arrivtha respective
receiving group at the peak of the next cycle.ig&2005, p. 476)
The strength of interactions is measured by “datiens
among rhythm strengths across all epochs with &icemphase
relation”. (Fries 2009, p. 214) The interactiorenyyth between these
rhythmic activities is determined by the phasetiefabetween two
local rhythms. (2009, p. 214-5) There are, foranse, two neuronal
groups (A and B) that furnish the converging syitapiput to a
target group (C). (Fries 2009, p. 215) If there fave stimuli, one
attended and the other unattended, the neuraletiite is that the
“spikes from the sending neurons driven by thendie stimulus are

words, only those inputs matching with top-downeptancies will be transmitted.”
(Tallon-Baudry 2009, p. 324)

L «Around the time when monkeys find and shift atiem to a visual target, there is
an increase in coherence in two different frequdranyds: an upper frequency band
(35-55 Hz) for bottom-up attention (pop-out), antbwer frequency band (22—-34
Hz) for top-down attention (conjunction search)ridg search for conjunctions, the
monkeys shift the location of their attention evéfyms. The attention-related shifts
in frontal eye field spiking activity were corretdat with increased power in the
lower frequency band, suggesting that the osalfetiact as a “clocking” signal that
controls when attention is shifted (Fries 2009)e Btudy suggests that serial covert
shifts of attention are directed by the frontal didd and that synchronization
between cortical systems may regulate the timingagfitive processing.” (Moser
et al 2010, p. 200)

2 Related to these ideas: “the impact that an ERSEltatory postsynaptic potential]
has on an oscillating target cell will depend oe thme of arrival relative to the
gamma cycle (...). This time depends essentiallyhoeet variables: (i) the time of
spike generation in the sending cell relative t® dscillation cycle; (ii) the
conduction delay between the sending and recenatigand (iii) the phase relation
between the oscillations of the sending and rewginetwork.” (Fries et al. 2009, p. 315)
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more precisely gamma-band synchronized than tHesmriven by
the unattended stimulus” (Fries 2005, p. 478) dratet will be a
phase-lock to the attended input. Fries analyzesctinditions in
which a group of neurons C communicates exclusiwelli another
group of neurons A (but not with B). What are thechmanisms
necessary for such exclusive communication link? esEh
mechanisms are the coincidence detection and tyhmic gain
modulation® (Fries 2009, p. 215) In order for gamma-band
synchronization to bring about exclusive commumdcatink, two
conditions are necessary:

(1) The “inputs driven by a given stimulus neederhythmically
synchronized to each other, but not to inputs drive other stimuli”
and this is realized through the binding-by-synaization (von
Malsburg)

(2) One of “the input segments must be given a aitiye
advantage over the other by enhancing its gammd-ban
synchronization”. We have here biased competitidwough
enhanced synchronization (Fries 2005). (in Frigd92f. 216)

Neural connectivity involves directly the idea of
convergence of inputs in specific patterns ontgets which create
the neuronal selectivity and the invariance of paal responses.
Selectivity is realized by higher neuronal levetotigh learning

! “The presence of synchronization is equivalentat@onsistent phase relation
between the rhythms of inputs and gain changesiegR2009, p. 213) “The reason
behind the winner-takes-all mechanism is the inigbimediated rhythmic input
gain modulation in C, which lends high gain to tiygut that is coherent with C but
low gain to the input that is not coherent with \@hich input actually achieves
coherence with C is likely determined by the cadecice detection mechanism. The
coincidence detection mechanism renders C sensditlee synchronization among
the neurons in group A, for example. If those nearin group A are precisely
gamma-band synchronized to each other, then thérigger many spikes in C and
thereby entrain the interneuron network of C tohase of the rhythm in A. Once
this entrainment is achieved, the input gain eff@idt exert the winner-takes-all
mechanism: It will reduce the impact of B and ferttamplify the impact of A in
their competition for control over C. ” (Fries 20Q®2 215)

2 For a summary of the relationships among A, B,eQral groups and these two
conditions, see also Moser et al. (2010), p. 201.

182



mechanisms: when certain inputs pattern occursuémeiy, the
synapses of those neurons strengthen.

The outputs of those neurons feedback roughly & rtburons that provide the
learned input patterns (Lund et al. 2003). Thusdfiack from them will contain the
learned input structure. This feedback will provalsort of prediction on the basis
of prior experiences and will thereby refine thensegtation of an actual given input
pattern. Thus, segmentation and selection may evolyether whenever an input is
processed. This coevolution could be likened tdtiadi procedure in which a model
that is distributed over several levels of theicatthierarchy is fitted to the input. |

propose that this fitting process is a fundamentatical computation and is

mechanistically subserved by gamma-band synchramizgFries 2009, p. 217)

Invariance can produce confusion that is surmoubjedegmenting
the input and selecting one segment at a time.rdleof gamma-
band synchronization is exactly this segmentatiod aelection.

Regarding the relationships between different feeqy-bands, Fries
emphasizes the fact that the strength of gamma-eamchronization
is modulated with phase of theta and alpha rhytlosinstance, “if

each theta cycle first makes and then breaks a gaynthronized

network, then this theta rhythm probably makes dmeaks

selections of the input segments.” (Fries 200219) Nevertheless,
the relationship between different frequency baad®ry unclear, so
more empirical research is necessary in the future.

In a very recent paper, Womelsdorf and Fries 120dsist
on the idea of selective attention through “selectineuronal
synchronization of rhythmic gamma band activity hiit and
between neuronal groups”. The authors also anahgeelationship
between the “selective attention” and synchronmatiAttentional
selection modulates interactions at different levedmong single
neuron$s or interactions among lodaland long-range (long

LAt the level of microcircuits, inhibitory intermeon networks have been shown to
impose rhythmic synchronization capable of effegiivcontrolling the gain of the
neuronal spiking output (...).” (p. 110)

2 «pt the level of local neuronal groups, attentiselectively synchronizes the
responses of those neurons conveying informatiavutathe attended feature or
location (Womelsdorf and Fries 2007).” (p. 110)

183



distances) groups). At these levels, the “selectivedulation of
interactions” is based on “selective synchronizatfoat various
frequency bandS.Both temporal and spatial selective attentions
depend on selective synchronization. Based on sguite recent
research, it is believed that the interneuron neksjothrough their
excitatory drive and rhythmic inhibition, produceangma-band
synchronization. (Womelsdorf and Fries, p. 114) Tweuronal
groups interact through rhythmic synchronizatiome Tstrength of
their interaction is given by the phase of synchmaiion? If their
synchronizations are out of phase, the groups tteract. Various
experiments show that synchronizations determineuramal
interaction in time, space and frequency. The asthoe convinced
that the interneurons are attentionally modulafgtk experiments
on macaque visual cortical area V4 (Womelsdorf.esrietc.)
illustrate that gamma-band synchronization regslatiee spatial
attention.

Another important role of gamma-band synchronizati®
that “the speed of change detection could be partyglicted by the
strength of gamma-band synchronization shortly tgetbe stimulus
change actually occurred (Womelsdorf et al. 200qp” 118)

1 “And the coherent output from these local neuragr@lups has been shown to
selectively synchronize over long-range connectiwith task-relevant neuronal
groups in distant brain regions (...).” (p. 110)

2 “Neuronal synchronization is typically of an osaibry nature, i.e., neurons fire
and pause together in a common rhythm. When syndation is rhythmic, it is
often addressed as coherence, and we will use tterses interchangeably.”
(Womelsdorf and Fries 2011, p. 110)

% Singer remarks that “when engaged in oscillatatjvity, neuronal responsiveness
to excitatory input varies periodically, being maai around the depolarizing peak
and minimal when the membrane is subsequently sHdurty the massive
synchronized inhibitory volley. As a consequenagiltating cells are able to listen
to the messages sent by other cells only duringreow window of opportunity
(Fries, 2005; Fries et al., 2007). The duration tbis window is inversely
proportional to the oscillation frequency and agthgamma frequencies may be as
short as a few milliseconds. Hence, the informatitmw between cell groups
oscillating at the same frequency can be gated efegtively by shifting the phase
relations (Womelsdorf et al., 2007).” (Singer 20p1191)
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Supporting the EDWs is the idea that “attentiordolates gamma-
band synchronization beyond sensory visual cortéx.”119) For
instance, the tactile perception is reflected wiyhamic oscillations
beyond somatosensory cortex; attention to a pairtadtile
simulation requires oscillations across somatoggnsartex, medial
prefrontal and insular regions. (p. 119) More intaot, the spatial
and temporal expectation states need particular dban
synchronization, in general lower than gamma bavidreover,
“attention enhanced synchronization of the responeé those
neurons sharing a preference for the attended ttatgmture,
irrespective of the spatial location of attenti@ichot et al. 2005).”
(p. 123) Quoting the name of different authors, Vetsdorf and
Fries considers that the strength of neuronal gsymipation in
gamma-frequency band determine neuronal stimulefefance (for
instance, orientation and spatial frequency, tleed@nd direction of
visual motion, spatial motor intention and movendingéctions. This
shows that rhythmic synchronization carries “feetselective”
information. (pp. 123-124)

Attentional processes require not only local syanlzation
but also inter-areal (distant cortical regions) ayonization in
gamma and beta bands. For instance, quite recefiestin macaque
monkey show that

fronto-parietal and intra-parietal interactions vietn areas are accompanied by
synchronization at beta frequencies (15-35 Hz) nduriask epochs, requiring
searching for and selecting behaviorally relevaisual stimuli (Buschman and

Miller 2007; Saalmann et al. 2007; Pesaran etG8® (p. 124)

Beta band synchronization furnishes the sensorimistizgration
(Brovelli et al. 2004 in Womelsdorf and Fries, p26); or
“perception of coherent objects from fragmentediaisscenes goes
along with transiently enhanced beta-band synchadion of the
LFP among prefrontal, hippocampal and lateral dtadipsites
(Sehatpour et al. 2008)". (Womelsdorf and Fried,386)

Kinsey et al. (2011) are still convinced that thest
alternative for binding the features of an objeatl ds segregation
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from background (and other objects) is the syndaemhoscillations
approach. Because of the existence of feedbackegiiofs the
authors reject the hierarchical model (the numbérneurons
activated for an object would be “unacceptably é&rg. 392) and
plead for oscillation$.Using MEG and fMRI retinotopic mapping,
Kinsey et al. observed alpha, beta and gamma biaegisencies in
certain early visual areas (ventral cortex at theeler of V1 and V2).
MEG results of other experiments indicate (a) clkeanin gamma
frequency band in contralateral hemisphere foriapktcation and
therefore for processing visual target (V1/V2 bordgamma is
modulated by the emergence of the figure againstptteerned
background”) (b) power changes in alpha and beta faace in
contralateral and ispsilateral hemispheres beingepandent in
location maybe related to attentional mechanisrheirfexperiments
support these results and also show that gammarmisytn figure-
ground segregation as a results of labeling (rél&teincrease of

! They mention that the gamma activity “has beedistliin both animals (Fries et
al.,, 1997; Gail et al., 2000; Logothetis et al.Q20Rols et al., 2001; Siegel and
Konig, 2003) and humans (Keil et al., 1999; TalB®eudry, 2003), and may play a
defining role in feature integration (Gray and Mc@mk, 1996), object recognition
(Tallon-Baudry and Bertrand, 1999) and selectivieraiton (Fell et al., 2003).
Numerous studies have suggested that alpha rhy@+i8 Hz) may also play a key
role in object processing and visual attention (Tétual., 2006; Vanni et al., 1996;
Worden et al., 2000; Yamagishi et al., 2008, 2@IR)5). Beta rhythms (13-30 Hz)
may be important for visuo-motor processing, ingigdboth real (Maratos et al.,
2007) and imagined (Neuper et al., 2009) interastiwith objects. Recent evidence
also provides strong support for the role of bétgthms in modulating general
visual attention (Kinsey et al., 2009; Maratos let2007).” (Kinsey et al. 2011, p.
393) Against the synchronized oscillations: “syrmetized firing in a pair of neurons
is not related to feature binding (Dong et al.,@06r the perceptual organization of
a scene (Lamme and Spekreijse, 1998). Others sutygeshe synchronized activity
may be minimal or absent altogether for proceseksted to both figure—ground
patterns (Craft et al., 2007) and drifting cohenelaid patterns (Thiele and Stoner,
2003). Finally, an electroencephalographic studyhomans demonstrated that the
striking perceptual differences between Gestalt aodGestalt images were not
accompanied by marked changes in gamma activitin¢idb et al., 2002).”iflem |
quoted these two paragraphs just to illustrate tiodhing is certain regarding the
synchronized oscillations for the binding problem.
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gamma) and border ownership segregation (relatedetwease of
gamma)t (pp. p. 397-398) Moreover, power increases in high
frequency gamma are correlated with attentionalngba as a
consequence of global motion onset and “the lateuroence of
gamma changes (~250 ms after target onset) in th¥2/region
supports the notion that feedback from higher cartiareas is
important for figure—ground segregation”. (p. 398)

7.3.5 The main critics against temporal coding hypesis

Quite difficult to observe synchrony oscillations detail, their role
in binding processes is unclear and still contrsiar Important to
notice is that this hypothesis is about how bindmgignaled and not
how binding is computed. (Velik 2010, p. 997) Moren
synchronization cannot be an alternative to émeluring trait of
representation of an object (LaRock 2010, p. 4554%7). The
synchrony oscillatory hypothesis is flexible regagdthe long-term
memory, but the problem is that “even features @inatvery likely to
co-occur would need to be bound anew every timey thee
encountered. Thus this kind of binding would beneenical in terms
of cognitive structure but wasteful in terms of gessing time.”
(Hommel and Colzato 2009 in Veliko 2010, p. 998)

The synchrony oscillatory does not explain the igpat
structure necessary for binding the featdrfsaRock 2007, p. 801)
Frank van der Velde and Marc de Kamps emphasizé tha
synchronization does not solve the productivitycase of binding.
(Frank van der Velde and Marc de Kamps 2006, pTAg)y indicate
that for the binding constituents in combinatorisiructures,
synchrony detectors will be missing for the novalcures. (van der
Velde and Kamps 2006, p. 41) Also, very recent grpnts on the
visual mechanism of monkeys show that synchromnatioes not

! The authors insist on their results regardingdifference between gamma (high
frequency) activity and alpha and beta low freqiesiadhe “power changes in alpha
and beta were independent of the spatial locatfoihe target” against on a black
background. (Kinsey et al. 2011, p. 398)

2t is believed that parietal lobes are necessargpatial feature. (Robertson 2003)
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depend on the binding problem but only on the sieigcof finding

the ,border-ownership” of an object. (Dong et ab08) In other
words, synchronization process takes place fordgtection of an
object’s border and not for the binding of the obg features.
Robertson  emphasizes some empirical evidence from
neuropsychology that indicates that the preattentinding can
influence the performance. (Robertson 2003, 20@5pphreys et al.
suggest that the perceptual performance is faeititaby the
unconscious binding(Humphreys et al. 2002, p. 363) Under Kant’s
framework, LaRock mention Zeki who

points out that becoming aware of temporally seapext) feature representations of
an object over time is not the same as being awafiee bound percept: “subjects
become conscious of the bound percept only aftey tiecome conscious of the
attributes that are bound, again suggesting a teghp@rarchy in perception”. It is

worth mentioning that at a very early stage of &lsnformation processing, the law
of global dominance prevails; that is to say, therf (or Gestalt) of an object is

automatically and pre-attentively established, anly afterwards are local features

represented Zeki in LaRock 2010, p. 461)
and

In a similar Kantian vein, Zeki ultimately conclugdthat the only entity that counts
as truly unitary “sits at the apex” of the procagshierarchy, and this entity is the

self. (LaRock 2010, p. 462)

LaRock works under the Kantian framework: the stirsj character
of the cognizing human subject is the necessarylition for the
binding problem. (LaRock, p. 462) Nevertheless newd aRock is
quite close to the EDWs perspective, he fails wireintroduces the
notion of emergence, i.e., the self emerges froenlttain. {dem
Finally, Nicolaev et al. mention that there is marel more evidence
that ongoing activity affects the response of afsnad humans to
sensory stimulation. (About “ongoing activity, sRaichle’s default
network in section 11.2) Moreover, the ongoing\aistiis related to

! For other critics against oscillations, see Vel2&10).
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learning knowledge (habituation, see below) of station and
therefore may mirror the anticipation of stimulirddiction, see
below). (Nicolaev 2009, p. 1)

Rolls and Treves (201Ktrongly criticize oscillations as an
alternative for the binding problem (visioh).From some
experiments realized by Rolls and other peopleatitbors consider
that information for the binding problem in visiafurnished by the
firing rate of neurons, while oscillations bring nwre than 5-6%
information. Even the spatial information of thatigres of an object
or for the spatial position of an object in a scen@urnished by the
firing rate and not by oscillations. Interestinglige authors believe
that oscillations are important for grouping butt rfor spatial
information. Important for fMRI's capacities is tha

information from different voxels was not indepengjeand there was considerable
redundancy across voxels. This redundancy was mresen when the voxels were
from different brain areas. The pairwise stimulepenhdent correlations between
voxels, reflecting higher order interactions, did encode significant information.

(Rolls and Treves 2011, p. 483)

Essentially, the number of stimuli and speed dbrimfation in a short
period of time (20 ms) that can be encoded byitirgfrate is much
greater than the number and speed of informatiocodged by
oscillations. (Rolls and Treves 2011, p. 485) Th#orimation of
firing rate across a population of neurons camldmoded using the
dot product (a plausible biological method useful generalization
and graceful degradation, for instance).

I end this chapter with Uttal's view about the birgl problem.
In a manuscript (section 1.224)Uttal argues that the binding
problem is a “non-problem”. The binding problem aeprs in
different contexts and at different levels, maiatythe psychological

! The title of section 3.3.7 is this one: “Stimuldspendent neuronal synchrony is
not used for binding even with natural vision attéraion.” (Rolls and Treves 2011,
p. 475)

2] would like to thank very much to Bill Uttal fdraving sent me some chapters
from his forthcoming book.
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level. Uttal offers a list of eight points that cha divided in these
major groups: neurological vs. psychological angchpslogical. In

the first group, we have the “discrepancy” betwées individual

(micro) and the global (macro) properties of nesronrelationship
with a unified psychological experience, and thenditions of

transmitting neuronal signals. In the second grdhp, perceptual
scene can be separated in sub-elements, the sighaddferent

sensory mechanisms have to be integrated in thdiedni
psychological experience, and semantic and syrtianguage have
to be combined in order to get the coherent speech

.. it is clear that there are actually two distirghdble aspects of the binding
problem. The first is apparent need to combinedttivity of neurophysiological
entities in order to produce a unified psychologegperience. The second is the
apparent need to combine what are perceived asatdpgparameters of experience

into a unified psychological experienddJttal, manuscript)

From an EDWSs perspective, the first group refletis pseudo-
relationship between the neuronal processes andndregal states
that belong to EDWSs, the second group mirrors thationship
between each mental state and the “I”. For Utked,rhain question is
“how is it possible thabne unified experience can come from a
collection of separated component$? (his bolds) From my
viewpoint, some separated components exist in gugamal states,
but the corresponding mental components are thesti"we do not
have a real differentiation within the mind-EW. Netheless, Uttal
strongly emphasizes the difference between “theampdysiological
aspects of the binding problem and the perceptuatagnitive
aspects”. (Uttal, manuscript) Again, | emphasiza tttal lacks the
EDWs. He believes that the binding problem is a adblem. “The
kinds of discrepancies that appear to exist betwbendifferent
levels of analysis are largely illusions that elugbglanation for
reasons | shall refer to repeatedly in this bookstesy complexity
(information overload) and single neuronal insudficy
(information poverty).” (Uttal, forthcoming) For méhe “theory of
complexity” (see the Santa Fe Institute, etc.)ls® @ pseudo-theory.
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Nature does not think (in fact it does not exigtgrefore it is not so
complex as scientists thought! If we replace “neitufthat is the
“world”, *“universe”) with EDWSs, the complexity vasies.
Complexity has the same status as cognitive nel@rose: a pseudo-
ontological status. For Uttal, the “system is complmeans “the
combinatorics of the brain’s neuronal networks etinons exceeds
any conceivable means of analysis, probably imalte principle,
certainly in current practice. This is simply besauhe necessary
information is too large to be handled and is tiniavailable.” Many
people from cognitive neuroscience would reply titaUputting a
computer on the table. The very complicated resflf$/RI for the
human eye are analyzed now with a computer. Infuhge, other
much more complicated tools will be invented tonsthe brain.
Surely, the scientists will create what we thinkvnis necessary to
grasp the mind: new tools, apparatuses for invatitig the micro-
neuronal level of the brain. From Uttal's viewpgistich apparatuses
would be enough to understand the relationship éatvthe neuronal
processes and the mind. We can imagine cognitiveoseience after
100 years or even 300 years. Such apparatusebevible to read,
literally, our mind. Paradoxically, | am convincedyself of this
achievement in the future. However, from my viewpdithe EDWs
perspective), such methods will not mirror the But only the
correspondenceletween certain mental states and neuronal pattern
of activation (phenomena belong to EDWs). Uttalsion is within
an epistemological framework and this is not enotalprove that
the brain imaging would not offer us a viable ansteethe mind-
brain problem. By the “single neuronal insufficighcUttal means
that “no single neuron is capable of representhey full range of
cognitive activity. Here the missing informationdse to our limited
perspective of the available technology.” (Uttakmascript) Uttal's
rejection of fMRI and PET's results is based on hsuan
epistemological approach, but | think that thigég enough to point
out the strongest weakness of cognitive neurosei@gngeneral: the
ontological framework is wrong, therefore, this i&swe” is a
pseudo-science. Many researchers project their wworthe future
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considering that their work pushes the “mind regdmesearch in the
right direction. Maybe they can accept partiallydls criticism, but

they claim that in the future his criticism will lmverstated by the
new tools of investigation. From my viewpoint, stmot about tools
of investigation, but about a hyperontological peotr the mixture

of EDWs.

Uttal believes that the binding problem is a “faéssumption of
separate components” because these componentslifiezeht for
the different levels at which the binding problesypbsed”. From my
perspective, “levels of analysis” has no meanisge(Vacariu 2008)
Embracing the identity theory, Uttal’s answer iattthe mind and the
brain (mental and neuronal) are these levels (wigmy other sub-
levels). The identity theory is meaningless siricaikes two EDWSs.
Therefore, Uttal's approach is just on epistemalagiroof without
an ontological ground. The EDWSs perspective oftkis ontological
ground to Uttal's skepticism. The “binding probleis already
solved by the existingrganizational properties of the brain It is
the overall state of the aggregate of neurons thahake up the
brain that makes up the mind” (Uttal’s bold words) Since Uttal's
position is just an epistemological one, it will bery easy for
cognitive neuroscientists to decompose his holisithé “distributed
neural patterns” across many parts of the braimifgn the future,
new tools of scanning the brain will appear, thenpoter will
analyze all data information received from fMRIetéfore the mind
will be entirely “read”. Moreover, from a neurostist's viewpoint,
an “overall state” can be decomposed and “orgaoizalt properties”
can be localized. In this context, | recall thet l&sults of Gallant’s
lab (Nishimoto et al. 2011, see Chapter 3): nothoan stop
researchers working in cognitive neuroscience ttticoe searching
for decomposition and localization using fMRI, PEd&tc. and
powerful computers. As we will see in the followingapters, many
people already accept that each mental state igbdied in the
brain. Everybody knows that even to perceive a Eropject, more
than 30 neuronal areas are activated and probaltheifuture more
and more areas will be discovered. Neverthelesis, ‘thrutal”
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distribution will be analyzed by combining the fMREEG and
computers. The last researchers combine alreadivitRé data with
EEG results in order to get the segmentation aedritegration in
the brain. For instance, the fMRI results indictite features of an
object, the oscillations grasp the integrationhufse features. So, if
the mind is identical with the brain, nothing (latlly nothing) can
stop researchers to hope for the perfect the “meading”. The only
argument against decomposition and localizationiccdie a new
ontological framework, that is the EDWs framework.

Again, Uttal claims that the “overall state of thggregate of
neurons [that] make up the brain that makes upntived”. And
“what they are doing collectively is tleguivalent of mind”. (Uttal's
bold word) Moreover, “the main reason for not purguhe binding
problem is that it is not necessary to synchrqréyathesize, add, or
pool the individual component responses to prodaiaimulative
‘singular unified response’. The state of the systpari passu, is all
that is needed.” (Uttal manuscript) All these statats are no more
than epistemological propositions that cannot awwi people
working in cognitive neuroscience to change thaealion of work.

Finally, about oscillations, | introduce Sherringftconjecture:
“Pure conjunction in time without necessarily cerabconjunction
in space lies at the root of the solution of thelpdem of the unity of
mind”. (in Singer 2009) With this conjecture, | need &urn to
Kant’s a priori intuitions of time and space. Theesgtions are: Why
do we need to impose the space and time dimensioesgerything
we want to prove that exists? Is it, anyway, theesapace and time,
ontologically different, epistemologically differeor in any other
way?
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Chapter 8

Perception and object recognition

This chapter is about perception and object rec¢mgni Probably,
these topics are the most common subjects in degnituroscience
but | read only a few papers on this topic. Thebfm is that even if
| were reading ten times more papers the resulidvoe the same:
we cannot completely isolate any particular abitifythe mind and
ignore that all these faculties are the “I". In fiivgal section of this
chapter, | will introduce a few words about conssitess just
because perception and object recognition are glirorelated to
consciousness.

8.1 Perception and object recognition

Strongly related to visual binding are perceptiond aobject
recognition. As we saw in the previous chaptershiwithe EDWs
framework, we can talk, only from a methodologicéwpoint,

about different notions like segregation (the idedtion of

particular features of a perceptual representatibimding these
features, the perception of an object and recogmizt, the

relationship of that object with other objects d@hd spatio-temporal
framework of that scene.

Uttal is very skeptic regarding the results of pleavorking
on vision. For him, perception includes some presesdike object
recognition, face recognition, space and motiorcgtion, illusions,
change blindness and mirror neurons. (Uttal 201192) Uttal
emphasizes the main problem for perception: itugeqdifficult to
differentiate between the low level and the higkeleof perception.
Essentially, the brain imaging tools give us “ansvaer to the
guestion of where on the brain activity is it olveer when a stimulus
is presented” but even for simple stimuli thereaige distributions
of brain activations. (Uttal 2011, p. 94) Uttalrimduces Poldrack’s
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(2006) and Van Horn and Poldrack’'s (2009) idease “@annot
reverse engineer the brain to determine what tholghbeing
processed when a particular area of the braingislighted (...). The
best we can do is to use patterns of activity teckeamong a prior
set of alternatives.” (Uttal 2011, p. 94) Therefdhe “brain image is
highly limited in what it can say about the neuiesce of processes
such as sensation and perception.” (Uttal 20195pand the results
of fMRI grasp only the macro-level, not enough fdentifying
cognition. Again, from an EDWSs perspective, it daes matter if the
results are from macro- or micro-level, high- owitevel; it is about
EDWs and not “levels” or “complexity” of the mind.

Against the traditional view (the occipital lokeresponsible
for vision), Uttal specifies that for vision othérain regions are
activated, ranging from cerebellum to cingulated fxontal lobe.

From these findings, they concluded that the imapistémuli did not utilize the
same regions of the visual system but, insteadkied activity in regions devoted to
higher-level cognitive skills. The suggestion irithfindings, therefore, is that the
differential fMRI responses they measured werefoihg thereal physical stimulus
but not theperceived experienceOne implication of this difference between real
and imagined stimuli is that the early responseg nea encode perception as much

as transmissior(Uttal 2011, p. 102, his italics)

Moreover, Uttal mentions Thirion and colleaguesrkv¢2006): the
bidimensional spatial framework of stimuli is regtied on the early
brain areas in a topological manner that preseties spatial
relations. (Uttal 2011, p. 105) An important step rnade by
Shinkareva et al. (2008): using fMRI, it is possilibr a small set of
objectd to be determined by any individual person withwaining.

1| add this footnote: See again the perceptionkthin contradiction in Vacariu

(2011 or Chapter 1 of this book)

2 “pgain, there was no explicit inference of what teubject perceived, just a
distinction drawn between the neural signals assediwith classes of objects.”
(Uttal 2011, p. 103)

° Poldrack et al. (2009) use of the fMRI for ideyitify eight higher-order cognitive
tasks with probability of classifying them runnifrgm 90% to 61%. (in Uttal 2011,

p. 110)
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Uttal draws some conclusions about these expergndiite most
important is that these results

are theoretically neutral. That is, they do notvie any more detailed explanation
of how the mind emerges from the brain than anyemtieuroscientific method.
What they have done is find cumulative componentghef fMRI signal that

correlate with perceptual and cognitive procesges) What they are saying, in
general, is that there are patterns that occur ¢ker brain that allow us to
distinguish to a limited degree among a few perc@pand cognitive processes. In
other words the brain is doing something that isnalestrably different as it

processes different percepts or other cognitivegsses (Uttal 2011, p. 111)

Again, from the EDWSs perspective, any perception tlmought
corresponds to the most activated neural pattédragest of the brain
and the body. The differences between any two pames/thoughts
correspond to the differences between those twelwidistributed
neural patterns of activation, the differences agnitve wave bands
(their frequency, intensity, etc.) and their valud®e status of the
entire brain and body in those two moments.

Let us suppose that a human being observes a si#ng-4
objects in a spatio-temporal framework. How doeg tmind
represent this scene? Are mental representatiansaith object in
our mind? How are space and time represented imod? How do
we localize these representations in the brain“risider these
guestions are totally wrong! There is only one rakrgpresentation
that contains all objects and the spatiotemposahéwork and this
mental representation is the “I”. Otherwise, we douwot be able to
explain, for instance, the spatial or the tempatahension of a
scene. Therefore, localization, the binding prohl@erception and
object recognition, spatio-temporal framework ok@ne are just
methodological problems created by many researdhecsgnitive
neuroscience!

Let me analyze the continuity of representatiommfobject
(the “endurance” problem). O’Herron and von der tiey2011)

! Obviously, there are other “aspects” of the bithist will be “discovered” in the
future.
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investigate the representation of object continimtihe visual cortex
in spite of continual fluctuations of retinal imag&he authors
recognize that the neuronal processes respongiblind continuity
of human perceptual representations are unknowidf) we have
here not only the binding problem but also the teadce” problem
of mental representations and both problems hawsmewers yet. As
we saw in Chapter 7, the binding problem is a psgrdblem. The
enduring problem is a more difficult problem! Irgsting for the
EDWs perspective is the idea regarding the relatignbetween the
“local” and “global” processing neuronal “informati”:

While most neurons in areas V1 and V2 respond talloontrast bordetsand are
orientation selective, about half of the neuron¥tare also selective for the side
on which a border is “owned” by a figure (border evahip, Zhou et al., 2000). The
left-hand side of a square, for example, produdgh Ffiring rates in neurons of
figure-right preference and low firing rates in nesrf figure-left preference.
Although these neurons can see only a small segieiorder through their
classical receptive field, they seem to “know” ttha$ segment is part of the contour
of a larger object. They integrate global shapermftion with various local cues,
such as stereoscopic depth and occlusion cuesfetovhich side is foreground and

which side is background (...§O’Herron and von der Heydt 2011, p. 1)

Working within the unicorn-world, it seems obviolgs the authors
to introduce quite strange ideas and notions like"beurons seem to
‘know™ or “they integrate global shape”. Only ifemalk about the
correspondences between parts of the brain and”tlas an entity
with particular unity, can we understand these sde&ithin the
mind-EW, the unity of a mental representation of @bject is
nowhere in the brain. Those neurons have “no iddeut the fact
that the segment is “part of the contour of a laxggect’? | return

1 «(...) contrast sensitivity can take on at leastethforms: sensitivity to spatial
variations in a stimulus (spatial contrast), sévisjtto changes over time (temporal
contrast), and sensitivity to changes in both sgamktime (...).” (Reid and Usrey
2008, p. 638)

2 The same problem is in quantum mechanics regattimgon-locality problem: a
mixture of EDWSs, the wave and the particle. (Seeavila 2008 and Vacariu and
Vacariu 2010)
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again to the analogy table-microparticles: thetedes, for instance,
do not “seem to ‘know™ anything about the (unitf) a table! The
microparticles “compose” the table only for the famobserver, but
this “composition” is a methodological distinctioithat has no
ontological statusOnly mixing the EDWSs, could we produce such
weird ideas.

The authors indicate the main characteristics ohemtal
image of an object: the identification of objects depth and the
meaning of mental representations. (O’'Herron and ger Heydt
2011, p. 2) The continuity of an object represemtatequires the
short-term memory.The authors propose that the mechanisms that
are involved in the “border ownership selectivitduld produce the
object continuity. From their experiments, they daode that the
cognitive system does not use information from tbeg-term
memory to create mental representations. Moreat&ntion is not
necessary for the continuity of representatioaettms that the object
representations are created automatically withdwe teed of
attention. The conclusion of this article is tHa tborder ownership
signals reflect the cortical representation of dbjeontinuity.
Presumably, this representation plays a role inntaaiing object
identity across eye movements and object movenief@ierron

! Nevertheless, if we take into account the meamihgental representation, we
have to also add the process of categorizationvésvill see below, McNorgan et
al.’s (2011) semantic integration is “accomplislaedoss multiple brain regions”. (p.
215) Very recently, based on their research usigstranial direct current
stimulation Lupyan et al. (2012) illustrate that &mportant component of
categorization (selection of properties essentinkértain task) requires the activity
of prefrontal cortex (left inferior frontal gyrud)p. 37) Moreover, other experiments
show that the same neuronal area is activated agsicl “cognitive control”
(“paradigms (e.g., Stroop, go/no-go, and workingmogy tasks) and by classic
language tasks (e.g., word generation, resolutfasymtactic or lexical ambiguities
(...)"). (p. 47) Their conclusion is that the leftfénior frontal gyrus is involved in
both categorization of familiar items and languaidem) Even if the authors
specify that their research refers only to the Bjgpecomponent of categorization,
and moreover, language is also involved, then glaede parts of the brain are also
activated. Obviously, it is not only the left infar frontal gyrus activated for such
processes.
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and von der Heydt 2011, p. 9) Again the analogye¥hs the color
or surface of that table at the “level” of microfees or which
macro-phenomenon is responsible for the movement
microparticles? Meaningless questions!

If the viewer changes his/her position in relatldpswith a
perceived object, the images on the retina cangghanamatically
regarding position, view angle, illumination, etBespite such
changes our mind recognizes many objects. “Thisns@¢hat the
visual system is able to extract a reasonably eohatepresentation’
for the shapes and identities of meaningful objet#spite such
transformations.” (Pessoa et al. 2008) Obviousikghiw the unicorn
world, there are different “levels” of visual pr@sing: low-level,
intermediate-level and high-leveidém) At the low-level, parts of
the brain extract the information regarding eddeightness, color
and motion of object. Here there are so-calledttiotup” processes
(information from the bottom level “moves” to thpper level). The
intermediate level combines information of the pweg level so as
to get the global properties like object shape @iehtation. The last
level, the high-level, associates a meaning to thental image to
produce recognition and classification (a top-dgsmcess).iflen) |
have never understood such expressions like “pafrtthe brain
extract information”! Is this part of the brain & of homunculus
able to extract and observe something? | emphasigen that
segmentation-integration is a totally wrong didfime. For instance,
maybe we can hypothese that a static visual picsusegmentated in
different features (V1, V2, V3, V4, V5, for edges|or, motion and
other features) and then integrated in a unifiectupg (unknown
parts of the brain). However, | really cannot ustend the
segementation and the integration of any visualipécthat contains
two-three objects in motion in different directiofer a human
subject that is in motion and changes continuotisty angle of
perceiving those objects! The subject is awarehef movement of
those two-three objects in motion. The segmentation the
integration for a visual image with objects in noatientail quite long
period of time, but the brain realizes these preegsalmost
instantly! We would not be able to see an objectistion if the
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visual process requires the low-level and the héylel processes (or
segmentation and integration). From my viewpoiriglieve that all

the neuronal parts (V1 to V9, parietal and tempaeta.) are directly
involved in creating those pictures in motion ahdréfore there is
no segmentation and integration of visual images.fdct, we

completely misunderstand the correlations betweésioryv and

perception with neuronal patterns of activationd dherefore we
need to rethink these correlations.

Essential for vision is the famous dorsal-ventraieams
distinction. Let me analyze Banich and Compton'sestigation
regarding the ventral pathway (“what” - related ttoe object
recognition) and the dorsal stream (“where” - etlato the spatial
representation) pathway (Chapter 7 and 8 from tbewk). The
ventral stream consists of neuronal areas from aheipital,
occipitotemporal and temporal zones. In that ctatsiiew, V2 is
responsible for color, texture, length, width, ataion, direction of
motion, etc., while the inferotemporal cortex iwadlved in much
more complex visual stimuli (faces, hantigp. 180) The ventral
stream preserves certain spatial information. Hamevhere is
“much more to learn about how objects are actuayresented in
the neural tissue of the ventral streanfp. 187) Quite many people

1 “The different cortical areas in the occipitotempgrathway share a number of
physiological characteristics. Consistent with le in object recognition, all areas in
the pathway contain populations of cells sensitivéhe shape, color, and/or texture
of visual stimuli. However, at progressively highevels, cells have larger receptive
fields and their stimulus selectivity is more compte characterize. Thus, higher
order properties (consistent with invariant repnéséon of objects) usually are
attributed to cells in higher tier areas. For ins&g many V1 neurons function as
local spatial filters, signaling the presence oftoars at particular positions and
orientations in the visual field. In contrast, acréasingly higher proportion of cells
in higher tier areas (e.g., V2 and beyond) appbreespond taillusory contours
(i.e., contours implied by stimulus context andh@gorder properties, not due to
simple light-dark contrast), across increasinghgda regions of the visual field.”
(Passoa et al. 2008, p. 1074)

2 “First, how is a specific object represented witfie visual stream: is a single
object represented by the activity of only a feisceor is a larger swath of the
neural tissue involved in representing any givefec? Second, how does the
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in cognitive neuroscience use such expressions‘filere is much
more to learn”. Within the unicorn world, we wilbagstantly find

such expressions! Even the classical distinctionsaleventral

streams (“where-what”) is somehow supported by aoert
neuroimaging studies, it seems better to charaetetine dorsal
pathway as “how” (instead of “where”) because itéfated to the
motor neuronal areas. (Barich and Compton 20106%) Moreover,

there are the limitations regarding the dorsalsantstreams
dichotomy (Husain and Nachev 2007 in Banich and @om 2011,

p. 228). For instance, the parietal lobe is notdhly neuronal area
involved in spatial cognition (but also, at ledsippocampus and

parahipocampal regions).

ventral stream achieve perceptual invariance (thiitya to recognize objects
regardless of their orientation, position, or spzZ&hird, is object perception based on
understanding the individual parts of an object #renh fitting those parts together,
or is it based on a more holistic representatianally, we address the controversial
issue of category specificity, the question of \kleetthere are segments of the
ventral stream that are dedicated to and spedihfizeprocessing certain kinds of
stimuli, such as faces.” (Banich and Compton 2@1187)

11t has been considered that hippocampus is cléavlylved in spatial cognition.
However, in their experiments with mice (they “gexted mice (...) in which
NMDARs are also lacking in dorsal and, to a lesseent, ventral hippocampal
CA1 pyramidal cells), Bannerman et al. (2012) shobtveat hippocampal NMDAR
receptors (particularly those from dorsal CAl) mo€ essential for associative, long-
term spatial memory. Their results show that “NMDAGh dentate gyrus and dorsal
CALl principal cells are not essential neuronal upithings of hippocampus-
dependent, associative, spatial reference memapyigtion or storage. Instead they
may be critical for using spatial information toidg selection between alternative
responses.” (Bannerman et al. 2012, p. 5) Bannemhal. speculate that “these
results suggest that NMDARS, either elsewhere ia #xtended hippocampal
formation, such as entorhinal cortex or subiculwn,across the wider cortical
mantle, could underlie associative spatial memanfggmance in the water maze.”
(idem p. 6)

2 For an investigation regarding the dorsal andvétral processing streams (the
occipitotemporal and the occipitoparietal pathwasee Pessoa et al. (2008). The
ventral stream includes V1, V2, V4, and inferiompeoral areas TEO and TE that
are activated for color, shape, and texture. Thealstream includes V1, V2, V3,
V3A, middle temporal area MT, medial superior temgb@rea MST, and additional
areas in inferior parietal cortex that respond patisl stimuli (the direction and
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Interesting for my perspective is the dispute rdigy the
neuronal areas that code the object perceptiorgrétion: do we
have the sparse coding (the extreme of this alieméeing “one
grandmother cell”) or the population coding (theéreme being the
entire brain)? (Banich and Compton 2011, p. 188)alo nobody
accepts either of these extreme alternatjves the best answer
seems to be that some neuronal areas are invaiviédee iprocess of
object recognition. From an EDWSs perspective, thestjon is
meaningless: any mental perception is the “I” tbatresponds to
some particular neuronal areas that are the mostated, the

speed of stimulus motion). (Pessoa et al. 20080@1) Important is that Goodale
and Milner (1992) “have proposed a modification bfstmodel, emphasizing
‘perception’ vs. ‘action’ for ventral and dorsabgessing (...)". idem)

! For instance, for the first extreme: the resuftaroexperiment on a subject shows
that a cell had “strong preference for the fac¢hefactress Jennifer Aniston, when
seen from several different viewpoints, but did nespond to pictures of other
actresses nor to pictures of Aniston together wittor Brad Pitt (...). Maybe this is
not a ‘grandmother cell’, but is it the ‘Jennifeniaton cell’?” (Banich and Compton
2011, p. 189) If that cell dies, will the subjedt e able to recognize that actress?
For the second extreme: the image of an applesscated with the meaning of
apple and its features and this is not possiblief entire brain is involved for
perceiving that apple.idem) Rolls and Treves (2011) also show that the
representation of a particular object or face isretated with the distributed
neuronal patterns but not a grandmother cell, éveach neuron responds better to
some particular stimuli than other neurons (i.eisi“tuned to some stimuli”, p.
460). Regarding the information of a single cdile(element of computation), the
authors consider that “most of the information ea@ded in the spike count; that
large parts of this information are available imghemporal epochs of, e.g. 20 ms
or 50 ms; and that any additional information whigppears to be temporally
encoded is related to the latency of the neuroespanse, and reflects sudden
changes in the visual stimuli. Therefore a neurorthie next cortical area would
obtain considerable information within 20-50 msrhgasuring the firing rate of a
single neuron.” (p. 470) (Rolls and Treves 2011lintgasection 3) Pessoa et al. also
reject the “grandmother cell” but embrace the “dapan code” (the last alternative
is necessary for the robustness vs. changes of amliprecision of representation.
“Although the image of an object projected on te&na changes in response to
variations in illumination and viewing angle, thatfern of activity in IT cortex will
be largely maintained, insofar as the clusteringedis with overlapping but slightly
different selectivity serve as a buffer to absarbhschanges.” (Pessoa et al. 2008, p.
1074)

202



counterpart of the brain and the entire body. Weeha return to
Uttal's skepticism to understand that this probland many other
problems are meaningless.

For object recognition process, some elementsrana\vied:
the form-cue invariance (we recognize a familigieobregardless of
the form of the cue that represents the object) thedperceptual
constancy (we recognize an object in many different condisiaf
perception like different angles or illuminations)he ability to
recognize objects across so many varying conditioypies that at
some level, our mental representation of objecfairty abstract, in
the sense of being removed from or independenthef driginal
stimulus conditions? (Banich and Compton 2011, p. 190) The
abstract level of Banich and Compton is availableny perceptual
state, but from my viewpoint this is possible obgcause any mental
state is the “I", an EDW than the brain and bodyithdut the
difference between the mind-EW and the macro-EVdt (thcludes
the brain and the body), the form-cue invariance #e perceptual
constancy would not be possible! The brain and ka@yconstantly
in movement, so the existence of form-cue invaiaautd perceptual
constancy would not be possible without the extterf this
abstract level, i.e., the mind-EW. The original stimuli asmme
external inputs that activate certain parts of bady and related
neuronal areas that belong to the macro-EW. Howewsr sensation
and perception is part of the mind-EW.

! “pdditional higher-order, object-related propestiare also seen at higher tier
cortical levels. One of these properties is indreastimulus invariance, namely,
similar shape selectivity despite variations in tixge of lower-order cues used to
generate the shape (such as luminance, color, mato).” (Pessoa et al. 2008, p.
1074) Perceptual constancy is possible only becaige unity of the “I”. We have
to take into account that the perceptual inputastiauously in movement and
therefore the unity of the “I” has to be resporsifar this constancy.

2 “Neurons at lower levels in the visual system seasitive to isolated and specific
features in visual scenes. Higher visual areasorebspo very specific attributes, but
these attributes are increasingly remote from thgsigal stimulus. Instead, they
represent increasingly complex concepts, such thgom of an extended object or
the identity of a face.” (Reid and Usrey 2008, §fp7-8)
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For a monkey, the occipitotemporal pathways, thariant
features of an object and neurons from the antérferior temporal
cortex are responsible for the form-cue invariari@®essoa et al.
2008, p. 1076) For humans, the early visual areasthe lateral
occipital cortex are necessary but not sufficiemr fobject
recognition. idem p. 1080) More exactly, Pessoa et al. underline
that the lateral occipital cortex is a “stagele(r) or “an intermediate
link” (p. 1081) in object processing. These auttdose their chapter
about object recognition introducing some restlitg indicate that
the various features of a perceptual object are stoted in a
particular neuronal area but in distributed aréps.1087) In this
context, we can assume there are quite many intkatee links
within the unicorn world! | strongly emphasize tlitais not possible
to explain certain notions like “form-cue invari&i@and “perceptual
constancy” using information available in the braince there are
continuous neuronal transformations that do nowiib the “mental
constancy™ The notion of “fit” rejects the identity or any
dependence between “perceptual constancy”, foramest, and
“widely distributed neuronal patterns of activatioAlso, the notion
of “correlations” (which has no ontological status)not enough to
mirror this relationship. Therefore, we have toraoduce the
“correspondence” between states that belong tcEfD#/s. Again,
we return to the analogy microparticles-table aedranal processes-
the “I”: there is no constancy but only interacBftmovements
among microparticles, but our perception of thdetab very static

! “Neuroimaging studies using the adaptation methade shown that a particular
region within the ventral stream seems to displkrg@ptual constancy and form-cue
invariance. This region, the lateral occipital cdoemxp (LOC), is located at the
posterior portion of the fusiform gyrus, directlytarior to Brodmann area 19, and it
shows evidence of perceptual constancy across tieasa in size, location,
viewpoint, and illumination (Grill-Spector, KushniEdelman, Avidan, ltzchak, &
Malach, 1999; Mazer & Gallant, 2000).” (Banich a@dmpton 2011, p. 191) | am
convinced that other neuronal areas will be addddaC region (if this area is not
be replaced with other areas) in the next sevesarsy The problem is that the
majority of people working in neuroimaging ignoteetresults furnished by other
tools of investigation of the brain, for instanttee EEG.
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and discreté.A table is not identical with/does not depend lout,
corresponds to some microparticles.

| analyze another related problem: “In ways thatraot fully
understood, position-invariant recognition arisesif ventral stream
cells that have position preferences.” (Banich @adhpton 2011, p.
192) The “position-invariant recognition” will newebe “fully
understood” within the brain-EW. In reality, thiggition-invariant
recognition corresponds to the activation of the¢irenbrain and
body: the brain is part of the body that occupieglace in
relationship with an external object, and the bduys strong
neuronal links with the brain that cannot be avdide explaining
such recognitions. The same authors discuss abfmit object
recognition in relationship with the viewpoint-iment or the
viewpoint-dependent: what is the relationship betwée neuronal
patterns and the viewpoint from which the objecpésceived and
how does the brain create a 3D representation ofobject
(recognizable from any viewpoint) from the 2D infation received
from retina? One classical answer “ may be that lihain first
extracts viewpoint-specific information, and thenses that
representation to build a more abstract three-demaal
representation that is independent of viewpoin#fter which the
authors introduce Marr’'s computational model. (Baniand
Compton, p. 192) “May it be"? We will need this eagsion for
almost all the empirical results of cognitive nes@ience forever!

Another alternative would be the viewer-centered
representations that require the comparison ofaavirepresentation
with some stored knowledge in the brain. We havaratghe very
dubious notion of “abstract” and the totally inegpble process of

! A reductionist can claim that any table is justappearance” that does not exist in
reality and only the microparticles really existhéfe are many reductionists in
physics and philosophy of mind. Nevertheless, thevitational force cannot be

reduced to the micro-forces (we have not discovahsd quantum gravity yet).

(About the relationship between Einstein’s gendrabry of relativity and quantum

mechanics, i.e., the relationship between macrimpest and microparticle, see
Vacariu 2008 and Vacariu and Vacariu 2010) Fromwueypoint, such reductions

are meaningless.
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transformations from 2D to 3D spatial representat{®ee Chapter 9
of this book) If the eyes are the extension of kmain (due to
evolution), how and why are such complicated stagéls 2D and
3D frameworks necessary? Species evolution woutdathaw such
“complex” movement! We see the 3D and the deptiorisnly with
one open eye, so the existence of two eyes (thechliar disparity
indicates the depth dimension in visual image, Bamind Compton
2011, p. 212) does not fully explain the movemeaif 2D to 3D.
Within the unicorn world, inevitably the researchén cognitive
neuroscience fight to find the neuronal areas atgiv by the process
of object recognitionl. The huge mistake imposed by the unicorn
world is that the researchers attribute the spdtiaknsion to visual
perception and they check for the neuronal areauthifies all other
neuronal areas associated with the different péueépeatures of a
perceived object. Within the identity theory, wencask two
guestions from contradictory viewpoints. From oriewpoint, if
these perceptual features activate different nelrareas, why do
we need a single neuronal area (the “convergenoe” zif Damasio,
for instance) that unifies the activity of all tbther neuronal areas?
From the other viewpoint, how could distributed mal areas
(correlated with various perceptual features) beetated with a
single perceptual object? Again, within the framewof EDWSs,
these questions are meaningless! The identity yhésrwrong
regarding at least this problem: the mind has ragigpdimension,
only the brain being placed within the space ofrtteero-EW.

Using fMRI and multivoxel pattern classification,c@y et
al. (2011) realized certain experiments so as ¢alipe the identity
and the location of objects in the brain. In thetpa was argued that
localization for the identity of an object was tlaeral occipital
complex (LOC). One of the main notions in Cichyaéts paper is
the “location-tolerant object representation”, ,ii@. the process of
recognizing an object: we need a representatiohishdolerant to
changing the viewing conditions”. (Cichy et al 20pl 2297) The
goal of their research is to investigate the rdl&©C for location-

! As we saw in Chapter 7, the same trouble is wi¢ghkiinding problem.
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tolerant object information and object-tolerantdtion information
for representations of exemplars and categoriese $hbjects
visualize 12 objects (4 categoriesx3 exemplarghenleft or right
hemifield. The authors emphasize that, if Ungedeidnd Mishkin
(1982) introduced the classical distinction betwethie ventral
pathway (identity of objects, no location) and thersal pathway
(location), other researchers (Milner and Good#&@62 2008, etc.)
argue that the ventral stream is responsible foatlon (for instance
retinotopic information or eccentricity bias). Thi#les of some
paragraphs of this paper reflect the content of ghper: “LOC
contains location-tolerant object information ate tHevels of
exemplars within a category” (p. 2303); “LOC contaimore
location-dependent than location-tolerant objeébrimation within
than across locations” (2304); the activity patermm LOC
“generalize across different exempldrg). 2305). Finally, because
tolerance encodes both location and object infdonatolerance is
more important than invariance regarding the objeptesentation.
The authors claim that, in this way, the bindinglgem is avoided!
(Cichy et al. 2011, p. 2305) As usual, without dffg more details, |
analyze their results:

LOC contained location-tolerant object informatibath at the level of categories
and at the level of exemplars within a category. rédwer, location-tolerant
information of objects at the level of exemplarghivi a category was general
enough for categorization of other exemplars. LOIo acontained location-
dependent object information. Interestingly, theees more location-dependent than
location-tolerant object information in LOC. Fingllwe found that LOC also
contained object-tolerant location information. $&dindings extend our knowledge
of the link between object representation and L@Cseéveral important ways.

(Cichy et al. 2011, p. 2303)

From an EDWs perspective, | emphasize that thessdizations are
just huge approximations that require “correlationsetween

! Interestingly for me, the “object information iNOC may underlie automatic
classification of object exemplars into categori@ssch et al., 1976; Mervis and
Rosch, 1981).” (Cichy et al. 2011, p. 2305) From wgwpoint, the process of
categorization (automatic or controlled) involvies tmplicit knowledge.
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entities/processes that belong to EDWSs. Moreovenportant

“aspects” of the brain activity are lacking suctu&tipns (just one
example, the synchronized oscillations). Using fMiRd other tools,
it is indeed quite difficult to get complete knoage about (all
“aspects” of) the brain. However, people working éognitive

neuroscience continue working with high hopes éasfble results in
the future.

Jordan et al.’s papgR010)is one of the most interesting
papers written in the last years. The first serdeaeemblematic for
the “great debates” in the wunicorn world: “Perceptiis a
complicated process with impressive feats seemiaglyomplished
with ease.” (p. 492) And then,

immense amounts of undifferentiated information ameoothly transformed into
meaningful units; photons of light become recogblizafaces, sound waves are
parsed into familiar voices, and wafts of odouridentified as individuated smells.
Moreover, discrete units that are parsed out ofntioeass of perceptual input are
then tracked over time and motion as the sameistiasentities. An important goal

of cognitive science is to understand such proseépe 493)

Within the unicorn world, perception is indeed ayeomplicated
process! From the EDWs perspective, perception is the fi"aay

perceptual state belongs to the mind-EW. Jordah ehalyze visual
perception in relationship with cognition under tliamework of
object-file theory (Kahneman, Treisman, and Gild@92). They try
to explain the binding process and the persistasfca mental
representation over time and motion. An “objecle’fi is an

“episodic representation that stores (and updatésimation about
an object’'s properties and tracks the object viatisgemporal

1 “The visual system detects single photons in thex dut can also see clearly in
bright sunlight, when the retina is bombarded witler 13 photons per second. At
a much higher level of complexity, ensembles ofraes in the cerebral cortex are
able to solve extremely difficult problems, sucheagacting the three-dimensional
motion of an object from two-dimensional retinabiges.” (Reid and Usrey 2008, p.
637) Those two-dimensional retinal images corredpmnperceptual elements that
are the “I". The cerebral cortex is not a compusEving some “extremely difficult
problems” like the “extraction of 3D motion of ahject from 2D retinal images”!
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information (Kahneman et al., 1992).” (p. 493) Maukicertain
experiments, the authors investigate the multimodédgration
(visual and auditory modalitie$)Interesting for my perspective is
their entire general discussion on the resultdeir texperiments. It
is quite amazing to observe the interpretationsuith results, the
conclusions and finally the questions that arisemfr such
experiments (the cross-modal interactions) underuthicorn world!
The main question is where thegrationof features from multiple
sensory modalities into a coherent object file sagkace. Based on
their experiments, the authors suggest that theectfile
representations agbstract amodatepresentations (“how object-file
correspondence can be decoupled from specific gensmdalities”).
(Jordan et al. 2010, p. 501) As we saw above, &éneynot the only
authors that use the notion of “abstract” in explag some mental
states! Their conclusion is quite close to my EDYésspective.
However, such “abstract amodal representationsbrigelto the
mind-EW (not to the mind)! Moreover, the perceptaatl amodal
representations are the “I".

For Jordan et al., it is completely unknolwow and where
(neuronal) different sensorial mechanisms (vided andio) and
working memoryintegratetheir information! We already know that
within the EDWs perspective, these questions araningless.
Important for the EDWSs perspective is their obsgovathat the
natural environments “often contain many potergaitings of visual
and auditory sources, and it would likely be chaliag to establish
crossmodal object correspondences based on pumigemtual
information alone if there are any competing soueld sights.” (p.
501) Moreover these “data offer clear evidence ¢oossmodal
object-file processing, but much remains unknowoualtthe role of
sensory modality information in the calculation pErsisting object
representations’’(idem) Within the unicorn world, nobody will find

! For the crossmodal interactions, see Chapter ti@book.

2 “For example, can object files transcend sensoodatity in any situation, or is
auditory information only incorporated into objdit¢s in the absence of competing
visual information?” (Jordan et al. 2010, p. 501grBal questions within the unicorn
world!
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an answer to this problem. Introducing other profalec topics like
top-down knowledge, the problematic localizatiome(tneuronal
spatial-temporal frameworks) of vision and espéciaudition, the
authors proclaim that the topic of cross-modalraxtgons is a “ripe
area for future research”IEternal verdict: “Such questions are
meaningless!”

8.2 A few words about other notions in cognitive ngoscience
Perception and object recognition are strongly teedlato other
processes, like attention and consciousness, tedifficult notions
in cognitive neuroscience. The relationship betwéeis mental
process and the neuronal substrate is completelgnaun.
Nevertheless, using simultaneously the resultsifafsion spectrum
imaging (DSI) and fMRI, Greenberg et al. (2012)w8d a “direct
topographic white-matter connections between IRSwsual cortex
that may subserve the control of visuospatial seleattention in
humans.” (Greenberg et al. 2042, 2780) The biased completion
model of visual attention presupposes some axopahections
between areas responsible for attention controlasdal corteX
From their experiments, Greenberg et al. conclhdethe particular
white-matter fibers mediate biased competition #yabrough the
direct topographic white-matter connections betwtdenlPS and the
visual cortex. “The correlation between contralatettention BOLD
activation and connectedness suggests that thdss ficarry
visuotopic attention signals.”(p. 2773) Attention presupposes

! About the crossmodal interactions, see Chaptaf 1dis book.

2 “Neuroimaging and neurophysiological evidence sufspa biased competition
model (Desimone and Duncan, 1995) of visual athenin which stimuli compete

for neural representation in retinotopically orgad visual cortex. This competition
is resolved by directing attention to the targesulting in enhanced neural activity
to attended stimuli and, simultaneously, decreas#iity in neurons representing
distracters.” (Greenberg et al 2012, p. 2773)

3 For more details: “We found that attention modolas in visual cortex were

correlated with connectedness to plIPS; howeverntdin modulations in alPS were
only weakly correlated with connectedness.” (p.248PS is posterior IPS; alPS is
anterior IPS) However, the authors specify thatSalas other roles, for instance,
modulating nonspatial dimensions like color and iorot Interestingly,
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categorization of an entity (for instance, a targgect in a natural
scene among distractor images). Such visual caegon requires
the integration of multiple frequency scales, in&tign that has to be
prior to awareness. (Kihara and Takeda 2010) lmsethat the
integration of such multiple frequency scales fpid categorization
of a natural scene has to be between 83-100 ms thiteimage

onsett (Kihara and Takeda 2010, p. 2161) Very shortlierston is

the “I” and we can find it nowhere in the brairbdlieve attention is
even more difficult than consciousness, so “Do woheck for

attention in the brain”!

Another very problematic notion in cognitive neuwiesce is
consciousness (one of the most enigmatic phenordebated in
philosophy of mind but actually the scientist’s tifer a scientific
explanation). | analyze only Damasio’'s very recgydper on
consciousness (Damasio 2011, the short versiortheAbeginning of
his article, we can find a very interesting parabra

| suggest that a plain mind process devoid of alelfnents is not likely to provide
“experience”. Experience requires an experiendear,grovider of subjectivity, and
that is what the self process, even if at the sstplevels, confers upon a plain

mind. (Damasio 2011, p. 47)

We see here a distinction between the mind, sekpérience” and
their integration. Obviously, we cannot talk ab@xperience, in
general, without a particular experience, but anytes distinction

“connectedness between pIPS and visual cortexdasesefrom V1 through V3. By
contrast, the systematicity of visuotopy in theseerf tracts decreases from V1
through V3. However, one must consider the differetes that V1, V2, and V3/VP
play in the visual hierarchy.idem)

1 Making the distinction between “higher spatialginencies” (“fine information of
image details and/or object boundaries”), and “lofvequencies” (“coarse blobs
representing the general framework of object shapd layout”), the authors
introduce a supposition that cannot be totally fimti “coarse information is
processed faster than fine information. Howevers ttoes not guarantee that all
types of scenes would be processed in a coarsaeavfanner. We do not make the
general claim that this coarse-to-fine processingnidates natural scene
perception.” (Kihara and Takeda 2010, p. 2161)
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is methodological, i.e., it has no ontological grds (neither in the
mind-EW, nor in the brain). Indeed, the relatiopshibetween
experience, mind, the self, and their integratiamenbeen created by
the human thinking. The experience and all othentalestates are
the “I". Such methodological differentiations ameated by us when
we investigate vision and other sensorial abilitiégain, the efforts
to try and grasp the neural correlations of mirmhstiousness or the
self are useless. From an EDWSs perspective, | dhawvattention
upon the fact that the researchers from cognitieio)science have
to be very careful in constructing and using themnguage. In reality,
from an EDWs perspective, they have to reconstthet entire
language.

In the next page of Damasio’s paper, | noticedidea that
the “body signals” are represented in the braifingaps”, the basis
for sensory images that “we experience in the min@amasio
2011, p. 48) These mental images of the body repteshe
“protoself”, the first, the “lowest level of the IEeprocess”.
Personally, | could not understand what kind of taken
representation these mental images are. The plotssactures
(these mental images) are “felt”. “Body feeling tke key to
subjectivity, to experience.iden) My question is the following: “Is
the ‘I who has these feelings™? Then, if we impalse existence of
the self and its feelings, we have to grasp thatioeiships between
these entities, something that cannot be realittes f{rst-person or
third-person viewpoints do not matter). In order doderstand
comprehending these relations, we would need abaihomunculus
(rejected by everybody, including Damasio). From BBDWSs
perspective, this protoself is necessary for thevigal of any
organism that corresponds to the being, but thedefined feelings
(“primordial feeling$, emotions being “variations of these feelings)
are the “I”, nothing more or less. Rejecting thenmculus, the self
does not have feeling of its body. Damasio beliethed, from an
evolutionist viewpoint, these feelings are “cortet with the
brainstem and not with the cerebral cortex. We aaoept such
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differentiations only from a methodological viewpi Within the
brain-EW, even if the brainstem is the most invdlyeart of the
brain, we cannot make amntological differentiationbetween this
part and the rest of the brain and bodstrongly emphasize that the
people working in cognitive neuroscience have to@sestions and
make experiments regarding only entities and preegshat have an
ontological statusWithin the mind-EW, all these feelings are the
“l", so they do not have an ontological statusD#masio informs us
that these primordial feelings are “generated assalt of an ever-
present body-brain interaction”, we could transthis statement in
the following way: “The primordial feelings are thd that
corresponds to the body-brain interactiohs”.

The second “step” is the “self core” that refledtse
interaction between an organism and the objectsdrenvironment.
(p- 49) Again, as usual in cognitive (neuro)scienee have notions
like “levels” (or even much stranger notion like téps”),
“emergence”, etc. As | wrote above, we can acchesd notions
only from a transcendental (methodological) viewypoiThe last
“step” is the “autobiographical self’ constructed memories and
predictions about future events/processes. Theeptiep of the first
step are available for the last two steps. For on@onsciousness
is correlated with the upper brainstem, thalamu$ w&ide parts of
cortex. (p. 49) | do not analyze in detail whichitpaf the brainstem,
thalamus and cortex are associated with some a&spett
consciousness, but the conclusion is the followingny parts of the
brain (actually the entire brain) are correlatedhwionsciousness.
Damasio tries to show that some parts of the biim&re involved
in a particular mental function related to conssitess but he
concludes that the

1 In this context, | recall that Kant's distinctionetween pure and empirical
intuitions of space and time is a methodologicanscendental distinction. (See
Vacariu 2008) Moreover, if a person perceives detaltne distinction between its
legs and its surface is just a methodological segatien!

2 These primordial feelings are strongly relateth®s ambiguous notion of life. (See
Vacariu and Vacariu 2010)

213



classical reticular nuclei and the ascending atitigasystems are indeed associated
with wakefulness and sleep cycles, but the remgihinain stem nuclei participate in
other important functions relevant to consciousn€bsse include (1) representation
of standards for biological value, (2) representatf the organism’s interior on the
basis of which the protoself can be assembled amuopdial feeling states
generated, and (3) the first stages in the congructf the core self, which has

consequences for the governance of attenBramasio 2011, p. 50)

From an EDWs perspective, | point out that the respntation of
the organism’s interior” (that leads to the protfisdhas no
ontological status. As a “way-station of inputs a@iged from the
body (and from sensorial mechanism of the extenmald) that are
sent to the cortex, the thalamus plays an importai¢ on
integration: coordinator of cortical functions, ténconnecting local
or large areas of the cortex)”. (Damasio 2011, 1. Severtheless,
the cortex and the thalamus work together and eaermbe studied
separately. Finally, together with brainstem andlaimus, the
cerebral cortex constitutes the mind, the core said our
autobiography. (Damasio, p. 51-52)

There is suggestive evidence that the early sensortices hold such explicit
patterns. In typical multisensory experiences theee such simultaneous patterns,
held in several separate regions whose ensemblbecappropriately designated as
the brain’s “image space”. The imaged space isrotbeti functionally by the

“dispositional space” (Meyer et al. 2010, 201{[pamasio 2011, p. 52)

Evolutionary, thalamus solves an apparent “bottikhebetween
cerebral cortex (imaginations, reasoning, memoaygliage) and
brainstem (necessary for the life and feelings oidy). The
bidirectional connections between these parts ef litain can be
found in the thalamus. It is very clear that Damasinotions of
differentiations, integrations and correlations uieg the unicorn-
world framework. From an EDWSs perspective, they duet
methodologicallypossible but, within the unicorn-world, produce
compelling ontological contradictions.

The problem is that, notwithstanding the anatoméeal functional expansion of the
cerebral cortexthe functions of the brainstem were never dufgitan the cortical
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structures The result is a convenient division of labor wiansequence is a
complete interdependence of brainstem and cortein&em and cortex are forced

into mutual cooperatior(Damasio’s 2011, p. 52, his italics)

This paragraph also supports only the methodolbgica
differentiations and integration without any ontgittal background.
Memory, reasoning and visual representations havemniological
background and therefore can never be differeutiatithin the
mind. The “mutual cooperation” excludes a real txise of
dichotomy differentiations-integration. Moreoveret unicellular
living entities (bacterial cell or amoeba) have tioeneostasis or “life
regulation”, an adaptive behavior. In Vacariu arat&tiu (2010) and
Vacariu (2011), we analyze the similarity, or bett#he identity
between life and cognition. Any it (a cell or anganism)
corresponds to an “I” (or to life) that becomesg do evolution,
more and more complicated. But life has no “compdsieé Why do
we consider that cognitions have so many compofiehty the
process of species evolution, there are no ontdbglifferences
between cognition and life.

Even more complicated is McNorgan et al.’s apphnoac
(2011) that pushes further Damasio’s “convergenoaez The
authors analyze only the semantic integration ithdaccomplished
across multiple brain regions”. (p. 215) Obvioushere are “widely
distributed patterns of activations”. However, whea talk about
semantic, we need to include the species evolitiorequation. The
authors introduce the difference between “hieraadly shallow
models” (all semantic integration occurs in the sdotation) and
“hierarchically deep models” (connective distancdffeds).
(McNorgan et al. 2011p. 213) The advantages for the deep-
hierarchy is that these “models predict a withindaloadvantage for
feature inference, they predict a cross-modal aaggnfor activating
a concept from partial information”. (p. 223) Moweo, the
“multimodal semantic integration occurs in multiptenvergence
zones organized in a deep integration hierarchyd #re “deep-
hierarchy models, higher-level multimodal convelgenzones
receive input from lower-level within-modal converge zones that
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are proximal to the sensorimotor representatioaglons that they
integrate”. {dem p. 227) Interesting for me is that the “infornoati
from multiple representational modalities is int#gd within distal
multimodal convergence zones which take as thputsithe output
of earlier within-modal convergence zones, pasdimgrmation
across modalities takes longer than within modasitt (p. 228) The
authors consider that synchronization is compleargnivith their
deep integration hierarchy in conceptual bindingcNorgan et al.
2011, p. 229) There is an analogy between the ponakand the
perceptual binding problem: at least the same la@@as responsible
for the perceptual binding are necessary for tieasg¢ic binding, the
difference being the inputs that produce those different binding
processes (external environment and their correipgnneuronal
reactions versus internal representations). (Mchiorgt al. 2011, p.
230) Everybody who reads this article would remtnr& coherent
“imagination” of the people who wrote it. From thEDWs
perspective, | strongly claim that the “convergemoge” is nothing
more than a useless Ptolemaic epicycle construetitdin the
unicorn-world! With such convergence zones, the &unbrain
would be an error on the line of evolution. In arte mirror better
this idea, we can make again the eternal analogly thie table-
microparticles: we need a strong imagination togmea that the
microparticles create the surface of a table ic@vergence zone”!
I think with this analogy, any statement about ¢bavergence zone
(pro or con) becomes meaningless.

A neuroscientist, Edmund T. Rolls, tries to expldahe
relationship between mental and brain states am gghilosophical
notions like “determinism”, “free will” and the “@momenal aspects
of consciousness”. At the beginning of his paperl®
forthcoming), Rolls indicates that he works underkiad of
computationalism framework: the relationship betweeental and
neuronal states is reflected by the relationshippvbéen a software
and hardware in a computer. The mental states laedh¢uronal

! “Our studies provide clear evidence for the exiseeof a deep hierarchy in a
multimodal distributed semantic memory system.”280)
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states are at different “levels of explanatione thechanistic level
of neuronal firings, the computational level, theggitive and
the behavioral level. (Rolls 2013, forthcoming) Rohlso
emphasizes that, even if we have to correlate soraetal
functions with certain neuronal areas, it is qudifficult to
correlate phenomenal aspects of consciousnessuatid gvith
neuronal blobs (Chalmers’ distinction between swoftd had
problems) | believe that is would be quite difficult to emj
free will and phenomenological aspects of consciess in any
language, being philosophical or scientific langesag
Moreover, at the end of 20century and at the beginning of
new millennium, the computationalism approach wasngly
attacked by the dynamical system approach (andeltted
approaches). Finally, qualia are nothing more tkan “I”.

! Related to these topics is the notion of represiemt in cognitive science and
philosophy of mind. Rolls points out that “if we duv the average firing rate of each
cell in a population to each stimulus, then on amgle trial we can guess the
stimulus that was present by taking into accouetrésponse of all the cells”. (Rolls
2001, p. 157) Georgopolous shows that we can préutcdirection of a monkey’'s

arm movement just before grasping an object by robgg the neural patterns
activated at that moment. Each neuron “votes” &tain direction and the resulting
vector of the neuronal population determines theation of the arm’s movemeht.

(Georgopolous 1988) (See Vacariu 2005, 2008)
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Chapter 9

Space and the mind

As | mentioned many times in this book, the “I"étmind-EW) does
not have any spatial feature. (See also Vacarid)2Bitstly, | claim
that if the mind had spatial dimensions, the cquesling organism
would not be able to survive in any environment. Wave to
remember that Descartes claimed that the mind cowt be
decomposed in parts! Essentially, we have to maltea distinction
between the spatial feature of the mind and thesipiity of the
mind to representthe external space. Only making the difference
between the real spatial dimensions andréipeesentation of space
will we be able to understand that the mind has spatial
dimensions. Secondly, there are no mental reprasems of space
(and time) at all! In reality, the mind represenifferent objects
within a scene, but the space is not representatl. dflore exactly,
the space does not exist as an entity in the esftemvironment, so
there are no corresponding elements of the mespabsentations for
space. In our mind, there are, for instance, theesentations of two
objects and the distance between them, but we tbhawe those real
objects, real space and space represented in aply M@eover,
taking into account the serial process of consciess, we cannot be
conscious of two objects at the same moment. Whepe#ceive two
objects in a single scene, there are conscious wmnscious
processes involved in this process. Many partshef lirain are
activated only in order to perceive two objects dhd distance
between them. But that distance (space) is noticpéatly
represented in the mind. In other words, thereispatial dimension
for the distance between those two objects justaim the mind
does not have any spatial dimension. Then how dbesmind
represent the space? This is probably the mostulifiquestion in
cognitive neuroscience and philosophy! Many paftthe brain (in

218



fact, the whole brain) are involved in creating, rotigh
correspondence, the visual spatial representatReople from
cognitive neuroscience claim that the ventral stréeemporal lobe
included) is involved in object recognition (seeowad), while the
dorsal stream (parietal lobe included) activatesgpatial cognition.
I quoted a paragraph from Colby and Olson (2008)

Dorsal stream areas have at least two distinctinetfonal characteristics: (1) they
contain a comparatively extensive representatiothefperipheral visual field and
(2) they appear to be specialized for the detecsiod analysis of moving visual

images (Colby and Olson 200§, 1091)

Introducing the process of movement in relationshith space, a
viable answer for this equation becomes much mofiewt! There
are the following elements: the object(s) and tlieatures (color,
texture, etc.), the space, the movement, the ggathat interacts
with that environment and the corresponding mind-Eddhscious
and unconscious states, the human subjectivity, “f@sition-
invariant recognition”, the continuity of human peptual
representations, the form-cue invariance and parakgonstancy
and many other features, more or less identicdiffarent than those
already mentioned). Could you find the localizationany element
from this equation? The task of any cognitive neaientist is to
answer this question. The “comparatively extensegresentation”
is related to my observation that the mind doeshae a spatial
dimension. In order to support this idea, let malge point (2)
from Colby and Olson’s paragraph. In my interpietatthe fact that
“the mind represents a moving object in its vistield” does not
mean that there is a mental image moving in ourdnim brain)! So
as to support this very important statement, |oice another
essential statement: the mind represents a calbreddor does not
exist in the mind or the brain. Everybody agrees there are no
colors in our mind/brain but paradoxically someegshers believe
the mind has spatial dimensions. Agaapresentingspace and color,
the mind is an EW without such properties! Otheewibaving a
spatial dimension, the mind would not be able fire@sent space. On
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the contrary, if the mind had spatial dimensionsuld the spatial
mental representation have the infinitesimal poimtaot? Related to
this problem is that there is not only the percapttonstancy but
also the continuity of representation of an objglee “endurance”
problem) (see O’Herron and von der Heydt 2011 iafér 8 of this
book). How then would the “I" achieve these prosrif the mind

had spatial dimension? A mental representationnoblgject “has”

these properties (even under the dramatic changesthe

corresponding visual inputs in the retina) justéhese the “I” has its
unity (that has no spatial dimension). Only withims framework
can we interpret correctly the next paragraph:

Areas of the ventral stream play a critical rolehe recognition of visual patterns,
including faces, whereas areas within the dorsa&ast contribute selectively to
conscious spatial awareness and to the spatiaagegdof actions, such as reaching
and grasping. (...) Although visual input is impottaior spatial operations,
awareness of space is more than just a visualitmdt is possible to apprehend the
shape of an object and know where it is, regardiésshether it is seen or sensed
through touch. Accordingly, spatial awareness, aned as a general phenomenon,
depends not simply on visual areas of the dorsehst but rather on the higher
order cortical areas to which they send their outgolby and Olson 2008, p.

1091)

Obviously, the “awareness of space” is not thedaisunction” or

any representation having spatial dimension, bet“dwareness of
space” is an “abstract” notion that belongs to thied-EW. This

property corresponds to the activation not onlythaf dorsal stream
but also of the “higher order cortical areas” @ality the entire brain
and body). Finally, let me analyze the last panalgrfasom Colby and
Olson (2008):

Spatial cognition is a function of many brain arel® one area is uniquely
responsible for the ability to carry out spatialske Nevertheless, some
generalizations can be made about the part of tbelgm that is solved in each
brain region. The parietal lobe plays a crucialerah many aspects of spatial
awareness, including spatially focused attention) (n contrast to the parietal
cortex, the frontal lobe transforms spatial awaseriato actions. The motor cortex
uses a spatial framework to encode intended actidres premotor cortex contains a

220



set of separate spatial representations to geneyatehand, and arm movements.
The SEE contains neurons with very high order, abstraettiap representations.
Prefrontal cortex mediates spatial working memdgjnally, the hippocampus
mediates spatial declarative memories, includingsé¢h that underlie spatial
navigation. Beneath the unity of our spatial petioeplies a diversity of specific
representations. The distributed nature of spatighition and the many purposes it
serves means that we construct internal represemtadf space not once but many
times in parallel. A challenge for the future is toderstand how these many

representations function together so seamleg€Bolby and Olson 2008, p.
1110)

In our days, working within the unicorn world, eykody is forced
to assert that the spatial cognition presupposesatttivation of
“many brain areas”: the parietal lobe for spatialaeeness, the
frontal lobe (motor, premotor, prefrontal cortexy Bpatial actions
(movement of parts of the body), the hippocampus “fpatial
declarative memories” and the neurons from SEF “&dstract
spatial representations”. Just reading this papdgrave have to
realize that something is wrong with the framewiorkvhich people
have been working. Obviously, it is quite difficutt identify this
flawed framework, but it is the unicorn world. Thest paragraph of
this paper (like the majority of papers that appdain cognitive
neuroscience in the last 20 years) generates gumeamalies
(ontological contradictions). What is the meanirg‘unity of our
spatial perception” vs. the “diversity of specifigpresentations” or
the “distributed nature of spatial cognition” or eth‘internal
representations of space”? In order to answer sgwéstions,
someone has to introduce some complicated Ptolezpéygcles.

In chapter 4, Banich and Compton offer many erogiri
arguments for the hemispheric specialization (dphkin syndrome,
lateralized lesions, fMRI studies). It is quite adty accepted that the
left hemisphere processes local information in ejuinalytical

L «A particularly interesting form of allocentric apal representation is found in the
supplementary eye field (SEF). The SEF is a divisibthe premotor cortex with

attentional and oculomotor functions. Neurons higre before and during the

execution of saccadic eye movements.” (Colby arsb®P008, p. 1104)

221



manner (mainly regarding the temporal relationships instance,
language), while the right hemisphere processexritdtion in a
holistic, Gestalt way (mainly, spatial relationsd)ipNevertheless, in
several places, the authors emphasize that theisphares take
complementary role in processing” (Banich and Cam@2011, p.
98) and both hemispheres contribute to any functieven for
language and spatial relationships). Then, there tbabe some
processes of integration of all this informatiorthini the unity of the
mind/self/consciousness. Mainly, corpus callosuayglhis role (but
nevertheless oscillations and neurotransmitterg abe inserted in
this equation, as well). As we noticed in the poesi chapters, the
“integration” (without any viable alternative in guoitive
neuroscience) is much better explained within th®Ws
perspective: integration is the “I” that just capends to “widely
distributed neuronal processes”. Moreover, we dohave to forget
that all neuronal entities and processes requirgaioetools of
observation for the human observer. Thus, we havavbid the
presupposition (unconsciously accepted by evemyareber) that we
see with our eyes (or fMRI, EEG, etc.) what “realxist. Following
Bohr’s principle, defining the neurons and the veawee have to
include the tools that we use for observing sudities/process (or
any other entity/process). More exactly, the “I"as EDW rather
than the empirical data furnished by the fMRI, EBEXby our eyes.
The “I” does not use any tool of observation tocpére mental
representations and the brain and body are witiensame EW as
fMRI and EEG, the macro-EW. The activities of capeallosum
(and the rest of the brain and body) corresponthéounity of the
“I", since the “I” and these processes belong te EDWSs. The
visual information is also segregated: from retimaugh LGN until
primary visual cortex (V1). (About this “classicatégregation, see
Chapter 6 of this book) In the traditional viewe timtegration of this
information takes place at the higher visual leg¥13, V4, etc.).

The segregation-integration distinction is applieden at
neuronal “level”: each neuron processes certaiorimétion, but
where can we find a unified image of a visual repreation of a car
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moving in front of us on the street (with its feasilike colors, size,
parts of the car, its motion, etc.) integrated angjected against a
background (the street with other cars, houses, @terything being
situated in a spatiotemporal framework? How canexplain the
unity of any mental state in correlation with thensmissions
between neurons (from electrical to chemical antklia electrical
signals) and all the other neuronal processes déallations and
neuromodulators? The neuronal processes and thg ahiany
perceptual image belong to EDWSs, so using any kinishstrument
we cannot perceive this unity in the brain becaudees not exist in
the brain.

Let me analyze in detail a particular mechanismthe
neuronal vision: the retinotopic maps. There are pathways from
retina to the brain, i.e., the tectopulvinar pd#isi-acting sensitive to
motions and novel objects in the visual periphémputs from M
ganglion cells) and the geniculostriate pathway (far conscious
experience of seeing - perceiving color and all fime-grained
features). The layers from the lateral geniculateleus (LGN)
receive different inputs only from one eye. Intéregy, most inputs
to the LGN come from the cortex not from the retiro, regarding
the relationships between retina and the primasyali cortex, we
have to take into account the feedforward and faekilprojections
(bottom-up and top-down processes). It is well knothat the
projections from retina to the LGN and from LGN ttee primary
visual cortex (V1) preserve a kind of spatial oiigation (retinotopic
map$). The retina of each eye sends 2D image to the LGN

! Reid and Usrey write that “the inputs that the L&N\eives from the cortex also
seem to be segregated, such that different popotatf cortical cells send input to
different layers of the LGN” (Reid & Usrey 2008) &hauthors add that the
“functional significance of these feedback conrawifrom the cortex is still under
investigation (...)".

2 “For any cortical column, receptive fields are latated at roughly the same
position on the retina. Nearbycolumns representhyepoints in visual space in a
precise and orderly arrangement. The position stiraulus on the retina is termed
its retinotopy thus a region of the brain (such as the supenddiculus, LGN, or the
visual cortex) that maintains the relations betwaejacent retinal regions is said to
have aretinotopic mag’ (Reid and Usrey 2008, p. 653)
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(retinotopic map) which projects to V1 (also retomc maps).
Amazingly, the projections of retinotopic maps d¢oné to V2, V3
and V4. Binocular disparity constructs the deptihception in the
brain. Banich and Compton (2010) continue their investan on

the primary visual cortex with “contextual modutati, “blind spot”,

“blindsight”, “binocular rivalry” and they concludthat V1 is not
coding “for what appears on the retina (...) ratitds coding for the
features that are consciously perceived” and thairfibis actively
constructing a representation of the visual worl(Banich and
Compton 2011, p. 159) For a clear and completeaggpion of this
phenomenon, it is lacking the EDWSs framework. Thecpsses of
the brain that “constructs” the representationghef visual world
cannot be explained since we mix EDWSs. Moreovey, [zrceptual
visual images (that correspond to the eyes anéritiee brain) is the
“I". At the end of Banich and Compton’s section theded to V1, we
find this paragraph:

A more philosophical question is why some kindsistial processing, such as those
supported by the striate cortex, seem to give t@seonscious experience while
others do not. This question is much harder, amdgps impossible, to address with

scientific methods(pp. 160-161)

We may find two scientists who acknowledge thatrgdically, it is
impossible to find the relationship between pemgalptconscious
experience and cortex (that is localization)! Tast Isentence of this
paragraph would force us to think that somethingrisng with the
framework in which this problem is elaborated! e same page
Banich and Compton write some questions about étimatopic
maps in the brain:

What is the point of having all of these retinopiaps? (And there are known to
be many more than these three!) Does each area-V]l,and V3—serve a
different function? Do they represent different gedies of the visual world? The

! “Binocular disparity refers to the fact that theaige that falls on each retina is
slightly different, because the eyes are positiomedifferent locations.” (Banich
and Compton (2010, p. 157) This disparity informiatis first computed in V1.
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answer is that we do not really know the functiafsall these visual mapgp.
161)

| believe that the notion of “retinotopic maps” lesfts perfectly the
mind-brain problem in our days. This is the reakovould like to
analyze it in detalil.

Quite many years ago, the neuroscientists kneve qnény
things about the retinotopic maps. For instancéhéir book, Bear et
al. (1996) depict exactly the relationships betwéss retinotopic
maps that appear on the retina, the superior abikc the LGN and
the primary visual cortex (V1). However, they iratie that the map
is already distorted at the superior colliculus ¢fmtissue devoted to
analysis of the central visual field”)(p. 248) There is a strong
segregation of information from retina to the LGNe parvocellular
ganglion cells project exclusively to the parvogklt LGN (dorsal
layers), and the magnocellular ganglion cells mtojenly to the
magnocellular LGN (ventral layer$)Moreover, the right LGN
receives information from the left visual field, \ehleft LGN from
the right visual field. (Bear et al. 1996, p. 2&)rprisingly, “the
visual receptive fields of LGN neurons are alma&niical to those
of the ganglion cells that feed them.” (p. 250) Hwer, the visual
cortex sends 80% of inputs of the excitatory syeaps LGN? (p.

! The answers to these questions are similar witkettfor the form-cue invariance
and the perceptual constancy.

2 A “discrete point of light can activate many celfsthe retina, and often many
more cells in the target structure, due to the lapeof receptive fields. Thus, the
image of a point of light on the retina actuallytizates a large population of
superior colliculus neurons; every neuron that amst that point in its receptive
field would be activated.” (Bear et al. 1996, p6p4

3 There is also the koniocellular pathway that proe the konioncellular layers of
the LGN.

4 “This system of descending connections is trulpriessive, as the number of
descending corticothalamic axons greatly exceeds nibhmber of ascending
thalamocortical axons. These connections permitadiqolar sensory cortex to
control the activity of the very neurons that relaformation to it. One role for
descending control of thalamic and brain stem eerigelikely to be the focusing of
activity so that relay neurons most activated Isgm@sory stimulus are more strongly
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251) This feedback pathway is essential for ounalisognition (i.e.,
for the mind) and we cannot ignore it! The LGN i information
to the primary visual cortex (different layers lminly layer IVC).
(p. 253) We find here the retinotopic projectiossmflar to those
from retina to LGN). There is also the segregatiérinformation:
“magnocellular LGN neurons project to layera\and parvocellular
LGN neurons project to layer I (p. 254) Layer IVC neurons
project information (through axons) to layers IVBdalll and here,
for the first time, information from the left ey@dthe right eye is
mixed even if the information from each eye remaiilssegregated:
each blob receives input mainly from one eye! (Betaal 1996, p.
256-8)

From my viewpoint, | underline that the bindingopess
takes place for each eye separately. Thus, it doematter that the
information of each eye is segregated until it hesclayers IVB and
Il of the primary visual cortex, since the bindipgocesses already
happen. Bear et al. (1996) continue their invesibgainquiring
about the correlations regarding perception andamsu Even in that
period of time, the authors were aware of the tlaat the perception
of external objects required many “cortical modullest also some
crosstalk interactions. (p. 264-5) This is the ogashy they consider
that “beyond V1", the processes are much more cicated. (Again
we have here one of that expressions that progeutithin the realm
of the unicorn world!) From my viewpoint, this iscéear example
that the perceptual visual inputs belong to thedatiV and not to
the subcortical parts of the brain and the primasyal cortex. The
eyes, the subcortical and the cortical blobs arts jmd the brain (and
body), but from their viewpoints (i.e. points ofénactions) all these
parts have nothing to do with the perceptual cagmi{that is the
“I"). Even if there are some retinotopic maps frtime eyes to parts
of the brain (retina-LGN-V1), beyond V1 there aiee tdorsal
pathway and the ventral pathway that have partidulactions and

driven and those in surrounding less well activatglons are further suppressed.”
(Hendry et al. 2008, p. 547)
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also strong interactiorts.Color, space, and all other perceptual
features are “widely distributed in the brain”. &twise, working
within the unicorn world, we would need to introdue homunculus
to observe the retinotopic maps in the brain, aedawuld collapse
into a regressioad infinitum

Banich and Compton analyze the role of V4 for cgdinlor.
They consider that area V4 is the most activatee fam coding
color, but there are other neuronal areas involiredhis task.
Therefore, it is “far too simplistic” to believeahV4 is the area for
coding color (and nothing el$efBanich and Compton 2011, p. 163)
Moreover, we already know that the most difficulbiplem to solve
is the integration of signals received by differenbdalities (for
instance visual and auditory inputgind “there is still much to be

1 “In the visual system, separate “streams” involiredtisuosensory and eventually
visuomotor functions have been described; onesparsible for using visual cues
to drive appropriate eye movements and the othratdaling with

The tasks of visual perception (Gallant and VareBs4994). In the somatosensory
system, separate motor and limbic paths exist ttope much the same functions
for the entire body, supplying sensory input tordimate and adjust motor output
and using complex input from many receptor typemtdich the shape of a tactual
stimulus with one already stored in memory (Johnaod Hsiao, 1992). In the
association pathways of the human auditory systempecialized area of cortex,
Wernicke's area, plays a fundamental role in prsiogs speech and language
information and in communicating with Broca’s artm form a speech motor
response. These streams are not separate, aotralliitviewed “motor” areas such
as Broca’'s are now known to become activated inptehension tasks. Apparent
from this pattern in association areas of the soitethe continued pressure for a
division of labor within each sensory system; noé dhat produces separate paths
for analyzing elemental features of a stimulus dng that combines those features
either to elicit appropriate movements or to maichstimulus with an internal
representation of the world.” (Hendry et al. 2008, 547-8)

2 The authors write tha{cells in V4 of the monkey are also responsivertpprties
other than color, such as line orientation, degttu spatial frequency)” and “cells in
areas V2 and V3 are sensitive to color” and findbut the exact nature of the
association—how to define different subregions, whdt unique contribution each
one makes to color perception—is still subject ébbate among vision scientists”.
(Banich and Compton 2011, p. 163)

° The alternatives are: convergent model (“auditand visual inputs are first
processed in their separate cortical areas, amdtfiose areas converge upon higher-
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learned about how the sensory modalities intergt173)* Within
the unicorn-world, many such pseudo-problems thatnot be
“solved” by any science/method/apparatus in theurutwill be
discoveredi

Clearly, following Descartes and from the EDWs vpamt,
we cannot talk about space within the mind: iteally meaningless.
| repeat that possessing any spatial dimensionpntimel (the “I")
would not be able to accomplish its mental functicend the
corresponding organism would not be able to surviweits
environment. The unity of any perceptual scene dssiple only
because such mental images do not have any sgmtiahsion. As |
emphasized several times, the “I” has a representat space but it
has no spatial dimension exactly as it has theesgmtation of color
but not the color itself. Moreover, time as wellnist a property of
the mind, but the representation of time is the F'Btrongly draw the
attention upon the fact that believing that spaoel @me are
dimensions of the human mind is one of the mairorsrrin
explaining the functions of the mind!

Let me investigate Chapter 8 from Banich and Comipto
book (2011) dedicated to “spatial cognition”. Iretfirst paragraph,
they specify that the *“spatial processing” représedifferent
“abilities” not just a simple “cognitive function{p. 209) Moreover,
the authors are convinced that the retinotopic mapsspace
(analyzed in Chapter 6) can be found in the visuimtex. {dem
Nevertheless, four points support the idea thatré¢ti@otopic maps
are not enough to explain the space around us:

level association areas”) and interactive modelg¢pssing in one sensory modality
(e.g., vision) can influence the information thtebeing simultaneously processed in
another modality (e.g., audition)”. (Banich and Qxtam 2011, p. 173)

LIt is about the “crossmodal interactions”, so €&apter 10.

2 In this book, I interpreted within the EDWs quiteany paragraphs that refer to
different topics. Many times, my comments on theagous topics are quite the
same. So, someone could assert that these comrbeintg,the same statements, are
quite useless to repeat for each paragraph. | zedigo many paragraphs using the
same comments just because | am aware how difffatrtost impossible) it is to
change a paradigm of thinking in any domain, eslgcivhen this paradigm is the
largest from the history of human thinking!
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(1) For object recognition, it seems that thengetiurnishes
only 2D information about a tridimensional object,
therefore the “mind has to translate 2D in 3D”

(2) The “mental map of space” is constant, evemif move
your eyes (head, body) and therefore the informatio
retina changes dramatically.

(3) The mental representation of space fills thehserved
space.

(4) We often use spatial maps much larger tharfield of
view?. (Banich and Compton 2011)

Here are the same points that | analyze in my efirok!

All these points can be explained only within tHeViZs perspective:
there is no passing from 2D to 3D, the constancgmimage is the
“I", the brain does not fill the perceptual imadglee mental imagery
is not spatial. The “I” is an EDW rather than thaib (that is indeed
situated within the space of the macro-EW). Sirtee ‘1" has no

spatial dimension and the brain has spatial fegfuhere is an illicit
extension of some features that belong to the eatemtities to the
mind. Exactly because of illicit extension, all t@blems related to
the spatial dimension (either neuronal, that isliaation, or mental)
are pseudo-problems generating great anomaliggality, we need
to check only for the correspondences between rmetdtes and
neuronal states, but we have to take into accdwaitthe mind-EW
and the brain have epistemologically different groips.

Banich and Compton are aware of the fact thatstbetial
functions (involved in many other functions — fasiance, motion)
depend not only on the dorsal visual stream (maimlyparietal
lobe), but also on other brain regions. This is ris@son why they
believe that the “situation is, as always, more glexi’® (Banich

Y In other chapters, we saw some authors usingdettinstead of “translate”. (For
instance, Reid and Usrey 2008)

2 The last point is strongly related to the notiétimental imagery”. (See below)

3 “Directionally selective retinal neurons do nobject to the LGN so directional
neurons found in the visual cortex (Hubel and Wiek862) create their selectivity
independently and with a different mechanism.” (Ramd Usrey 2008, p. 646) The
retinotopic maps are not available in the case ation. Why then we insist on the
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and Compton 2011, p. 210) This expression is typarasomebody
trying to solve a pseudo-problem within the unicamrld! From an
EDWs perspective, the situation is not complex totally wrong.
Again, | insist in writing that the representatiohspace is the most
difficult problem in cognitive neuroscience justchase all people
illegally extended a feature of the macro- or mieky's (reflected by
the relationships among different objects that hglim EDWS) to the
mind-EW. We return once more to the main idea @& thook: if
there are different neuronal areas responsible &artain
characteristics like color, space and motion, hosvthey related to
the mind (the binding problen)?

Banich and Compton offer several reasons in argtiiag
the posterior parietal cortex processes spatiakiogls. These cells
respond to the relationship between retinal locatibvisual stimuli
and position of head/eyes, specific direction oftiomg information
about the speed of external objects, planned mavesm{geaching
and grasping), visual and tactile stimuli. Wherenths the error?
Many people (including the authors of the last papentioned)
believe that the “binocular disparity” is a cue the depth.
Nevertheless, the binocular disparity appears toeyes when we
investigate the brain of another person, but theegss does not exist
for the mind’s eyes.

Let me take an example: Banich and Comptom infoem u
that the binocular disparity is a cue to depth #msl process is not

retinotopic maps regarding other spatial featuf@sZussing about the “aperture
problem” (seeing through an aperture, two objeatsing in different directions can
appear to have the same direction of motion), Rmidsiders that unlike the
“neurons in V1, many neurons in MT responded topthttern direction rather than
to the components. This would imply that these Miinons combine their inputs in
a complex manner to achieve a selectivity for tlatiom of extended objects rather
than primitive features.” (Reid and Usrey 2008646) Wonderful questions within
the unicorn world!

! The error of this question was observed by Ryerfdf he also worked within the
unicorn world): there are different frameworks ¢biferent languages, for Carnap)
and one notion from a (linguistic) framework canhetextended to phenomena that
belong to another framework. (About Carnap’s listjai frameworks, see Vacariu
2008)
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represented by the primary visual cortex (the odtipic map is 2D)
which sends information to the dorsal parts. Thieriar parietal
lobe, area 7a, lateral intraparietal area and M58y sensible to the
perception of depth. (Banich and Compton 2011,1)2) Z’he main
problem is that the space in which the cells argagéd does not
represent the mental space. If the dorsal partivesdnformation
from the primary visual cortex (and other neuroadas, 2D), we
have no idea how 2D images are transformed into 3D
representations. In reality, even the image of theernal
environment is the “I”: all the properties of suichages (that can
change very fast) are incredibly difficult to realiby the specific
neuronal areas. Again, we do not have to forget tthese images
also have many other properties (among these pgrepesome of
them are conscious states). Therefore, we can ifigeoly the
correspondences between these properties andobahts brain (the
most activated neuronal regions for space). We ataitlentify the
“space” itself whatever instruments we use and et
experiments we realize. The activities of neuraedls where we can
find the retinotopic maps correspond to thpresentation®f space
in the mind. The major mistake is that, using pattr tools of
investigation, we take into account only some pgetspects”) of the
brain (maybe these “aspects” belong to EDWSs!), winereality the
entire brain is involved in the correspondence aftipular mental
functions. Even at the beginning of the last centitrwas known
that the parietal damages can impair depth pemggbut it does not
mean that only this neuronal area is responsibietlits mental
process. Probably, from the fMRI results and the brain dgena

! “Evidence from humans suggests that although danaghe parietal cortex in
humans can impair depth perception (e.g., Holmedogax, 1919), there does not
seem to be any syndrome in which perception ofigpdépth is disrupted but all
other spatial functions are intact. This findinlistes that coding for depth probably
does not rely upon a single dedicated brain regibnse function is to compute
depth and nothing else. Rather, processing of dpptbably occurs throughout
various dorsal stream areas that represent space \fariety of purposes, such as
providing a spatial framework for reaching and pmg motions and for
understanding motion in the plane of depth.” (Barand Compton 2011, p. 213) |
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investigations, we can consider that the parigtd & most sensitive
to depth perception, but other tools of inquirihg brain process will
suggest us that other areas or processes are sddpdior the same
mental process.

Analyzing the relationship between object-centeaed eye-
centered frames of reference, Banich and Comptarsider that,
among many problems, one essential question is th@vbrain
“creates” integrated “multisensory representations of space”, using
information, for instance, from touch, hearing, awmdion? The
answer is relevant for somebody working within thrécorn world:
“As you can see, researchers are still far fromesstdnding exactly
how multiple reference frames from various sensesirdegrated.”
(Banich and Compton 2011, p. 214) In many papeds@oks on
cognitive neuroscience, | have found such mearssglgositions.
The existence of crossmodal interactions is anathgument for the
rejection of space as mental dimension. The crodatriateractions
(the integration of different sensorial elemente) bt exist in the
brain or the mind. So, it is meaningless to chexkilie existence of
space in the mind. The authors consider that thehéamisphere is
specialized in processing tloategorical spatial relationg“which
specifies the position of one location relative @mother in
dichotomous categorical terms (e.g., above vsvhetap vs. bottom,
front vs. back, left vs. right)”) and the right hisghere in thenetric
spatial relationshipg“the distance between two locations”). (Banich
and Compton 2011, p. 216) Again, we have representaf space
exactly as we have representation of color evemwlifody claims we
have color in the mind or brain. In other wordsbody claims that
the mind/brain has color! Exactly as life (or mind)an EDW than
an organism (brain), space is not a dimension @tgpof mind or
life. We have to be aware of the fact that nobddjnts that life has
spatial dimension, but many people argue that nhiagl a spatial
dimension even if it was argued that mind andw&re quite similar
(or even identical) processes.

believe we have to apply this rule for any mentated For instance, the “I” is
involved in any mental state/process so we cardesttify some particular neuronal
areas that have to be correlated with the “I”.
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The leader that claims that the mind/brain has iapat
dimension is Kosslyn. | will investigate one of higiite recent
papers. (Kosslyn 2010) The question Kosslyn tresahswer is
“Where is the ‘spatial’ hemisphere?”. Even at tlegibning of his
article, Kosslyn specifies that this question isamingless because
the brain “represents spatial information” at lemsttwo different
ways, each modality being lateralized in each hehage. The brain
encodes the “categorical” and the “coordinate” igpatelations
representations. The categorical spatial relati@psesentations are
more abstract (related to language) and assigtivelpositions to
each categorization (such as above or left of). ddwdinate spatial
relations representations are useful for navigasind reaching, and
specify the “location in metric coordinates relatito an origin”.
(Kosslyn 2010, p. 42 and p. 55) Kosslyn offers itasfrom some
empirical experiments, neuroimages studies, braimadjes cases,
visual mental imagery cases, and computational fimadessults so
as to prove that each class of these represergasolateralized in
different hemispheres. The “categorical spatiati@hs representations”
is lateralized in the left hemisphere, while thedainate spatial
relations representations” is lateralized in thghti hemispheré.
Interestingly, there is no hemisphere specialirethe mental visual
imagery. Kosslyn considers that there is “no singipatial
hemisphere. This was the wrong question to askhédebetter ask
about the specific ways in which each hemispherts degh spatial
information.” (Kosslyn 2010, p. 55) From my viewpgithe logical
conseqguence of this answer is that there is nditatian of space in

! Kosslyn and his colleagues (Laeng and Shah) (1888yed pictures of common
objects either in standard or contorted configuratito their subjects. One part of
results indicates that the participants “evaluatedtorted pictures more accurately
when they were presented in the right visual fialt) hence the input was delivered
directly to the left hemisphere.” (p. 42) Standeotfigurations presented in the left
visual field activated the right hemisphere. “Capnale spatial relations may be
associated with single exemplars; the metric destato an object often is only
useful for a specific object (for example, a tabiéhva certain shape). If so, then
ease of encoding coordinate spatial relations mayabsociated with ease of
encoding specific exemplars (...).” (Kosslyn 20104¢)
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the brain, therefore there is no space but onlyréipeesentations of
space in the mind-EW. From the viewpoint of a reseer, the
external objects and the brain (its parts) belanthe EW, but from
the “viewpoint” of a neuronal pattern of activation a neuron, the
space is different because we have epistemologiddififerent
interactions. Moreover, the latest “viewpoint” ipigtemologically
different than the “viewpoint” of a mental statatttorresponds to
that neuronal pattern. More exactly, it is not eotrto claim that a
mental representation has a spatial “viewpointaf(tit, a mental
representation interacts with something), sinceraagtal state is the
“I" that is an EW without spatial dimension. Essalty, Kosslyn’s
distinction between the “categorical spatial relasi representations”
and the “coordinate spatial relations represematichas to be
considered a methodological and not an ontologinel

Similar to localization, from my viewpoint, latdization is
also an incorrect notion. Again, some parts of bh@&n are most
active for a particular mental task, but we cantateralize” any
mental task, even if we talk of the spatial dimensiAs | wrote
above, we cannot isolate the spatial dimensiohénexternal world,
i.e., space does not exist in the world. The r@hstips between the
external entities forced us to think of spadeecall that scene with
some objects represented in our mind. There is patesin our
representation of that scene but only the reprasientof the space
of that scené. We already know that even if we can very
approximately localize some features of an objeclof, movement,
edges, etc.), the binding problem is a pseudo-probFollowing the
same route, trying to localize space in the brsia pseudo-problem.
Using for instance fMRI (a particular tool of obgation with certain
structure), we can find, with rough approximatiomsly certain
neuronal patterns that are most activated, buirdow to the EDWs

1 We have to recall the dispute between Newton (atsespace and time) and
Leibniz (relative space and time to the relatiopstietween objects).

2 This problem is strongly related to the propertiea scene on a cinema screen (or
TV screen). We have the illusion that we see antedisional space (illusion created
within the mind) but there is only a bidimensiosphce on a screen.
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perspective, the features of an object are thatcbbjhe objects of a
scene are that scene. The crossmodal neuronahgtiers do not
“put together” or “link” the features of an objefor instance, an
object - having some colors and a noise - that mavédront of us),
those neuronal interactions correspond to thatctbjEhe same
statement is valid for the objects and their retathips that create
any scene. Obviously, the color red, for instameay appear in two
objects in the same perceptual scene. Are differentonal patterns
activated for that red color that is the same pa®@bviously, it is
believed that the same pattern is activated for dbler of both
objects. But what happens if those two objects lipuge different
shapes? There are other parts of the brain thatciirated for those
shapes. But the objects are in different spatiatgd. How is this
difference localized in the brain? We had to impasespatial
dimension for the spatial mental representatiore Binding process
takes place not only for the features of an objmdt also for the
space in which any object is situated. Even ifliglet reflects only
that object (we do not perceive its background tsr $pace),
knowledge accumulated and transformed in habitnafjhich
corresponds to the brain-body in their everydayiapexperiences)
imposes to the “I” an implicit space, since anyeabj— in normal
conditions - is external to the body. The appapoblem seems to
be the relationship between the mind-EW and thénbaad body
situated in macro-EW. How does the “I” interpreg ttorresponding
space since any scene is the “I"? Is somethinglaimiith the
brain/respectively the mind interpreting a bidinienal photo? | do
not think we can make an analogy. In a bidimendigh@to, the
habituation plays an important role. Moreover, gi®to has to be
situated in a spatial framework and this elemenipshdahe “I”
interpret correctly that photo. (If this spatiadiinework is absent, can
we believe the scene represented in a photo isah seene?)
Probably, because of the habituation during theldgvnent of each
individual (and the evolution of species), the exé space of any
object does not require the activation of speciéaronal patterns (as
for any explicit object) but for any scene the tion of the brain
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as a whole is necessary. Similar to the exterratespre the implicit
(unconscious) objects in a scene. Almost exactlyspace, such
objects do not strongly activate some neuronalepadt However,
we perceive (even implicitly, unconsciously) thadgects situated in
a space, thus a scene. Importantly, the cognitbiensists need to
replace the statement “A subject perceives an thjéth “A subject
perceives a scene”! The perception of an objecs aoe really exist
(even if, | repeat, because of the light, we peeeinly that object
and not its spatial framework). Also, we do notédavmental scene
in our head! Moreover, for a scene, we have to taddposition of
brain and body (this position has also some coomdpnce elements
that are the “I”) and many other elements. It i$ aloout a holistic
view of perception (in opposition to the atomistiew), it is about
the “I” who is an EW that includes the correspogdimages of the
body and the external objects.

The development (imposed by development and ewoilti
plays an important role also for the correspondmgges of the
body. In the first months after being born, the B&comes aware
(explicit, conscious knowledge) and then unawarenpiicit,
unconscious) of the corresponding body and somermadt objects.
In this period, the *“I” acquires knowledge refeginto the
relationship between the corresponding body anereat framework
of body. This relationship is “inserted” in the ‘that “perceives” the
external space (of the body) inside it. “Perceiveéans that the
relationships between body and the external objeptate some
neuronal patterns of activation that correspondatspace that
belongs to a scene! Any representation of a scefieei “I”. Again,
exactly as the color of an external object is repn¢ed in the mind
(so there is a representation of color), in theesaray, the external
space does not exist in the mind-EW, but only aesgntation of
space is the “I. We have to recall the perceivinigking
contradiction: the “I” cannot “perceive” somethirexternal to it
(within the unicorn world, everybody thought of thristence of a
contact between the self and the external envirotim¢Vacariu
2011) This is the reason why we cannot localizectiler and much
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less the space within the brain: both the coloamfobject and the
space in which it is located do not exist eithethia mind (but there
are the representations of color and space thahar8”) or in the

brain (the brain has properties like color and sp&ut these
properties are not the qualities of any externgkeah We can
introduce more questions and the state of affatolmes more and
more complicated. These questions reflect the dllegxtensions
made by the human researchers.

Bourlon et al. (2011) investigate the relationsbhgtween
visual mental imagery and visual perception relatedcorrelated”
neuronal part and movement of the eyes. They gBat¢olomeo
(2002) who indicates some patients with occipithdge and some
perceptual deficits that have no problem regardingir visual
mental imagery. The consequence of these casestisisual mental
imagery is not directly related to the primary @bkwgortex but to
higher levels of integratioh(Bourlon 2011, pp. 287-288) Obviously,
from my viewpoint, our visual mental imagery is rigbrrelated”
only to the occipital lobe. The human subject igclly involved in
such visual mental imagery processes, so we hairdrtwluce into
the equation the neuronal patterns correlated wht human
subjectivity, the self, and many other elementse ame thing is
valid for visual perception. In the past, some aesers believed
that the movements of the eyes were quite simildoth processes

1| emphasize that space and color are just twibates of any perceptual scene or
properties of any object and we have to add albther sensorial qualities. In order
to clarify better the idea that mind has no spéds, clear that mind does not have
smell, for instance. In other words, mind has nlorcor space and does not smell!
There are some mental states and processes thasmomd to some neuronal
processes, but these mental representations do haMe the similar
properties/qualities to various objects. All sudelities are “represented” by the
mind and correspond to some properties of entitiasbelong to EDWs. Therefore,
do not check for space in the mind or the brain!

2 Participants have to imagine a map of France. THesrd the name of various
towns/regions and had to indicate whether each /fregion is on the left or right of
Paris. Their vocal response and eyes’ movement weterded. In the second
experiment, the subjects see the contour of a Elmmeap (visual mental imagery
with map). (Bourlon et al. 2011, p. 288)
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of visual mental imagery and visual perceptioBourlon et al.
(2011) point out Spivey and Geng’s (2001) resulkéctv specify a
“link between eye movements and mental image eaptor, rather
than with decision or response stages” (Bourloal.e2011, p. 293)
Bourlon et al.’s experiments add that saccadekeokyes mirror the
direction and the side of exploration. Their cos@u is that there is
a “spontaneous eye movement coherent with the itocaof
imagined stimuli”. [dem) From the EDWSs perspective, we return to
the virtual space of the mind. (See Vacariu 201§ movements of
the eyes are quite similar in those processes orexdi because of
the correspondences between real space and vispede (the
represented space) and between entities that é@xiSEDWSs.
Nevertheless, the “mind’s eyes” do not exist justduse there is not
the “I" somehow separated by the external visuakfi®s”. On the
contrary, any visual scene is the “I".

Quoting various authors, Wu et al. (2012) staeirtipaper
with the following paragraph: “While visual obje@cognition may
seem effortless, it is actually a highly construetprocess, involving
a stream of processing that begins with the refimalge, advances
through a sequence of computational stages, andircates in a
match to representations in memory (...). (Wu et28ll1, p. 33)
From my viewpoint, this paragraph reflects the feamrk of the
unicorn world that obviously dominates cognitivairescience. As |
tried to show in the whole book, perception is rast,many people
have thought, a process that is constructed irmfuhical structure
from the retina to the low-level inputs and thea ttigh-level inputs
(from retina to the LGN and V1 and V2-V5 and therparietal and
temporal lobes and even further to frontal lobe,)eWWhat kind of
“hierarchical structure” can we talk of if thereeaiso many
feedforward and feedback projections between theléoel and the

1 Bourlon et al. indicate previous results of presi@xperiments. For instance, two
“previous studies (Brandt and Stark, 1997; Laend) B@odorescu, 2002) produced
evidence consistent with this proposal, by showirg normal participants tend to
produce similar eye movements when exploring a alisdisplay and when
subsequently imagining it.” (Bourlon et al. 2011288)
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high levels (between all parts of the brain for agyresponding
cognitive perception) and we cannot identify theal@ation of
neuronal parts that bind such information? Weaeatiabove that
some researchers believe that the retina signalsttan low-level
inputs are quite empirical, while the informatiantlae high level is
quite abstract From my viewpoint, even the inputs from the ratin
correspondto elements that belong to the mind-EW. Otherwise,
would have to integrate different kinds of inforioat (even
ontologically different matters) and this is notspible. The high
level and the abstract level cannot be somethintplagically
different than the retina signals and the low-leVge return thus to
Baars and Gage'’s idea that the brdilis“in perceptionof the blind
spot”. (Baars and Gage 2010, p. 186) As | showeoughout the
entire book, the brain cannot “fill in perceptioof the blind spot or
of color, patterns, motion or other parts of theuail field. We would
get some ontological contradictions impossibledioes

For Wu et al (2012), visual object recognition iShighly
constructive process, involving a stream of praogsshat begins
with the retinal image, advances through a sequeonfte
computational stages, and culminates in a matcapesentations in
memory”. (Wu et al 2012, p. 33) This constructisnnecessary to
view large objects, the

necessity for construction is particularly appaierthe situation where information
constituting an object is progressively unveilezhirspatially distributed exposures.
For example, viewing large objects may requiregradon across saccades, each
with its own retinal projection (Irwin, 1991; Meleh & Morrone, 2003; Rayner,
1978), or people may rotate an object to viewdtrfrmultiple perspectives (Harman,
Humphrey, & Goodale, 1999). Under such conditiohs tbility to integrate
information over time and space is critical to themation of object representations.

(Wu et al. 2012, p. 33)

From my viewpoint, such integration would requihe tmixture of
different information (sensorial, perceptual, andnaeptual
information) that corresponds to the activity ok tentire brain.
Anyway, it is meaningless to draw a line betweetemal inputs
(retina + V1) (or low-level) and internal informai (V2-V6 + short
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term memory, parietal and temporal lobes) (the Aégel).
Otherwise, we would mix information that producesms
hyperontological contradictions. Again, we can askere the
neuronal parts associated with other elementsligeself, space and
time, conscious and unconscious states, implicid axplicit
knowledge (and all other kinds of knowledge) aneotder to avoid
such questions, in a Kantian sense, the externddlwoincorporated
into the mind (but not into the brain since thete many interactions
between the brain and the external environment).

Wu et al. also interrogate about the relationg@jween the
spatiotemporal framework and the recognition of aoject in a
particular context: “Observers use a sequence oti2i3s sections,
taken from a virtual object in 3D space, to obtirepresentation of
its 3D structure.” ilem) For them, the construction of an object
representation is a spatiotemporal process.

For example, participants in Stone’s studies (19989) saw videos of amoeba-like
objects that rotated in one direction in the leagnphase but in the reversed
direction in the subsequent recognition phase. fdtation-reversal produced a
significant reduction in recognition performanceggesting that spatiotemporal
information had been incorporated in object repreg@®ns. Naming familiar

objects is also found to be easier when particpargwed structured sequences

compared to random sequences of object views (\Wu et al. 2012, p. 34)

Within the EDWs framework, the mind has no spader& are other
mental processes that have to replace the spatr@ndion. The
spatiotemporal information is indeed ‘“incorporated object
representations”, but this incorporation is betterderstood as
“correspondence” with airtual spatiotemporal framework that is
completely different than a real spatiotemporainieavork. It is the
mental representational space that does not camdsip a space in
the brain! Wu et al. made some experiments withatherthoscopic
viewing: a large figure is exposed by passing alsapairture over it.

! “Previous research has shown that such spatiotehjiformation can aid in
interpreting biological motion (Johansson, 19733tegorizing familiar objects
(Lawson et al., 1994), identifying faces (WallisBilthoff, 2001), and recognizing
novel objects (Stone, 1998, 1999).” (Wu et al. 2q1234)
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Although the mechanisms underlying anorthoscopicguion are still not fully

understood, it is commonly accepted that the nacgsgprocesses include
segmentation of portions of the underlying figuregasnered through occluding
aperture, storage of piecemeal information acquinezt time, localizing the pieces
within a common spatial framework, and finally, asbing the pieces into an
integrated form. Of particular interest in this dgtuare the last two processes,
namely, localizing the piecemeal views and intéggaicross views according to
their spatial relationships. Together these praesenstitute a form of visualization

(McGee, 1979). (Wu et al. 2012, p. 34)

I think that we can make an analogy between thetlaoscopic
perception and the processes from the mind-EW dbatspond to
the interactions between an external object, retamal the entire
brain. If all these processes exist, they are withe mind-EW. The
authors indicate two alternatives to this problethe “retinal

painting” hypothesis (Helmholtz) (“a representatisrconstructed by
projecting the successive views onto adjacent aktioci, thereby
resulting in an integrated percept”, but there experiments that
contradict this alternative) and the “post-retistdrage” alternative
(“information available through the aperture isretbin a working
memory and then combined into a whole figure”) (G&gGellman,
& Hochberg, 1980; Hochberg, 1968; Parks, 1965; Ra&I81). (p.

34) For the second alternative, it is necessatgdalize each visible
aperture by mapping it into a common spatial frarheeference. (p.
35) From my viewpoint, this requirement needs atisganporal

framework. The combination of the information asble through
the aperture with that stored in the working memanyd the
formation of a whole figure takes place within thethat has its

unity. Otherwise, being would not be able to realisuch
constructions. In their experiment, they need tdaldish a
“correspondence” between the slices of 2D imagessgesectional
images) observed by the human person and the 8biste of that
real object. These cross-sectional images have totegrated within
a single image (of that real object), an integratiealized with the
help of a common “frame of reference” that acta dglue”. (Wu et

al. 2012, p. 35) If the mind-EW has no spatial disien, how does
the “integration” of this information in a wholeggfire happen? (I will
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try to offer an answer to this question in my fetuvork.) Anyway,
integration is given by the unity of the “I", so Wmave to describe
this unity in detail. The authors consider thaegration has two
steps: “a two-level integration process — consingctindividual
segments from regions within the cross sectiond,cmstructing a
representation of the whole multi-segment objggt’.37) Moreover,

the computational mechanism for visualization, whigemands post-perceptual
working memory for its implementation, transcens tisual system. It is likely to
involve higher-level amodal mechanisms (Loomis let 2991; Shimojo, Sasaki,
Parsons, & Torii, 1989). In this regard, we notat thimilar integrative processes are
demanded in haptic spatial and object perceptioarevinformation is sequentially

sampled(Wu et al. 2012, p.47)

Again, we have here an illegal mixture of modal asmuhodal
information (perceptual and conceptual inputs aw-land high
levels).

Sperduti et al (2011) suggest that many experimeattzed
in the past indicated that right frontal and palietreas are essential
for time processing and for attention and memopy.16) On the
contrary, their experiments reveal that the odeilies in these
regions “could appear at odds with intrinsic modelis their view,
“duration is not equivalent to a simple stimulusattee and
encompasses supramodal properties.” (p. 16) Tbailasion is that

directing attention in a top-down manner to prodassduration of a visual stimulus
recruits gamma-band oscillations in a right froptoietal network. Based on results
by N’'Diaye et al. (2004) we propose that this dttivcould reflect supramodal

processing of duration, complementary to sensorgtufes processing. The
functional role of this activity would be to suppdhhe supramodal properties of a

time dimension that goes beyond purely perceptaatuies. (Sperduti et al
2011, p. 17)

We have to remember that, according to Einstejpésisl theory of
relativity, space cannot be separated by time. Wbywe try to
localize separately space and time in our braintwBdave a mental
spatial representation that is separated fromithe tepresentation?
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| believe that it is quite impossible to separatee tmental
representation of space from the mental representat time. When
an EW has spatio-temporal dimensions (not the r&v{; these
spatiotemporal frameworks (like all other featuresire
epistemologically different properties. In otherrds, each EW has
its own spatiotemporal framework (if that EW hasitaptemporal
dimensions) reflected by the epistemologically etéint interactions
between epistemologically different entities. If wan measure the
time of some neuronal processes, we cannot medseréme of
mental processes. In fact, since the EDWs each treie time, |
indicate that the segmentation of mental statescsrrect. Time is
the “I", any mental state is the “I", so we canmegtlly make any
difference between a mental process and the tirnessary for the
process of that mental task. Without any commehtend this
chapter with Robertson’s words:

In an elegant overview of the spatial functionstloé parietal lobes, Stein (1992)
made a similar argument but concluded that thestmriobes act to convert signals
from one reference frame to another by accessisgt af distributed information

processing rules. In his language, no “real” mappzfce exists in the parietal lobes.
Although this is surely true, just as no real ywilexists in the brain, the question
becomes how visual systems interact to represenpehception of a unified space.
Just as the experience of bound features suggesistegration between such
features as colour and shape, so too the exper@naeunified space suggests an
integration as well. This integration of spatialpsan turn appears fundamental for
proper feature binding. An explicit spatial mapatetl to parietal function has more
to do than simply direct movement or action (algfouhis is clearly one of its

critical jobs). It also appears to be the basis fooper feature integration, a

perceptual process
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Chapter 10

Crossmodal interactions

One of the most difficult problems in cognitive nescience
(another one!) is the crossmodal interactions (tiquéar case of the
binding problem). For instance, someone perceidesbgect that has
a color and a particular shape being in motion iwith particular
spatiotemporal framework. If these properties (atider features)
are processed independently (not completely), kassical question
is what mechanism offers the unity of a coherenhscius
experience of this visual scene. Even if, from ngwpoint, the
guestion is meaningless, | would prefer to invegggt in detail. The
notions of “cross-modal interactions” and the “rimatidal integration”
have been used quite frequently in cognitive neurose lately.
These are the main reasons why | dedicate a chagtgs notion.

The traditional view classifies vision as a modugstem,
self-contained and independent from other sensesn B different
sensory modalities are realized through differexthways and we do
not know yet exactly how these “modules” commuréc#tte human
subject has a unified perception of the world. Efare, it has to be
some higher levels of processing that produce thmgication.
(Shams and Kim 2010, p. 12) Contrary to this ctadstiew, Shams
and Kim try to show that vision is altered by soamd touch even at
the primary visual cortex! (Shams and Kim 20101)pThe authors
mention that, in the past, the influences of theual signals on other
modalities were acknowledged, but only recentlyehtine influences
of other senses on the visual perception been sh@gwr2) “Visual
processing can be modulated by non-visual sensgnals even at
the earliest stage of cortical processing, primasyal cortex (...),
and with a very short latency (...}.{Shams and Kim 2010, p. 13)

! Essential for the EDWSs perspective is the follayimbservation: “The
electrophysiological and neuroimaging findings magneunderestimate the degree
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Based on other research, Shams and Kim presens @asghich
sound and touch increase the “perceived brightreigsdetection,
improve temporal resolution, guide attention, arftech motion
perception in visual processing”. (p. 2) For ins@nexperiments
made by various people showed that “the crossmexlahancement
of contrast detection largely results from cogmitivather than
sensory integration effects”, “decisional and assey effect of
sound on visual perception”, spatially and temggrabincident
sound improved visual detection of degraded siimsignal
detection analysis revealed a change both in #usidn-making
criterion and in perceptual sensitivity (...) causgdsound”; “sound
can also aid visual perception independent of saoiporal cueing
effects”, “grouping or saliency in the auditory nadity can affect
saliency or grouping in the visual modality”, “brisound presented
simultaneously with a color change of a visual eargan also
decrease detection time when searching for a visugkt (e.g., a
vertical or horizontal line, changing colors at dam times) in a
complex, dynamic scene consisting of an array sfiali distracters
(e.g., oblique lines at various orientations, cliaggolors randomly
and at random times)’sounds “can especially affect vision in the
temporal domain”, tactile stimuli “have also beesnmbnstrated to

of integration in the brain, given that each methad its own technical limitations.
For example, a relatively small proportion of nexwanay exhibit superadditivity
(which has often been used as a measure of cros$nmdractions in EEG and
MEG studies); therefore, physiological recordingdsts may fail to find such
effects due to sampling and signal to noise isséeklitionally, multisensory
neurons may be organized in patches amongst upigensurons (...), making it
difficult to find multisensory effects with the ralatly coarse resolution of human
brain imaging studies. As research techniques dpyehore and more evidence of
multisensory integration effects in unexpected avgi may become uncovered.”
(Shams and Kim 2010, p. 13)

1 “This is a surprising effect, given that the sowoatains no information about the
location or identity of the visual object. One neyspect that observers perhaps pay
more attention to the visual stimuli when they aceompanied by sound. This top—
down control of attention is called endogenousnditte.” (Shams and Kim 2010, p.
3) (The “automatic exogenous attentional cueingaffis the bottom—-up stimulus
driven.)
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affect visual temporal perception” (p. 3-4), theefceived trajectory
of visual motion can be altered by sound”, etc.afBh and Kim
2010, p. 5) Moreover, the crossmodal signals cdfecasensory
processing by directing attention” or visual motperception. (p. 4)
Essentially, the authors mention that “although idgp vision

dominates over auditory or tactile motion percapt{o..), several
studies have reported that visual motion percepts®if can also be
influenced by other modalities (...). However, thessults could be
explained by a response bias effect rather thaanaosy integration
effect.” (Shams and Kim 2010, p. 4)

Another argument for such crossmodal activitiesthe
neural correlates of crossmodal modulation of visi@Gection 4 in
their article) Recent research experiments show tii& neuronal
areas correlated only with vision in the past affuenced by the
multisensorial stimuli: “visual areas functionallypecialized in
processing certain features can be modulated tssorodal stimuli
conveying analogous feature€s(Shams and Kim 2010, p. 6) Against
the traditional, classical view, some experimefitsstrate that the
primary visual cortex (V1, V2, V3) is affected bgrtain crossmodal
stimulation (auditory or even tactile stimuli).

Retrograde tracers injected in peripheral V1 andiv2nonkeys indicated input
from both the superior temporal polysensory arehthe auditory core and belt and
caudal parabelt areas [Cappe C, Rouiller EM, Ba®n2009]. Using anterograde
tracers, Rockland and QOjima [2003] found directremtions from auditory cortex
as well as parietal association cortex to V1 and Nitokawa et al. [2008] recently
investigated the functional importance of such leaeler sensory cortices in

multisensory integration in rat§Shams and Kim 2010, p. 8)

! For instance “an fMRI study of haptic object idécation (vs. haptic texture
identification) found consistent activation of ttaekal occipital complex (LOC), a
visual object-related region (...). The LOC area h® been demonstrated to be
modulated by auditory experience. An electrical rognaging study of visual
episodic memory discussed below (...) revealed thdferdnces between
audiovisually encoded stimuli and visually encodgnohuli were apparent as early as
60 ms post-stimulus, with changes occurring throggherators in the right lateral
occipital complex areas, suggesting that multisgnegperiences affect unisensory
processing at early stages and within “visual” objecognition areas.” (p. 6)
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| emphasize an important aspect: we saw in Chdptirat, using
fMRI, the spatial localization of a particular fae is very difficult
to grasp at the “neuronal level”. In Chapter 7, sev that, using
EEG, the temporal binding does not have an acceptdution.
Reading the paragraphs quoted above, | may wornaersomeone
could imagine that it is possible to localize spagel time or
crossmodal interactions in the brain. If we try daswer these
guestions, automatically, we would need to intredao avalanche
of homunculi or “hierarchies of networks” We canake only
methodologically the difference between localiziag particular
feature and the crossmodal interactions. It dodsexgst in the
human mind and we cannot identify what mechanisongespond to
these processes. More interestingly, Shams andikionm us that
Cappe et al. (2009) suppose that the integratiaurecbefore the
primary visual cortex within the thalamus. “Cortittmlamo-cortical
routing could provide a fast feed-forward pathway tvhich
information from remote cortical areas responsiee different
sensory modalities could interact.” (Shams and Kiéi0, p. 9)
There is some experimental research that indicdbed the
crossmodal signals “enhance visual episodic merandyperceptual
learning. The visual recognition of objects can dfgnfrom a
multisensory encoding.” (p. 9) All these experinseiilustrate the
problem of multisensory integratibfShams and Kim 2010, p. 11)
The traditional answer to this problem is that shene object causes
all the sensory inputs that have to be fused tegetfth the help of a
special mechanism:

Behavioral studies show, however, that while theseey signals often get fused
when they are largely consistent, the signals #matgrossly inconsistent do not
interact and are often treated independently oh emtber by the nervous system
(...). Moreover, a moderate degree of conflict betwagnals sometimes results in a
partial integration, i.e., the two percepts gefteHitowards each other but do not
converge to a single percept (...).The traditionatlel®@f cue combination does not

account for the phenomena of partial integratiod aegregation(Shams and
Kim 2010, p. 11-12)
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From the EDWSs perspective, the influence of othensery
modalities on vision is meaningless. There wouldsbene strong
hyperontological contradictions impossible to avoidthin the
unicorn world. Such influences happen at the ungons “level”
but the conscious and unconscious phenomena atB.tewans and
Treisman (2010) plead for the crossmodal integnafigsual and
auditory features): auditory pitch and visual digiens of position,
size and spatial frequency. Such integrations ameekated with
activations of neuronal areas in the multisensamvergence zone
of the temporal-parietal-occipital zones. (Evand @aneisman 2010,
p. 10) Kubovy and Schutz offer details about théi@wisual objects
(the cross-modal objects) that require some crodaimiateractions
between vision and audio modalities. (Kubovy andhusz 2010)
They talk of two “linkages” between vision and aiah. First
linkage is about the duality of visual system tieateives information
from surfaces (essential are the properties lilghttiess and
constancy) and audition mechanism that receivesrdtion from
sources (important is the timbral constancy — ithe perceptual
constancy of a source).

The second linkage refers to the cross-modal ictierss
between vision and audition. Their “theory of irmiasable” refers
to (a) the vision states that “spatial separat®ran indispensable
attribute for visual numerosity” (p. 47); and (lWetaudition states
that the “frequency is an indispensable attribute &uditory
numerosity” (p. 49). In general, an object is defiras visual and/or
tactile object, but Kubovy and Van Valkenburg (2p@roduce a
new definition for objects that allows the auditoopjects: “A
perceptual objectis that which is susceptible to figure-ground
segregation” (p. 102).” (Kubovy and Schutz 2010, 58) An
important characteristic for vision is that the Iggperception is
bottom-up (sub-personal and cognitively impenet&apthe middle
perception is under control by processes bottonaugp top-down,
and the late perception is top-down controlled (Kedge is used for

! It means cognition does not affect perceptione($e& instance, Pylyshyn 1999)
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grouping process and even identifying object). (wband Schutz
2010, pp. 51-52) The famous Milner and Goodale'stimtition
between “what” and “where” subsystems is applieddoth vision
and auditory functions. Quoting some experimenktsg #&uthors
believe that audition is more important than visimgarding the
temporal information. (p. 55) More interestingly,chetz and
Lipscomb (2007) show that the “binding depends n écological
fit between visible events and sounds” (Kubovy andu®& 2010, p.
55), that is, when “the observers heard the souhitevgeeing the
marimbist perform it, the gesture affected the eeexd duration of
the sounds”. (p. 57) Important for the EDWSs persipecis the
following observation:

if we did not move the position of disk that repreas the head of the mallet, its
duration still affected the perceived duration loé tsoundSo the visual information

required for the binding is quite abstragubovy and Schutz 2010, p. 57)
and

audio-visual objects are constructs of the mind-+thee the endproduct of a
process that operates on sensory information, dednpts to produce the most
plausible reading of this information as causedbjgcts and events taking place in

the environment(Kubovy and Schutz 2010, p. 59)

We find again that the binding process is quitetrabs and the
audio-visual objects are construction of the miHdwever, on the
one hand, even if the authors emphasize that tbepad want to
undermine the notion of the “mind-independent ptgisobjects” (p.
58), they follow the Kantian line of thinking: thaudio-visual
representations of objects are certain construgtminthe mind. In
this respect, this position is quite close to tIBNES perspective. On
the other hand, the homunculus is required singeozess that
“operates on sensory information” is necessary! Thigture of
EDWs is very clear.

Somehow related to the cross-modal interactioased on
the notion of “neural correlated of consciousne@SCC), is the
distinction between NCC-pr and NCC-co, the distorcbetween the
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processes that are prerequisite (NCC-pr) and pseseshat are
consequences (NCC-co) of NCC. (Aru et 2012) Examples of
NCC-pr are the stochastic fluctuations in the ekditg neurons, the
“spontaneous excitability as also indexed by cestoly power” or

certain processes related to attention, decisias, latc. (section 2 of
this article in press) An example of NCC-co proesss the neurons
in the medial temporal lobe that participate in floemation of

memory trace (not, as it has been thought, in tbasaous

processes). Such processes reflect the differeincegrformance.
Several times, the authors emphasize that there ¢dear separation
of all these three kinds of processes. Therefdrey treject the
classical method of contrastive analysis (on thmesastimulus

conditions, the human subject perceives the olgeasciously or
not, Baars 1989) and propose other methods of tdisging NCC-

pr and NCC-co from NCC. They propose manipulatioiNGC-pr

processes while NCC remain constant. (Section 3) ikstance,

under the same stimuli, we could vary “potentialON@™ like stimulus

expectation, adaptation, working memory or allaatf attention.

Which neural processes resulting from the stimatitrast (consciously perceived)
vs. (not consciously perceived) are similar andcivtines are different in these two
conditions? Neural signatures that differ betweendiions should belong to the
NCC-pr; neural signatures common to both compasisame likely to be related to

the NCC.(Aru et al. 2012, p. 741)

Another example of NCC-pr process is the shorrigyeevent-
related potential (in the past included in NCC ferception). From
my viewpoint, the distinction between NCC-pr and Q& quite
arbitrary. Even more difficult is to make the distion between
NCC and NCC-cd. (section 3.2) Based on recent research, the

The authors mention that “the P3 event-related miiatetypically associated with
conscious access (Dehaene and Changeux, 2011), rdgefollow conscious
perception when subjects already have a conscioukivg memory representation
of the target stimulus (Melloni et al., 2011). Thissult points to the tantalizing
possibility that late waves of EEG activity suchthe P3 might reflect NCC-cos,
and not the NCC itself.” (Aru et al. 2012, p. 742)
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authors offer details about the temporal distinctietween these
processes (4.1) and spatial distinction (4.2) buome areas
recognized in the past as being involved in conscigrocesses are
discarded (for instance prefrontal cortex involvad conscious
perceptiof). From different studies, the authors conclude tha
processes (like event-related potential) beforem0(P100) belong
to NCC-pr processes while the processes after 3@@went-related
potential P300) belong to NCC-co processes. P20mdeipital
parietal areas seems to be the most consisteneggdor NCC.
Nevertheless, the authors recognize that this ms@t a rule for
disentangling these three classes of processesis “Turther
complicates the search of the NCC, as they mighnhgh in time
depending on which NCC-pr determines perceptioRtu(et al.
2012, p. 743) Actually, there are strong debategarding the
neuronal zones that are involved in CNN: are athdy some of the
sensorial areas, the higher “levels” (prefrontatexy’, and are other
areas involved in NCC or NCC-co or in both and inatvdegree?
Again, offering different experiments as argumetite authors
consider that the prefrontal cortex, some pariatahs or even V1
are correlated with NCC-co (for instance, memorxeostive
functions, top-down abilities/control) and not wittNCC.
Importantly, “whether some brain area is necessanVolved in
NCC may depend not only on its neuroanatomicaldpbut also on
the specific details of the experience (Haynes920@Qp. 744) If the
NCC depends on experience (and context), the prolilecomes
much more complex. We would need to return to theachical
system approach (and its related approaches) gr éodanswer this
guestion.

Y In fact, the “PFC could provide top-down suppast gither strengthening or
maintaining the (cognitive results of the) conssi@ercept (...).” (Aru et al. 2012,
p. 742)

2 Particular zones like the “prefrontal cortex seivecrucial role in conscious
perception, as proposed in some theories (...), @thdr they reflect other cognitive
processes, such as top-down control, report, doeance on a task.” (Aru et al.
2011, p. 743)
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In cognitive neuroscience, it is believed that plagetal lobe
is the place for the multisensory integration. (Bagte the last
footnote of the previous page!) Through certain esxpents
involving different sensorial mechanisms, ZmigroddaHommel
(2011) suggest the integration between the audgtimyulus features
(loudness and pitch) and the multimodal stimul@uees (pitch and
color), on the one hand, and between stimulus (odah or
multimodal) and response, on the other hand. (Zmigimd Hommel
2011, p. 148) However, in their paper, they emsaseveral times
that nobody offered a viable alternative to thenmtodal binding:

Multimodal perception (such as with audiovisualhmstii) faces binding problems
that are far more complicated than within a simgledality, due to the fundamental
differences both in the physical properties of, saynd and light and in the sensory
transduction mechanisms (e.g., in transductiom&és, which prevent the use of
tight temporal-synchrony criteria for crossmodatding). And yet, our conscious
perception of multimodal stimuli is commonly cohsrand unified, suggesting that

binding works.(Zmigrod and Hommel 2011, p. 143 or 144)

Indeed the problems seem to be related to therglifées regarding
both “physical properties” and “sensory transduttinechanisms”.
However, these problems are constructed withinutieorn world.
From my viewpoint, the main mistake with these pwoblems is the
mixture of EDWs. There are no “sensory transducti@mthanisms”,
since such mechanisms would require the mixture EQIWSs.
Moreover, the “binding” does not “work” since thigould be a
pseudo-process. (See Chapter 7) Within the brharetis no such
binding process! We have neurons, neuromodulatorsdd a
neurotransmitters but the unity of the mind (thetyuiof the “I”)
exists nowhere in the braift. would be meaningless also to check
for the processes that are correlated with the yupit the mindThe
nature or ontology of the “I” assures this necessanity and
coherence (or better, this unity is the “I”). It ashuge mistake to
check for this unity within the ocean of neuronsbrA an EDWSs
perspective, we can return to the classical analoigyhe table-
microparticles and the integration-differentiatidrne integration is
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not at the “level” of microparticles! The color dhat table is
nowhere at the level of microparticles. We haveat@ into account
that, in both cases, we use different condition®lugervation that
pass an epistemological-ontological threshold amusequently we
have EDWs.

| add another final idea: the virtual space, likéoc does not
exist in the mind but it is represented in it. Thepresentation
implies the implicit knowledge that is the “I" (na@nly an explicit
knowledge, see Vacariu 2008). Therefore it is quitpossible to
localize the neuronal parts that correspond torépeesentation of
virtual space.
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Chapter 11

Holism in cognitive neuroscience

In this chapter, | analyze the perspective of nol{guite contrary to
“localization™) in cognitive neuroscience (first i Holism means
that any mental state is correlated to widely itisted neuronal
patterns in the brain. Then | investigate Raichiefault network
showing that we have not created yet the appatatggsasp many
activities of the brain (second part). In the canhiaf holism, | will
show that it is quite difficult to separate consisdrom unconscious
mental states, and therefore their localization tlwe brain is
meaningless (third part).

11.1 The parts-whole relationship in cognitive newscience

As we saw in Chapter 6, Bartels confirms that lgrges of the brain
interact for mental processes like attention, Mbigdi and
segmentation. (Bartels 2009) In other words, a or@lrpyramid is
required for the accomplishment of relatively siepmental
processes. It seems more and more obvious thatcagyitive
function activates an entire “neuronal pyramid” the functions of
such mechanism and the exact correlation betweeental function
and a neuronal pyramid still remain unclear. Tregpss of research
in this direction suggests that the brain activisy much more
complex than we thought in the past. The parts-e/inelationship is
reflected by the modularity-holism dispute in cadiye
(neuro)science. Modularity means that certain meptats are
specialized in certain mental processes: cognifienzeption, motor,
etc. Some researchers in cognitive neurosciendevbethat these
modules are correlated with particular specialinedral areas. To
support Fodor's modularity, Pylyshyn realized soexperiments
(1999, 2003). | prefer to discuss a recent papenodularity. Using
the transmagnetic stimulation, Downing tries toverthe modularity
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of visual system. Three areas of the visual comenld play a causal
role in the perception of human face, body and owariobjects.
(Downing 2008) For me, in order to explain the ppton of a
human face or an object, we have to solve the bghgroblem. As
we saw in Chapter 7, this problem has not beeredojet. On the
contrary, it seems there are less and less chaocsve it, even if
there are more and more experiments trying to sdteebinding
problem. Moreover, in some cases, the visual systerstrongly
related to consciousness. Thus, the problem of tadtdubecomes
more and more complicated: there are quite manyleomelationships
between low-level (primary visual areas) and higvel (cognition).

There are many experiments against modularity. For
instance, there are no constant correlations taracplar neuronal
area (Haynes, 2009) for a specific feature — tHeraaf an object.
The role of context for color and the experiencéahan subject in
the perception of colors was acknowledged long thge. Analyzing
in detail the relationship between visual consam@ss and neural
areas, Haynes believes that

representation in modality-specific regions is nofffident to explain why
perceptual information enters consciousness. Hdigates that additional processes
are required that regulate which contents gainsacte consciousness (...). These
mechanisms are believed to be closely linked tenstin (...) but clearly involve

more than attentional selection (..(Haynes 2009, p. 200)

Haynes emphasizes that the physical stimuli arerdiit from the
properties of objects that are percelvetiaynes 2009, p. 198)
concluding that Baars’ global workspace theory setrbe the best
alternative, many experiments showing that disteduareas are
involved for each mental task. (Haynes 2009)

! For instance, “the encoding of chromatic signalshie retina and in V1 does not
match the subject’'s conscious colour perceptiort #dibits colour constancy

across different illumination conditions” and, tefare, the activity patterns in retina
and V1 cannot explain color perception just becahsee is no constant mapping
between these neural areas and individual colarepés. (Haynes 2009, p. 198) We
have here another argument for “filling the perampt that supports directly the

EDWs.
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Van Leeuwen introduces the “coherence intervals”tfe
durations of the episodes of synchronous activigit {(“quasi-stable
properties”) are correlated to mental represemaficEach mental
representation has to maintain its integrity andteot. The quasi-
stable properties are necessary for communicatwden different
neural areas. (van Leeuwen and Bakker 1995, vanoviere 2007 in
Nikolaev et al. 2008)Such oscillations “synchronize from time to
time and, after some time interval, desynchroniratioccurs.
Sometimes, the synchronization spreads to enconapasstire brain
region. We called this phenomenon of emerging nsaopic order a
coherence interval (van Leeuwen et al., 1997; 20Q2an Leeuwen
2013) Van Leeuwen relates coherence interval to rtbéon of
mechanism that transmits information. (Fries’scéatifrom 2005 is
mentioned.) “Coherence intervals, thus, represenbat
broadcasting of visual information.”idem) Interestingly, van
Leeuwen offers some arguments to identify “cohezeimtervals”
with “conscious experience”:

The correspondence between visual experience amid bmechanism would go
beyond a simple correlation of mind and brain datstivFirstly, the observation was

L van Leeuwen introduces the “coherence intervaisttie durations of episodes of
synchronous activity (“quasi-stable properties”ptthare correlated with mental
representations. “According to the theory of coheee intervals, periods of
synchrony are the periods during which communicati@tween brain structures
takes place.” (Nikolaev et al. 2009, p. 14)

2 In his paper from 2013, van Leeuwen analyzes thrl4ody problem through
dealing with free will and consciousness in relagioip with neuronal knowledge.
The mind-body problem is reflected by two differgntabularies, and van Leeuwen
writes that no “ontological doctrine, be it dualisidealism, nor materialism, will
then ever be able to provide a satisfactory answehe question, what entities
ultimately make up our world. It makes one wondethere a more productive way
of addressing the problem?” (van Leeuwen 2013) athor tries to show that
“neither methodological principles, ontological awmitments, theoretical nor
empirical reasons for science to oppose free wHbr instance, van Leeuwen
considers that Libet’'s famous experiments are dirtéed because their “choice
tasks in a repetitive setting, to which the indibad has limited personal
involvement”. The subject's decisions are run undautomatic pilot”. (van
Leeuwen 2013)
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made in an experimental setting, which excludegroféctors. Therefore, the effect
of the independent variable, AR, can be interpreted causal. Second, the
independent variable was not a subjective expegigmat an objective one: AR is an
established and quantitatively specific, theoréticadictor of ambiguity. Third, the

brain activity is understood theoretically as hgvia function associated with
consciousness. For these reasons, we may proposetierence intervals as having

an identity relation to conscious experienfgan Leeuwen 2013, p. 9, about
“AR” see the footnoté)

From my viewpoint, we cannot talk of “identity” buinly of
“correspondence” between two entities/processes tiedong to
EDWs. However, more interesting is the followingggaph:

Note that the identity considered here is betweememtal phenomenon and a
dynamically assembled, self-organized brain agtivithis is not unimportant. As
with the waves mentioned earlier, coherence interaee caused by movements of
particles. But once set in motion, their collectilgnamics determines whether a
visual pattern is consciously registered (Naka&dral, 2005). Thus, it means that a
phenomenon at this high-level of organization, ofsceught into existence, is
perfectly well capable of causing other eventdat tevel. In other words, the brain
has, though its own activity, produced the condgidor mental causation. In turn,
the activity at the pattern level modulates thattloé different particles that
collectively produce it. This means, specificalthat differences in coherence
interval lengths will result in differences in peption and behavior. (For these, see

van Leeuwen & Smit, 2012fvan Leeuwen 2013)

A mental state is identical with a “dynamically eswled, self-
organized brain activity®. Much better would be if a mental state
correspondedto a dynamically assembled, self-organized brain

! “The correspondence between visual experience taaih mechanism would go
beyond a simple correlation of mind and brain distivEirstly, the observation was
made in an experimental setting, which excludesrofhictors. Therefore, the effect of
the independent variable, AR, can be interpretedaasal. Second, the independent
variable was not a subjective experience, but gectifse one: AR is an established and
quantitatively specific, theoretical predictor ahlaiguity. Third, the brain activity is
understood theoretically as having a function assed with consciousness. For these
reasons, we may propose the coherence intervalmdag an identity relation to
conscious experience.” (van Leeuwen 2013, p. 7-8)

2 We argued for such an idea even in 2001! (Vaca@dthesiu, Vacariu 2001)
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activity. The “coherence intervals” (related withaves) are not
caused by but correspond to the “movement of pasticMoreover,
a mental state corresponds not only to a partiouéare but also to
the activation of all other elements (neuronal guaH,
neuromodulators, etc.). Moreover, within the EDVésspective, the
mental causation (downward causation) is meaniadlese Vacariu
2008). “Levels” has to be replaced with the EDWsvélItheless, the
last sentence is probably true! Van Leeuwen intceducertain
experiments that support an important idea: thegptual switching
is a ‘“radically multiply realizable process, in thaarious
neurological states can instantiate it in a simglitvidual at different
times”. (p. 11) From my viewpoint, the “multiple aleability”
between a mental state and some neuronal pattérastiation
exists just because these states belong to the EDWw®ever, any
mental state is the “I”, so the things are much encomplicated. |
emphasize that the “multiple realizability” is pilide just because
any mental state is the “I"!

Following the route of holism, Bressler and Men@010)
strongly argue that cognition is much better exuédiat the “large-
scale networks”. Their opinion is that, accordimgnew empirical
data offered by brain imaging, the old framework aafgnitive
neuroscience (“modular paradigm” — different bradneas are
responsible for particular mental functions — natyohas serious
limitations but “might in fact be misleading”, p.72) has to be
replaced with this new framework: any mental fumatis correlated
with large and distributed scale networks. In tleisntext, the
structure-function relationships become essential dognitive
neurosciencé.

! About the multiple realizability and my idea ohterval of similarity”, see Vacariu,

et al. (2001) and Vacariu (2008).

2 Regarding the structural notion, Fletcher mentiSnbolz et al. (2009) who argue
that the learning to juggle involves changes irhbgriay matter density and white
matter tracts. (Fletcher in Baars and Gage, 201®@2p “This is groundbreaking

work; for many years there have been assumptioas ttte brain is structurally
immutable. Insights such as this point to both acfionally and structurally

evolving organ, surely a step forward in refiningr ainderstanding of learning
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In their paper, the authors analyze the “brain oekg’ that
depend on “structural connectivity” (anatomicakkge of neurons)
or “functional interdependence” (the structures esep on mental
function on behavior). Each essential notion israef in structural
and functional terms. The “network nodes” (“if thiegrve a uniquely
identifiable local structural organization, a lasgmale structural
connectivity pattern or a local functional activifyattern that allows
them to be distinguished from their neighbors”) dahd “network
edges” (“long axon pathways that project from oneuronal
population to another”) are the most importantori (Bressler and
Menon 2010,p. 278) A network can be characterized by “graphs”
(mathematical instruments constructed on nodes edges) and
subnetworks (sub-graphs). Interestingly, the astleonphasized that
the “most anatomical parcellation” in cognitive nescience has
concentrated on the cerebral cortex and preclubedstibcortical
structures (basal ganglia and thalanfudjl order to detect the
structural networks edges (“to trace axonal fibethways”), one

processes.” (Fletcher in Baars and Gage, p. 82chge adds that information
regarding the macroanatomical level needs to beptmmented with that from the
microanatomical level for understanding the adadfitplof the brain. From an
EDWs perspective, Fletcher’s remarks clearly reéfleat the mind and the brain are
EDWs. Both the functional and the structural segtieps are only very rough
approximate images of the mind and respectivelybtiain, or more exactly, certain
methodological segregations. The brain changestawoihg its functionality and
anatomical structure but the self does not chatggstatus during the entire life of
any normal subject. Even if we learn every dayegaitot of things, the self does not
change in each day. We have here the “intervainodagity” for the “I” even if the
brain is in constant changes. (see Vacariu 2008acariu, Terhesiu and Vacariu
2001)

! “The functional interdependence of brain netwodkes refers to joint activity in
different brain structures that is co-dependenteundhriation of a functional or
behavioral parameter.” (Bressler and Menon 2@p1@,78)

2 In the whole book, | show that any mental staiat(is the “I”) corresponds not
only to some cortical areas but also the entiréegpthe subcortical areas, in reality,
to the whole brain and body. | repeat, this serdefiike all 13 principle) are
constructed within a hyperontological frameworkt(empirical, methodological, or
pragmatic approaches). Bressler and Menon ignarebtidy, but as | showed in
2005 and 2008, following Sporns, the brain canmoisblated from the body!
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uses autoradiographic tracing, diffusion tensorgimg (DTI) and
diffusion spectrum imaging (DS])or anatomical features (“local
cortical thickness and volume to measure anatonsmahectivity”).
(Bressler and Menon 2010, p. 280) The function&vaeks are the
results of dynamic interactions among nodes. Withis framework,
the authors introduce the default-mode network (DfINhe
intrinsic functional brain networks and its dynaityicor the
“multidimensional context” of any brain functiofs.

| do not want to offer many details from this deidout what
| find interesting is that they enumerate five ongpoints regarding
the functional networks: a spatial attention nete@n the posterior
parietal cortex and the frontal eye fields); a lagg network (in
Wernicke’s and Broca’s areas); an explicit memaoeywork (in the
hippocampal—-entorhinal complex and the inferiorigial cortex; a
face-object recognition network (in the midtemporahd the
temporopolar cortices); and a working memory-exgeufunction
network anchored in the prefrontal and the infeparietal cortices.
(pp. 284-285) From my viewpoint, the neuronal amsastioned for

! Diffusion-based magnetic resonance imaging mettawdsuseful for determining
the “major fiber tracts of the human brain in vivg idlentifying the density of
connections between brain areas”. However, the mablem of these methods is
that they do not illustrate the feedforward and fdeedback connections between
brain areas. (Bressler and Menon 2010, p. 280) Mental state corresponds not
only to some particular neuronal areas that arenth&t activated ones and to the rest
of the brain but also to feedforward and feedbatéractions (in a particular period
of time) between many parts of the brain. Suchramtiions are quite impossible to
grasp by the present tools of brain imaging. Thoblam is that for each mental state
these interactions take place in different paréicpleriods of time.

2 4(..) DMN is seen to collectively comprise an intated system for
autobiographical, self-monitoring and social coigeitfunctions (...). (Bressler and
Menon 2010, p. 285) (About DMN see next sectiothaf chapter)

3 “Another candidate core brain network is the afoeationed salience network,
comprised of cortical areas Al and

ACC and subcortical areas including the amygdaldstntia nigra or ventral
tegmental area and thalamus. It has been sugg#siedhe salience network is
involved in the orientation of attention to the mbemeostatically relevant (salient)
of ongoing intrapersonal and extrapersonal evenfs”((Bressler and Menon 2010,
p. 285)

260



each network are just the top of the iceberg (dlybahe most
activated neuronal patterns) but, obviously, netdhly ones. Within
the context created by the brain networks, the meablem for the
authors is the same as for many other scientists:

A crucial open question concerning core brain net&/@s whether a given network
can be said to support a specific cognitive functidre answer to this question for
any network will depend on a deeper understandirits dnput—output relations, its

temporal dynamics and the ways in which it intesagiith other networks
(Bressler and Menon 2010, p. 285)

The main problem in this paragraph is the notiorfimferactions”
between networks. Bressler and Menon need to ofifemre details
about this notion. In reality, in the future, it lwbe probably
discovered that each network interacts in differeays with all the
other networks of the brain. The authors introdacgear example
against classical “localization”: for the procedsface recognition,
we have to correlate not only the fusiform dreat also other areas
like visual, limbic and prefrontal cortical regiohgBressler and
Menon 2010, p. 296) For these networks the maimlpro is the

1 Obviously, this notion of “networks” reminds me thle connectionist networks.
The mind-brain problem was not solved by conne@ion(See Vacariu 2008)

2 pessoa et al. consider that “while changes fromséoto face percepts were
accompanied by increasing activation in the righAFperceived changes from a
face to a house led to decreases in FFA respon$is.suggests that the right
fusiform gyrus plays an important and specializeme rin conscious face
perception.” (Pessoa et al. 2008, p. 1084)

3 “Category-specificity has rapidly become a majauf®in human neuroimaging
research, exemplified by studies demonstrating ¢ategory specific responses in
the fusiform gyrus (Kanwisher et al., 1997). Howewe drawback of many such
studies is that they employ very strict univariatatistical criteria that conceal all
but the largest amplitudes in the activity patterNsnetheless, studies that have
characterized the distributed response to facee hgported that greater category-
specificity is revealed by the entire activity paiten occipital and temporal cortices
than by any specific area (Ishai et al., 1999; Heaetbgl., 2001). Importantly, these
studies have determined that the specificity of digributed response is not
dramatically altered if the regions typically adated with the category of interest
are excluded.” (Bressler 2007a, p. 408)
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relationship between inputs and outputs. It is aaisgry for both the
inputs and the outputs to be within the same EWMergtise we
would create a mixture of EDWSs. The inputs are sarternal
stimuli that produce the activation of some neurquatterns, but
these actions have to be followed by other actipom the same
EW, i.e. the activation of other neuronal patte¥¥e cannot
“correlate” the first set of activated patternsyotd the features of
the object perceived and the second set to therigimocess.(See
Chapters 7 and 8 of this book)

In other two previous articles (Bressler 2007a,rbjecting
the central supervisor, Bressler claims also thatet is no single
neuronal area specialized in a particular mentattian, even if the
function of every cortical area is “determined big iunique
patterning of long-range connectivity”. (Bressl€0Zb, p. 62) The
“spatial pattern of amplitude modulation (AM) ofetlvave packet”
is responsible for the emergence of “global neugadove state”.

The rapid emergence of large-scale patterns ofepbwschronized cortical sites at
specific stages of cognitive task performance sugdbat creation of the cognitive
microstate (---) depends on the transient cooritinadf specific sets of areas by
long-range oscillatory phase synchronization (-#).is thus likely that phase
synchronization serves not only to coordinate lagalronal populations in wave
packets within cortical areas, but also distant yatipns in different areds.

(Bressler 2007hb, p. 64)

Interestingly, Bressler introduces two notions:

(1) The “neural context” as being “the local praieg
environment of a given neural element that is excély modulatory
influences from other neural elements. Neural cdanédbows the

1| think the same problem is with the connectiomistworks which cannot mirror

neuronal activations and mental states at the same Moreover, we have to

eliminate the homunculus (the central supervisé®. can do this job only within

the EDWs perspective!

2 “A potential mechanism for the creation of a glol@eurocognitive state,

representing the assessment of organismic statelyes the generation of packets
of high-frequency oscillatory wave activity in cicgl areas.” (Bressler 2007b, p. 66)
(About the problematic “brain oscillations”, seeapker 7 of this book)
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response properties of one element in a networketgrofoundly
ffected by the status of other neural elementshiat hetwork.?
(Bressler 2007a, p. 403)

(2) The *“situational context”, that is some “ineated
environmental factors, including aspects of thesegnscenes and
response demands of both the external and intemmbéus”.
(Bressler 2007a, p. 404) In this case, we havakie into account the
contextual effects in the brain.

Important is that the situational context detemsinthe
neuronal context. Within this holism that reminds af the dynamic
system approach (and its related perspectives/aegriu 2008), it is
obvious that the multiple recurrent interactionseffforward,
feedback and lateral connections) produce the rcursguational
context. (Bressler 2007a, p. 407) A neuronal aigEsd specialized
role in any cognitive function because of its uiquosition “within
the overall connectional framework of the brainvee if the same
neuronal area, with different roles, can be invdha different
mental functiong.(idem p. 414)

Bassett and Gazzaniga (2011) relate the notiotegéls” to
that of “complex systeni’ | would like to analyze in detail this
article because some dangerous notions are uséd Tine main
problem is that, under the framework of “complexsteyn”, the
authors introduce many notions (that are used byenamd more
people in cognitive neuroscience) so as to charaetéhe mind-
brain relationship. A very problematic philosophioation is used:

1 An example of the neuronal context is “top-dowremtional control” (the
influence of higher levels on lower levels). (Bles2007a, p. 410)

2 Obviously, Bressler’s idea reminds us of Uttabsqulates! (Uttal 2011)

3 Working within the unicorn world, very intelligemteople needed to create, with
the help of complex mathematics, the idea of “campmystems” that exist in the
Universe (the world). Since the world does not textee complex system theory is
one of the most complicated Ptolemaic epicycleartyewithout any remarkable
empirical results. (For the complex system theoppliad to biology, see
Kauffman’s work and our interpretation of this warkVacariu and Vacariu 2010. |
mention that Kauffman worked at the Santa Fe listjtan institute created for the
“complex system theory”.)
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the “emergence”. In the abstract, their first peapd is this one: the
brain “we argue, can be understood as a compldgraysr network,

in which mental states emerge from the interadbietwveen multiple
physical and functional levels.” Obviously, frometlhiewpoint of an
electron, a neuron or a planet, the notion of “eeece” is

meaningless. From the viewpoint of a neuron, thergence of the
mind is also meaningless! Only the human beingsplaservers,
created the notion of emergence mixing phenomeatltélong to

EDWs. (See Vacariu 2008) Nonetheless, as we wdl amalyzing

this article, the “interactions” among the “mulgpphysical and
functional levels” is a much more complicated netioecause, in
some cases, this notion is completely wrong, ir@thquite correct.
Interestingly, the first paragraph of the articklects exactly the
actual status of cognitive neuroscience:

The human mind is a complex phenomenon built orpthysical scaffolding of the
brain (...), which neuroscientific investigation ceontes to examine in great detail.
However, the nature of the relationship betweenntived and the brain is far from

understood (...)(Bassett and Gazzaniga 2010)

As a consequence of the unknown relationship betwee mind and
the brain, Bassett and Gazzaniga appeal to the pleomsystem
theory”, another grand Ptolemaic epicycle consgdicwvithin the

unicorn world! This relationship is obviously “far from understiSo
since the mind and the brain are or belong to EDMWahy people
believe that the complex system theory (“applicablehe study of
the human brain - a complex system on multipleescaf space and
time that can be decomposed into subcomponents taed
interactions between them”, p. 201) grasps very thel complexity

of the brain and its “multiscale” temporal and sgadrganizatiorf.

YIn a glossary on the first page, we can find taénition of “complex system”: “a
system whose overall behavior can be characte@sechore than the sum of its
parts.” (Bassett and Gazzaniga 2011, p. 200) tiotssurprising that such famous
authors appeal to the “complex system theory”,emith constructed by the human
being for the “complexity” of the unicorn-world!

2 In opposition to this “complexity” of the brain,encan return to Van Wedeen's
discovery regarding the simplicity of the brain tamay (see Chapter 3 of this book)
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Introducing new experiments with fMRI, the autheteongly argue
for the “functional and structural hierarchical mdatity of the brain
connectivity™ (modules of cortical and subcortical regions Witbft
boundaries” like motor or visual networks) (p. 20)hink that the
authors have to clarify what exactly “soft boundafimean. We can
talk of such “soft boundaries” working only withetfMRI signals
but ignoring many other signals (EEG, etc.). Ondbstrary, within
the mind-EW, there are no such boundaries becauttee aunity of
the “I", while this notion is meaningless in chaexzing the brain.
The authors are aware that not only the anatorsicatture (more
exactly, the “structural connectivity” or “connente” that represent
the “wiring diagrams”) imposes constraints on fimes$ but also the
“neuromodulatory networkqthat act in parallel). Even if Bassett
and Gazzaniga are quite optimistic regarding theorh of
complexity and the “wiring diagrams”, they writeatralthough

the functional interpretation of the connectomeadsentially immensely powerful it
is also fraught with caveats. It is plausible thtictural connectivity might enable

situated within the EDWs perspective! The compiexitf the brain vanishes
completely. If we give up our dictatorial viewpoiot observing and thinking about
all phenomena in the “world” (i.e., placing all ploenena in the same “world”), we
will understand that nothing is “complex”. “Naturdbes not think: fortunately for
the appearance of life (that corresponds to aotedh organism) from hypernothing,
unfortunately for the very powerful human thinkesbliged to elaborate very
difficult and “complex” theories (see for instanite theories about hyperspace in
Vacariu and Vacariu 2010) in explaining the “comxpdgstems” of the “world”.

! The authors introduce Meunier et al.’s ideas abmodular and hierarchical
modular organization of the brain under the compgstem theory and dynamical
system theory (with notions like topological stuwet, small-worlds, hub nodes,
fractal property, lattice-like organization, gragtc. (Meunier et al. 2010) “One of
the earliest and most influential ideas was fortadeby Simon (1962, 1995) who
argued that a ‘nearly decomposable’ system builtnafitiple, sparsely inter-
connected modules allows faster adaptation or éeolwf the system in response to
changing environmental conditions. Modular syste@as evolve by change in one
module at a time, or by duplication and mutatiomafdules, without risking loss of
function in modules that are already well adaptéM&unier et al. 2010p. 2) From
my viewpoint, even if theory of complexity is quitgeresting, | believe that nature
(brain is included) is not complex at all. We nedeich complex theory just for
explaining the “complexity” of the unicorn-world!
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us to predict function but it is not yet clear htswmake that prediction(Bassett
and Gazzaniga 2011, p. 204)

This kind of weak skepticism is imposed by the degacy (many)
functions of the identical neuronal patternsde()® Another
paragraph mirrors the state of affair in cognitiairoscience:

Rather structure—function mappings are many-to-mamng inherently degenerate
because they depend on both network interactiodsantext. Therefore, although a
one-to-one relationship between structure and fonanight be inconsistent with
our current understanding of the brain, a more dimajed emergence of function

from multiscale structure is plausible.(p. 204)

In Vacariu (2008), | analyzed in detail the manysany “complex”
relationships between structure and function, bué use “more
complicated emergence of function”, we have to iiglathis
problematic notion of emergence. Bassett and Géga&antroduce
“emergence”: certain properties of the system aveenthan the sum
of its parts or emergence occurs at multiple pfajsand functional
“levels” (this idea being against reductionism). iglaver, the mind
“emerges” from the physical brain. What a wonderful
hyperontological contradiction! Here we can fin@ ttame mistake
about emergence even if the authors are awarethleabrain is
decomposable and the mental properties are indiglsHowever,
the authors make a greater mistake introducupyvard and
downward causationdetween multiple levels (or “bidirectional
causation”). In Vacariu (2008), | clearly showedttthe downward
causation is a great mistake made by the peoplekingprin
philosophy of mind. Unfortunately, a notion thagisite close to the
EDWs perspective, the “mutual complementarity’nag developed
at all in the article. The notion of “mutual compientarity” sends us
directly to the complementary relationship betwedbe EDWSs.
However, it is not about Bohr's complementarity sioacted within
the unicorn world! Even within the EDWSs perspective

! Again, we find here Uttal's one postulate!
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complementarity exists only in the eyes of the lddro(the human
being) since it is meaningless to ask about thatioglships between
any two EDWs. This is the reason why the hypervétsesum of all
EDWSs) is an abstract notion. It would be necesdaryhave a
hyperbeing (God) that has no place in the EBWs.

| analyzed the whole-parts relationships from ptysi
biology and cognitive (neuro)science in various kgor\Vacariu
2008) and Vacariu and Vacariu (2010). Nevertheldsscause
biology includes neuroscience, | introduce someasdabout the
whole-parts relationship from Powell and Dupre'pgraThis article
mirrors the power of the unicorn-world in biologggarding the
relationship between molecular biology and cellldad organism
biology. The same problem is in cognitive neurasocéin our days.
Powel and Dupre analyze the failure of reductionisnthe face of
complexity, emergence and causality in biolddhe reductionism-
nonreductionism debate in biology and philosophynofd/cognitive
science is an old topic. The reductionism thesis established by
Oppenheim and Putnam (1958) who

conceived of nature as being constituted by a hikyaof objects that, in turn,
defined a hierarchy of distinct sciences. At eagkllabove the root level the objects
are structures composed of objects from the nexedolevel. Thus elementary
particles combine to form atoms, and atoms combinérm molecules; so the
hierarchy ascends through living cells, multica&tubrganisms, and social groups.
The sciences are individuated on the basis of titelagical level with which they
deal, and scientific reduction, on this model, cstssin relating the laws pertaining
to the objects at one level with those of the fdewter level via bridge principles
that identify the objects at any level with the sElower-level objects of which they

are composedPowel and Dupre 2009, p. 55)

! Regarding the “death” of God, see my presentdt@od dead long time ago. Who
can we rule out the infinite?”, at “Theism-Athein8ymposium, Department of
Philosophy, Univ. of Bucharest, September 2012. (op webpage) In this
presentation, | show that the existence of God doaise many (hyper)ontological
contradictions.

2 Obviously, the same state of affair is in cogmitiineuro)science. The authors of
this article mention the work of some people wogkin (philosophy of) cognitive
science.
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However, during the last 30 years, there were gtrdabates on
reductionism-antireductionism programs of reseaiide “Human
Genome Project” (1993) was the most important ptojen
reductionism, while for anti-reductionism we ha¥e tunavoidable
relationship between genome and phenomena, the extont
(environment) of genes and organisms, the compleait living
entities (chaos theory in biology), etc. Moreovéconnecting
molecular biology, computing, bioinformatics, arehgmics, clearly
narrow the gap between the two halves of our olvstaty.” (p. 58)
The authors also analyze various notions like eererg, downward
causation, mechanisms networks and cellular aua)h‘latbiology,
reductionism was lead by the idea of reducing lgjiclal elements to
molecules and genes (“molecular biology” and “malac
genetics”). In 1966, Crick believed that the molacwiology is
“explaining anything biological in terms of physiagad chemistry”
(Powell and Dupre, p. 56) | want to emphasize timas few pages,
Powell and Dupre introduce some essential poinggrckng the
reductionism-antireductionism debates (emergenagd fawlism in
relationship with genotype-phenotype relation ildgy). In all
these topics, the main element is the whole-pattgionship from
ontological and epistemological viewpoints. Agaih, strongly
emphasize that the same topics (and theories) earfiobnd in
cognitive neuroscience. From an EDWs perspecthese problems
are pseudo-problems because of the mixture of EDWSs.

Y In my work (2008), | analyzed Anderson's “Moraliffierent” (physics) (1972) and
Fodor's (1974) “Special sciences” (philosophy ohdi against reductionism. In
2010, with Mihai Vacariu, | investigated Kauffmatteory of complexity applied in
biology. The main problem for all anti-reductiosiss the ontological status of
entities (and their relationships) they investigat€heir reductionism is
epistemological, an ontological reductionism wouttuire Cartesian paradigm
rejected by scientists in our days. As every peramnking in (philosophy of)
biology, Powell and Dupre inquire about the staitidiological entities: what are
these entities and could we reduce a biologicatyettt its components? The more
general questions are about the notions of “levatgl their relationships. Are these
levels epistemological, ontological, organizational or “levels”of
analysis/description? Special sciences were createés to deal with various
“levels”. (About levels, emergence and reductionisee Vacariu 2008)
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11.2 Raichle’s default network
Let me investigate Raichleldeaaboutthe “default network” (2011)
or the “dark energyof the brain” (Raichle 2006; Raichle and Mintun
2006). The question is what does the brain neadwsth energy for?
“The brain apparently uses most of its energy fancfions
unaccounted for — dark energy, in astronomical $ernfRaichle
2006, p. 1249) In modern times using PET and fMBbdme
researchers realized that the energy necessatlyefdarain to manage
the demands of the environment (or the “task-evolesponses”,
Raichle 2011) is less than 1% and the energy copsomnecessary
for changes in the brain activity is less than $Rai¢hle 2017 The
conclusion is that “the enormous energy consumptiaiiie brain is
little affected by the task performance, an obdeaafirst made
more than 50 years ago by Louis Sokoloff, Seymoetykand their
colleagues (Sokoloff et al. 1955) but rarely citg@Raichle 2011, p.
148) It seems that 60-80% of this consumption Gicided to the
glutamate cycling and therefore to the neuronataigg processes.
(idem) From an EDWs perspective, we can clearly undedsteow
that this energy necessary for the brain corresptmthe mind-EW.
Without this corresponding energy, the mind-EW wioubt be at all.
Probably, the unity of the mind corresponds todak energy of the
brain. In another EW (the mind-EW), this energyhef brain is the “I”.
What produces the energy for the brain? RaichleNaimtun
write that gycolysis and oxidative phosphorylatmonduce energy as

Yin the previous books, | criticized the famousiomd of “dark matter” and “dark

energy”. From my EDWSs perspective, | consider thesgions some strong

Ptolemaic epicycles that reflect the human mindgimation within the unicorn

world. It is not an unknown matter/forces, but thesome phenomena from the
macro-EW that correspond to the phenomena fromhan@&W. (For a recent article
against the existence of dark matter, see Bidal. &@012)

2 “n the average adult human, the brain represahtsut 2% of the total body
weight, yet it accounts for 20% of all the energnsumed (Clarke and Sokoloff
1999), 10 times that predicted by its weight albrfRaichle 2011, p. 148) “The

human brain constitutes only 2% of the body weiglgt the energy-consuming
processes that ensure proper brain function acdourpproximately 25% of total

body glucose utilization.” (Magistretti 2008, p.137
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adenosine triphosphate (ATP). (Raichle and MintQ@&} It is well
know that glycolysis is much faster than oxidatpleosphorylation
(McGilvery & Goldstein 1983 in Raichle and MintunQuoting
various researchers, since the astrocytes prodiamlygis, the
authors conclude that

such complex processes elegantly embodying thgratien of high-level behaviors
also include the orchestration of glycogenolysiastrocytes (Magistretti et al. 1981,
1995) lends credence to the hypothesis that aséea@nd the glycolytic machinery
they house are uniquely involved in the coordirmatiof the metabolic and
circulatory requirements associated with changdsain function: (Raichle and

Mintun 2006, p. 458)

The metabolism of the brain and its circulation $pecific mental
tasks in interactions with the environment reqointy a little part of
the energy consumed by the brain. More exactlye “tost of
intrinsic functional activity which far exceeds thd evoked activity
and dominates the overall cost of brain functiofiRaichle 2009)
More exactly, what is the relationship between Ktagsoked
responses” (or “sensory information”) and this imgic activity of
the brain?

It may surprise some to learn that visual informmatis significantly degraded as it
passes from the eye to the visual cortex. Thutheotinlimited information available
from the environment, only about 10 bits/s are dé@pd in the retina. Because of a
limited number of axons in the optic nerves (appr@tely 1 million axons in each),
only ~6 x 10 6 bits/s leave the retina and only-10 4 make itayet IV of V1
(Ngrretranders 1998; Anderson et al. 2005). Thesa dearly leave the impression
that the visual cortex receives an impoverishedesgmtation of the world, a subject
of more than passing interest to those interested¢hée processing of visual
information (Olshausen and Field 2005). In the egnhbf this symposium, it is
important to note that estimates of the bandwidtbomscious awareness itself (i.e.,
what we ‘see’) are in the range of 100 bits/seclems (Ngrretranders 1998;
Anderson et al. 2005).

Reinforcing this impression of the brain’s “isotat! is the fact that the
number of synapses in the lateral geniculate ngaéuhe thalamus and in layer IV

! Quoting the work of different authors, Raichle sdhe activity of interneurons.
(Raichle 2011)
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of primary visual cortex devoted to incoming visugbrmation is less than 10% of
the total number of synapses in both locationdig@ind Jones 2002 Raichle
2011, p. 149)

This empirical data referring to the relationshigtveeen the
incoming sensory stimulus and the rest of the braflect directly
the corresponding relationship between the mind-&\W the brain-
body-environment interactions (that belong to thecra-EW). If the
visual cortex manages so “impoverished” informatdithe external
world (a lot of information is lost), then somethinlse has “to fill”
the missing information so as to “complete” the ges of the
external world- As we saw in other chapters, quite many reseascher
in cognitive neuroscience consider that other pafrthe brain “fill”
and thus completely construct our perceptual mestates of the
external world. From my viewpoint, it is not at altbout “filling” or
“completing” since we have here EDWSs. The diretdtien between
the firing activity of neurons (produced by cert&xternal inputs)
and the perceptual mental states reflects a mixdtiEEDWSs. All the
external information is brought inside the brainvayious biological
mechanisms (so we have a direct relationship Hyady-
environment). In correspondence, the external wasld'brought
inside” the mind-EW, that is, all mental represéotes and
processes that correspond to the external worldtlae”l”. The
mental “impoverished” information (that correspodghe neuronal
impoverished information) is already parts of thé Since the
representations of the external world are the Aain, the EDWs
perspective is not an extension of the mind (CzO&8) but, on the
contrary, following Kant's movement, | “insert” thexternal world
inside the mind, that is, the mental representatiohthe external
world are the “I”2

L In this context, we have to recall Frith's apptwatMy perception is not of the

world, but of my brain’s model of the world”. (F1i2007) (For Frith’'s approach and
the EDWSs perspective, see Vacariu and Vacariu 2010)

2 Contrary to this Kantian movement is Heideggetisréwnness” (his theory is
quite related to the dynamical system approach @mdrelatives): “the term

‘thrownness’ expresses the Heideggerian claim thaeveryday cognition the
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Within the framework of EDWSs it is much easier,dlibve,
to explain the strange phenomena of the human :btlagndefault
mode networkKDMN). (Raichle 2011) Without any external input
(an idealized situation), the activity of the bramrresponds entirely
to the mind-EW: many and large neuronal patteresaativated by
the corresponding relationships among entities (tiheonscious
mental states) that belong to the mind-EW. Whemxernal input
disturbs this neuronal activity, many neuronal gratt become des-
activated, while the small neuronal patterns redponthat external
stimulus. The intrinsic activity of the brain (thatorresponds
probably to the implicit knowleddeof the mind) is disturbed, more
or less, by an external stimulus (that has a cpordent that is also
part of the mind-EW). So the external stimulusudiss the intrinsic
activity of the brain (while the corresponding peptual state
partially disturbs the coherence of the mind-EWaothe unity of the
“I". Only in this way can we explain the intrinsictivity of the
brain as (2:orresponding to the coherence of the 4Bindor the unity
of the “I".

intelligent agent always finds herself located imeaningful world (a context) in
which things matter to her...” (Wheeler 2005, p. 27@bout Heidegger's
“throwneness” and the relationship between phenoiogy and cognitive science,
see Wheeler 2005 and 2009)

! For the implicit (procedural, unconscious) knowgedvs. explicit (declarative,
conscious) knowledge, see Vacariu (2008).

2 Importantly, the “activity within the DMN did notepresent conventional
activations in the resting state but, rather, a né&w of the organization of the
brain’s intrinsic activity, which we dubbed ‘a dafa mode of brain function’
(Raichle et al. 2001). It is important to note ttiet DMN is not unique in exhibiting
both high levels of baseline metabolic activity adanized functional activity in
the resting state. It is a property of all brainstsyns and their subcortical
connections, as | will detail moving forward. Thesabvery of the DMN made
apparent the need for additional ways to studylahge-scale intrinsic organization
of the brain.” (Raichle 2011, p.151) Obviously, ttmnd-EW corresponds to the
brain-body unity and this is the reason DMN is pregseverywhere in the brain
(cortical and subcortical regions). Again, the eowtfor understanding the DMN is
only its correspondence with the “I” (its unity) thin the EDWs framework. It is
about the “I” and not consciousness because Raicpieting the work of some
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Quoting the works of Logothetis (with his colleagu@nd
the work of other researchers, Raichle and Min®06) strongly
emphasize that BOLD signal has to be correlatedotal field
potentials (LFPY and not to the spiking activity of neurons. (Also
Raichle 2011) In this context, the logical answezras to be that the
energy is necessary for the intrinsic activitywé brain? But what is
this “intrinsic activity” necessary for? Raichle adyzes some
possible answers to this question:

(a) Spontaneous cognition — our daydreams or thaulsts
of independent thoughts. However, his reply to &tisrnative is that
the brain responds with a small amount of energyclantrolled
stimuli so the energy cannot be larger for the whirs of independent
thoughts.

(b) Intrinsic functional activity facilitates respges to
stimuli. Receiving continuously excitatory and ipitbry inputs, the
neurons (patterns of neurons and large parts ofcthtex) pass
through various “balances” that determine theipoeses.

(c) Interpreting, responding to and predicting eowimental
demands.Finally, Raichle suggests that further researcfeiessary
in order to clarify the spontaneous activity of rems. (Raichle 20086,
p. 1250)

The default function is a property of all brain ase“Task-
specific decreases from a resting state occur inynzaeas of the
brain”. (Raichle and Snyder 2009, p. 85) Import@ntthe EDWSs is

people, emphasizes that the DNM seems to “transtevels of consciousness”
(DNMs is present under anesthesia in humans asdaatly stages of sleep. (p. 152)
L“LFPs is the electrical fields recorded from miglextrodes in the brain that mirror
the weighted average of input signals on the dessldnd cell bodies of neurons.”
(Raichle and Mintun 2006) (See Chapter 5)

2 “while spatial patterns of coherence in restirggestfluctuations of the fMRI
BOLD signal were first noted by Biswal and colleagtin 1995 in their studies of
the somato-motor cortex of humans, it was for wsdhservation of Greicius and
colleagues of resting-state coherence in the defaetwork that ignited our
interest.” (Raichle and Snyder 2009 or Raichle ldivttun p. 465)

3 Or the “brain functions are mainly intrinsic, ilvimg information processing for
interpreting, responding to and predicting envirental demands.” (Raichle 2011,
p. 147)
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that the “spatially coherent spontaneous activitthe fMRI BOLD
signal persists despite major changes in levelsoofsciousness.”
(idem) We can explain this idea only within the EDWs gpective:
the “correlations” between mental and neuronakstare just rough
approximations since we have here EDWs and thusameot talk of
the identity between these states. As we saw alibee;'aerobic
glycolysis provides for us a window (a ‘glycolytiindow’) through
which we can observe changes in brain activity ikl BOLD".
(Raichle and Mintun 2006, p. 465) Important is that

if blood flow and glucose utilization increase by4d,(but oxygen consumption does
not, the local energy consumption increase owing tgpical task-related response
could be as little as 1%. It becomes clear, thwat, the brain continuously expends a
considerable amount of energy even in the absehaearticular task (i.e., when a

subject is awake and at re§Raichle and Mintun p. 467)

and

..... a variety of experimental settings have indidathat up to 80% of the entire
energy consumption of the brain at rest is devtteglutamate cycling and, hence,

neural signaling processé¢faichle and Mintun p. 468)

In this context, Raichle and Mintun conclude thajreat amount of
energy is consumed by the intrinsic activity of train® From an
EDWs perspective, this intrinsic activity perfectigrresponds to the
mind-EW or the “I". This intrinsic activity correspds to the unity
of the “I” (again the analogy with the table-micesficles
relationship: the intrinsic activity is quite similto the micro-forces
that glue together the microparticles). Thus, iaut the EDWs,
one in which we find the neuronal states, the oighéme “I'?, that is,
an EW that has its unity that offers us its ontalabstatus. The
intrinsic activity of the brain has to be correthteith the mind-EW

1 About the “spontaneous activity” of the braine s#so Logothetis et al. (2009).

2 Again, in analogy, the neuronal states are inlairpiosition with the microparticles
and their forces, while the “I” is not completeiynlar with a table (the table is an
entity within the macro-EW, the “I” is an entity duan EW).
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that obviously requires such correlate energy. ldoee we have to
take into account the period of development ofitidévidual and the
evolution of species.

Important for my analysis is that He and Raichl@0@
emphasize the difference between oscillation amctidation. (About
oscillations, see Chapter 7) They introduce theonobf “slow
cortical potential” (SCP) a low-frequency end of field potentials (<4
Hz), that seems to be the best alternative to céarge-scale
information integration in the braihSCP is the neural activity
correlated to consciousness. Nevertheless, thegidemthe SCP
being a kind of fluctuation and not oscillation.ejtclassify the EEG
results in three distinct groups: rhythmic, arrimit, and
dysrhythmic.

The first two appear in normal subjects and referaves of approximately constant
frequency and no stable rhythms, respectively. Hiter refers to pathological
rhythms in patient groups. Rhythmic EEG is furtleeibdivided into frequency
bands known as d, u, a, b and g, etc. The SCPdnegurange does not normally
contain any true rhythmic activity, except the ‘apd down states’ (also called the
‘slow oscillation’ by its discoverer (...) that ocsuduring deep sleep (0.8 Hz). The
‘up-and-down states’ is a distinct phenomenon taat be easily differentiated from
the SCP (for detailed discussions see supplememtatgrials in He et al. (...).
Therefore SCP is a fluctuation rather than osdaifat(...) (B. J. He et al,

unpublishedy. (He and Raichle 2009, p. 303)

1 “In brain scans, we see a dramatic reduction diaa activity when a predictable

voluntary action is practiced to the point of auaticity. There is evidence that
routinized voluntary actions may be taken overant oy subcortical regions of the
brain, notably the basal ganglia and cerebellurBdafs and Gage 2010, p. 52)
Obviously, this dramatic reduction is the resulthaf evolution of species.

2 “Often all three (delta, up-and-down states anfesIBnfra-slow fluctuations]) are

subsumed under the designation slow cortical patenor SCPs (Rockstroh et al.
1989; He et al. 2008).” (Raichle 2011, p. 153)

3 For me this difference creates another importaoblpm with the taxonomy of

oscillations!

4 “The confusion between fluctuations and oscillasioor, arrhythmic and rhythmic

activities, is quite common. This is largely beceatisne-frequency analyses widely
adopted create artificial rhythmic signals. Howewer pointed out by T. H. Bullock

(...) ‘Most of the time in most animals there islétevidence of really rhythmic
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Quoting the work of various researchers, theseoasittonclude that
the SCP has a close correspondence to fMRI sigmalsgnaptic
activities at apical dendrites in superficial laypreduce the SCP.
More exactly, it is about the “long-lasting exoitgt postsynaptic
potentials (EPSPs) at these apical dendrites [thadkrlie negative-
going surface recorded SCPs (...)" (p. 303) Introdgcvarious
experiments, He and Raichle conclude that the “lamge
intracortical and feedback cortico-cortical coniatd, as well as the
nonspecific thalamic inputs, all contribute directiyd significantly
to the SCP* (p. 305) Essentially, they believe that it is polgsfor
the SCP to be a “more fundamental correlate oflil signal than
LFP power is”. ([dem) Thus, the SCP is the best alternative for neural
processes that are correlated to consciousnesgr@ton):

We suggest that the SCP might be an optimal nesubbtrate to carry such
information integration across wide cortical arésgause (i) its slow time scale
allows synchronization across long distance despitenal conduction delays (...)
(ii) long-range intracortical and corticocorticalrmections terminate preferentially

in superficial layers and thus contribute signifibatd the SCP(He and Raichle
2009, p. 305)

He and Raichle introduce some experiments that stihay many
mental processes (attention, perception, volitioequire the
presence of SCP.

oscillators in the ongoing cerebral activity, l&re that rhythms account for much
of the total energy’.” (He and Raichle 2009, p.3B0

! Related to Raichle’s default network, let me quinéee a single paragraph from
Baars and Gage: “Voluntary brain mechanisms, guibdgdexplicit goals, are
associated with cortex in humans. Very sophistitatebcortical circuitry is also
engaged in planning and executing actions. Spieaters may carry out commands
from higher centers using sensorimotor reflexeq, they also return feedback
signals to the brain. All these levels of contral’bendogenousinternal) as well as
exogenougsensory) input, both conscious and unconsciouwd@e and Milner,
1992). Thus, while there are certainly some simmpféex circuits like the famous
knee-jerk reflex in Figure 3.8, reflexes rarely war isolation. They normally work
in the service of cortical goals.” (Baars and Ga@0, p. 69)
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Raichle offers more details about SCPs in his lartitom
2011:

SCPs and quite possibly the spontaneous fluctuativhsain oxygenation as seen
by fMRI BOLD and optical imaging techniques (Whigt al. 2009) represent
fluctuations in cortical excitability (for review seSchroeder and Lakatos 2008)
These fluctuations in cortical excitability haveeanarkable effect on other elements
of the LFP frequency spectrum, both during taskkedaactivity (Monto et al. 2008)
and in the resting state (He et al. 2010). SCRsiaftuence the spiking activity of
neurons (Montemurro et al. 2008; Petermann etGfl9R This coupling or nesting
with SCPs serving an important coordinating rolevjates a logical structure for the
integration of functional activity. Not surprisinglthe phase of the SCPs affects
both evoked responses (Bishop 1933; Arieli et @06t Fiser et al. 2004; Fox et al.
2006) and behavioral performance (Fox et al. 208Katos et al. 2008; Monto et al.
2008). One among many results of this functionglanization might well be the

emergence of conscious awareness (He and Rai@®: ¢Raichle 2011, p. 154)

The brain is organized as a hierarchy of subsystgmss”) that
strongly influence one another but at the toph@d hierarchy is the
DNM! Importantly, the SCPs can explain the predies of the brain
in relationship with the external environment orRaichle’s terms,
DNM is responsible for interpreting, responding apikdicting
environmental events(Raichle 2011, p. 155) As we saw above, the
DNM requires the corresponding mind-EW. Otherwige, would
not be able to explain the DNM. At the end of haper (2011),
Raichle believes that in order to understand nikensic activity and
consciousness we need to clarify the non-conscatisity of the
brain. (p. 155) Translating this idea within the EDWs framewotk, i

L “Obviously, the world in which we live is not ergly predictable, which calls for a
complementary strategy in which SCPs are tempgratippressed in a setting in
which task performance requires considerable effiogt, goal-directed attention)
because of novelty and uncertainty (for review, Sebroeder and Lakatos 2008).
This is precisely the circumstance in which we haene to expect activity
decreases in the DMN (Fig. 1a) and increases im la@as associated with goal-
directed attention (Corbetta and Shulman 2002; Bloseh et al. 2008).” (Raichle
2011, p. 155)

2 Obviously, this idea has to be related to Baagibal workspace and Crick and
Koch’s (1995) feedforward and feedback projectibesveen sensorial areas and the
frontal regions of cortex, the neuromodulators aedrotramitters.
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is more important to understand the “I" (that cepends to the
intrinsic neuronal activity) than to understandyosbme conscious
perceptual mental representations (correspondinghé¢o neuronal
patterns that are the most activated ones by semgosal inputs)
just because these perceptions, from my viewpaistthe “I”. In the

context created by a necessary Kuhnian paradigit, shaichle

mentions that the integration “across the necedsagls of analysis
will obviously be challenging and will demand thellwgness to

accept the multidisciplinary nature of the task? 155) In general
(not in all cases), levels are EDWSs, while inteigrais the unity of
the“l”.

11.3 Conscious and unconscious mental states

Baars was among the first who initiated the reseano the
relationship between conscious and unconsciousssthlie proposed
the concept of “global workspace theory”. (Baar88,2002, 2007)
This global workspace is directly related to coossness. There are
different mental/psychological functions acting tinis workspace.
Thus, consciousness is an integrative functiomglabal workspace
of integration”. (Baars 2002) These mental functi@me correlated
to the “independent” functions of the brain. Bastrengly underlines
that the conscious processes are the product obngomus
processes. (Baars and Franklin 2007) In other waalnition is the
result of unconscious processes. For instanceydneng memory is
achieved through some special distributed systetasgyage
components, long term memory, space and tempoaaheiwork,
etc.) selected by consciousness. These componentoaelated to
the widely distributed cortical and subcorticaustures. (Baars and
Franklin 2007) The conscious contents are guidecbaostrained by
the unconscious contents: the contents of goalscepgons,
conceptual or cultural. For instance, the sententegords that we
think or pronounce are the results of unconscioxgsses that
produce them. Baars specifies other important efspn cognitive
science who adopted this “global workspace” thedgglelman
(1989), Damasio (1989), Freeman (1991), Llinas let(3998),
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Edelman, Tononi (2000), Kanwisher (2001), Dehaedaccache
(2001), Rees (2001), John (2001), Varela et al01P0For instance,
Kanwisher proposes a similar approach (if neurpragentation is
more active then the mental representation coaelatith it is
consciously active). Kanwisher takes up an ideadhiced by Green
and Swets, according to which perceptual awareisesst “an all-
or-none affair, but a graded phenomenon which admény shades
of grey”. (Kanwisher 2001, p. 103) In their turnjrids and Parre
indicate that the “fact that all frequencies ar¢ aqual probably
determines that certain resonant frequencies wdl dbserved
preferentially”. (Llinas and Parre 1996) In the sahne, “The
selective property of attention is presumed to kpressed by a
positive difference between the activity levelscolumns that code
for the target and the activity levels in neighbgrcolumns that code
for other (distracting) objects.” (LaBerge 2002) gi@sp the mind-
brain relationship, Merzenich and deCharms intredilne notion of
representational perceptual constancyConstant perceptual
representations emerge from the neural level whiggepattern of
activity of the ensemble of neurons is permanenhgnging and
moving. (Merzenich and deCharms 1996) Neverthelbgsauthors
do not explain the origin of this constancy.

Dehaene et al. (2011) develop the Baars’ globaksparce into a
“global neuronal workspace” (GNW) model.

Implemented as “formal organisms”, these neuro-adatjpnal models should
ultimately address the challenge of decades omatt® to account for subjective
experience, which provides a unified or global mestene where a synthesis
between past, present and future takes place amdewhultimodal perceptions,
emotions and feelings (present), evoked memorieprafr experiences (past),
together with anticipations of actions (future) e subjectively integrated in a
continuously changing and dynamic stream of constiess (Baars 1989; Crick and
Koch 2003; Dehaene et al. 1998; Dehaene and Naec2@8l; Edelman 1989;

James 1890 \Dehaene et al. 2011)
Indeed, some cognitive neuroscientists become estent in the

“subjective experience” (and many more in consgiess) in the last
years. Again, how can we fit the subjective exmedgewith various
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mental functions/processes like multimodal peroggti emotions,
memories and anticipations, i.e., how do we “irdégjr all these
processes and what does this integration repredafmat is the
ontological status of “integration” and “subjectiesperience™ The
main idea of GNW model (“distributed set of corticaeurons
characterized by their ability to receive from asend back to
homologous neurons in other cortical areas hor&optojections
through long-range excitatory axons”) refers to“dwnscious access”
that is “the selection, amplification and global dfoasting, to many
distant areas, of a single piece of informatioredeld for its salience
or relevance to current goals.” (Dehaene et al12@l 56) This
definition has to be incorporated within the franoekvcreated by the
conscious (serial process)-unconscious (parallelocgsses)
dichotomy. Recurrent top-down, bottom-up corticatl ssubcortical
loops are inserted into this model. Quoting the ksoof many
people, the authors investigated conscious aceesmscious states
through several methods: fMRI, event-related pasi{ERPs) and
MEG, intracranial recordings (frequency bands), aingle-cell
recordings. Without offering details of their workwould like to
analyze, very shortly, their conclusions for eatlths method. The
fMRI results indicate that the conscious access pefceptual
representations are correlated to the fusiform gyamea (sometimes
V1 area included) but also to a distributed setuaas (including
bilateral parietal and prefrontal cortices). (p) ®bth ERPs and
MEG results suggest that visual access consciosissiesrrelated to
widely distributed neuronal areas form cortical anf-cortical areas
(including hippocampus and temporal, parietal anentél
association corticed)(Dehaene et al. 2011, p. 69) Moreover, the

! For instance, Miller and Wallis write that the nens of PFC “are activated by
visual, auditory, tactile, and gustatory stimulatiGand their memory) as well as
voluntary limb and eye movements. Further, thesaraores seem capable of
synthesizing this information in accord with tasknands.” (Miller and Wallis
2008, p. 1212) Moreover, some parts of the PFGemponsible for coding abstract
rules representationidém p. 1216)

2 “while time-frequency power increases occur ineanbroad band (up to 100 Hz
and above), in several intracranial MEG and EE@is) synchrony across distant
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single-cell recordings results support the “formatof global brain-
scale assemblies” and confirm the “key role” of @ymnization in
conscious access(p. 73) My general observations regarding the
GNW model are quite similar to the one that | wrateout Baars’
GWS model. “Integration” is the “I” that correspantb the entire
brain and body. Some neuronal areas are more tattivthan other
areas but, anyway, the activities of all neuromaba correspond to
conscious and unconscious states that are the “I”.

Globus and O'Carroll (2010) replace Baars's “global
workspace”, “emergent properties” or Tononi and |BEde’s
“dynamic core” (that presupposes ‘“re-entrant irgoas”) with
“holonomy” (a notion borrowed from Bohm’'s quanturheory,
holonomy meaning “the law of the whole”). The glblwarkspace and
the dynamic core are under “density interaction” “@rnctional
reciprocation” framework and against the traditiostatic framework
of hierarchy. (p. 426) However, Globus and O’Careohphasize that
“these new theories remain at heart localiziQg) having a
“workspace,’ a ‘core’... whereas the present folation of binding
will be nonlocal, which entails a paradigm shiftléed.” (Globus and

cortical sites tends to appear in the lower fregyerange, either in the beta band
13-30 Hz or in the low-gamma band around 30-40at®d, to be a more specific
indicator often exclusively seen during conscioaseas (Doesburg et al. 2009;
Gaillard et al. 2009; Gross et al. 2004; Krancziethal. 2007; Rodriguez et al.
1999). With their slow period (25-80 ms), theseqfiencies may be more
appropriate for forming brain-scale assemblies ssrong cortical distances and
time delays (Fries 2005).” (Dehaene et al. 20170p).

L«pcross distant areas such as FEF and V4 (Gregaial. 2009) or PFC and LIP
(Buschman and Miller 2007), synchrony is enhancdwrwthe stimulus in the
receptive field is attended and is thus presumattgssed consciously. Consistent
with human MEG and intracranial studies (e.g., laall et al. 2009; Gross et al.
2004), synchronization involves both gamma and Wmads, the latter being
particularly enhanced during top—down attention g@uman and Miller 2007).
During the late phase of attention-driven activitgusal relations between distant
areas are durably enhanced in both directions lou¢ Istrongly so in the bottom—up
direction from V4 to FEF (Gregoriou et al. 2009yam similar to human findings
(Gaillard et al. 2009) and compatible with the ideat sensory information needs to
be propagated anteriorly, particularly to PFC, befdecoming consciously
reportable.” (p. 73)
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O’Carroll 2010, p. 426, their italics) Reading tetatement, | had the
impression that it was written under the EDWSs pectipe! However,
unfortunately, the authors work under the unicoorlgyumbrella. In
fact, borrowing the notion of nonlocality from quam mechanics, the
researchers working in cognitive neuroscience tably collapse in
their huge effort of explaining the mind-brain teaship. In
principle, it is clear that we cannot borrow notdhat are available
for explaining some phenomena belonging to one B\&ssto explain
phenomena that belong to another EW.

Globus and O’Carroll claim that the “classical bréneory”
could not explain the disunity of content withinettunity of
consciousness reflected by the Charles Bonnet symali(a kind of
visual “cartoon world”), a case of disjunctive agi@ (a dis-
integration between what is seen and what is he#ré)splitting of
schizophrenia in thought insertion. In these caeesn if we have
the unity of consciousness, there is a dis-intégraif certain mental
phenomena. The authors consider that all the dtremries cannot
explain the disunity of content within the unityafnsciousness.

The brain is well known to be a system of richlyemacting subsystems. Rich
interconnectivity characterizes different levelssgbtem analysis all the way down
to the neuronal level. The brain cannot but be giated because functional
connectivity is the principle of its operation (..lj.there were a true schism, then

each of the systems would have its own integrati@lobus and O’Carroll
2010, p. 427)

Globus and O’Carroll attack even the (nonlineamalyical system
approach (attractors, self-organization, state espagography, eté,)
Baars’ “global workspace” or Edelman’s “dynamic &adheory”: it is
possible that these approaches try to explainnitg of consciousness
but not the dis-integrated contents within conseionity mirrored in

! Moreover, | showed in Vacariu (2008) and Vacama &acariu (2010) that the
main notions from quantum mechanics are quite wimetause these notions were
created by the mixture of EDWs (the wave and thrégbes).

2 For the relationship between the dynamical syssgproach and the EDWs
perspective, see Vacariu 2008.
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the above clinical cases. (p. 427) Therefore, thkais describe as an
alternative approach the quantum brain theory (igua
computation“’, the main notion), Pribram, Jibu and Yasue’s
“dissipative quantum brain dynamics”, Hameroff, éman and
Vitiello are the authors mentioned in this direnti&rom the work of
different authors, Globus and O’Carroll emphaskaed innovations
for QBD. The first one:

Jibu and Yasue emphasize quantum properties ohalengel web within neurons
and neuroglia made up of protein filaments, which kind of Golgian reticulum of
uninterrupted filaments (...). This intracellular spds continuous with the web-
filled extracellular space via proteins embeddedhiwitcell membranes. This
pervasive filamentous web which does not respeatonaliand glial boundaries is
the brain’s second communication system.

Its innermost reach is the water-filled microtubul&gnals propagate
rapidly through the filamentous web, with no synapse plow through, which
makes it much faster than the classical commumicatystem with all its synaptic
delays. The nanolevel filamentous web is the comeaatiioin system of the cryptic
holonomic brain that Jibue and Yasue charactenizéeims of “quantum brain
dynamics.” The proposal is that there is solitognaling through the filamentous
web, propagating at speeds up to the limit at wikiwhnd travels, without synaptic
delay (since the web disregards the membrane basgii passes through membrane
proteins). Solitons are self-sustaining pulse-likaves travelling in nonlinear
systems that do not disperse in space but act asi-particles (...). They are
generated only at the ends of protein chains ardiratuced by ATP hydrolysis
energy release. The same a-helic protein stru¢hae supports soliton formation
and propagation also characterizes transmembraympybteins which solitons
readily pass through to protein structures in tkteaeellular space. Soliton particles
are accordingly local expressions of a whole; thele acts as if it were a patrticle,
hence the term “quasi-particle”. Solitons can #lalong distances in biological
systems with little loss of energy or structure am@ robust against thermal

! “Quantum computation does introduce the idea ofimating with waves (in the

form of superpositions or interferences) and waweside a point of contact with a
historical leitmotif in brain theory. Karl Lashld$3] spoke somewhat vaguely of
wave interference and his student, Karl Pribram, [68], fleshed out the idea
substantially in his development of holographicitordneory (inspired by Gabor’s
Nobel prize winning work on holography). Pribranoposed that memory is like a
hologram in which many memory traces are superpaseich small region of a
neural wave interference pattern.” (Globus and @@is2010, p. 428)
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perturbation at body temperature (...). The cryptairbat the nanolevel uses soliton
messaging at velocities up to that of sound whielves to integrate brain

functioning. (Globus and O’Carroll 2011, p. 428)

| quoted this long paragraph to emphasize the amgaRiolemaic
epicycles constructed by Jibu and Yasue using metimrrowed from
guantum mechanics. We can clearly notice thetitixiension of some
notions from quantum mechanics to neuroscience. Huditon
signals” is an amazing invented notion to expldie mind (that
includes consciousness and unconsciousness phempnibe second
notion is that “in QBD memory is total (...). At eyemoment a new
memory formed convolves with all previous memotiete® a total
memory. The total memory is a wave superpositig@lobus and
O’Carroll 2011, p. 429) This is quite an interegtidea! The mind as
an EW needs this feature in relationship with itdtyu and the
possibility of the corresponding organism to sueviun its
environment. The problem is that the unity of meynisr based on
fundamental physics (with notions like vacuum, syatny etc.). The
third notion is about the consciousness from Maisl notion of
“dissipative quantum brain dynamics” (DQBD). “Theaim as a
living autopoietic system is dissipative, exchagganergy with its
environment. When the brain’s order increases, itse@nvironment
must achieve balance by decreasing in order.” Hoeiwm state has
two modes (to represent memory and sensory inpugssto model
the dissipative situation. (p. 429) For Vitiellognsciousness is the
match between the two modes, i.e., conscious st&iebus and
O’Carroll 2011, p. 430) With all these three inntbeas, DQBD is
able to explain the dis-unity of content within thenity of
consciousness.

Communication between brain regions is near inatedus via soliton signaling in
the nanolevel web of protein filaments percolatifgotigh brain tissue. This
accounts for what Lashley called the brain’s “masgion” [63]. Memory is a

consequence of Noether's theorem regarding symmebnservation. Memory

traces are Nambu—Goldstone boson condensates. iQasrsess is between two in
the match of dual quantum thermofield modes. Bindiogs becomes a matter of
temporal coordination: whatever matches in the betwtwo at any moment will be
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a content of consciousness bound together by mddignalling. Disparate matches
are not mutually exclusive but co-occurrences. 8wt belongs together is dis-

closed within the unity of consciousned$lobus and O’Carroll 2011, p.
430)

Is it not clear yet? No. It sounds almost like as&bty! For me, it is
clear that the application of notions from quantumchanics to
cognitive neuroscience creates a mixture of EDW3 terefore
such “innovative” notions become useless or leadottological)
contradictions.

Globus and O’Carroll also introduce Zeki's “thgorof
multiple consciousnesses”: the microconsciousneagoiomous
subsystems — for instance, distinct in space ame,ticolor and
motion are microconsciousness), macroconsciousfedsr and
motion are unified) and “my self as a perceivingrspa”.
Interestingly, working within a Kantian frameworlGlobus and
O’Carroll Zeki write about Sperry’s emergent apmtoghat the human
subject is at the highest level but a level thdifferent from and more
than the sum of neural parts. (Globus and O’Ca@6l0, p. 430)
Again, we have the wrong idea that the brain predube mind or
consciousness. Sperry inquires the “neural glue”kiad of
holonomy, necessary to solve the binding problem.

Within the framework of dissipative quantum braipndmics the “neural glue”
would be the filamentous nanolevel web with itstealisignals traveling at near the
speed of sound (and possibly gap junctions per Ha{B2]). What becomes
“glued” is whatever belongs-together in the betm#@o of local brain systems. The
disclosures of the between-twos are unified witlinsciousness. That one or more
local modules are knocked out or disconnected duas affect the unity of

consciousness that remaif§lobus and O’Carroll 2010, p. 430)

Returning to our analogy table-microparticles, &g ask where is the
“glue” that unifies the microparticles (the micrardées) that “make
up” the table? At the end of the paper, the authoderline again that
the nonlocal operations are not computations. M@ea@ conscious
state is not a computation or a “dynamic mobil@ati but an
“unfolding from the whole”. “The operations are rss#rially local
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(as in a computer) but near-instantly global. Noaloneurology
armed with a holonomic understanding might see naeeply into
what clinical neurology has always aspired to: ffsdient as a
whole.” (Globus and O’Carroll 2010, p. 431) At figlance, it seems
that | need to borrow some notions from this agtidlevertheless, |
strongly emphasize that this alternative has noological
background. Sperry micro-, macro-consciousnessds“seif as a
perceiving person”, that is, “different from and naahan the sum of
neural parts” remind us of the Cartesian dualisih whose famous
ontological contradictions. (See Vacariu 2008, Gagd) From an
EDWs perspective, we understand that the selftiglifferent fromthe
neural parts bugpistemologically-ontologically differetitan the brain
(and the body). Holonomy is nothing more than the&$ an EW. The
relationship between the “I” and the brain (andy)ad meaningless
since these parts belong to (are) EDWs.

Brogaard explores the blindsight cases and visarahdtiort
in relationship with conscious or unconscious statBrogaard 2011)

! “Dorsal stream processes, too, seem to be exesnpifarunconscious visual
processes. Dorsal stream processes compute infonratout the absolute size of
objects and the properties of objects in egocespare. Goodale and Milner (1992,
2004), Milner and Goodale (1996, 2008) have argied this information never
reaches conscious awareness but is translatedlglifeto online, or immediate,
action. Milner and Goodale warn against confusiisgpn for action with perceptual
processes.” (Brogaard 2011, p. 450) According ttnéfiand Goodale, the “visual
system consists of the dorsal stream and the Vesttem. Both streams start in the
early visual areas of the occipital lobe (V1, VAda/3) but later they diverge. The
ventral stream runs into the temporal lobe and ttwmects to other temporal and
frontal lobe structures that are responsible fasagic memory, working memory,
reporting, decision-making, and so on. The dorsabs runs upwards through the
occipital lobe into the parietal lobe and continuesil it makes contact with the
primary somato-sensory cortex and the primary motwtex. Studies have shown
that damage to structures in the dorsal streammpair visuomotor control while
leaving visual perception intact, and damage tocsiires in the ventral stream can
impair visual perception while leaving visuomotantrol intact.” (Brogaard 2011,
pp. 451-452) However, in our days among other mssib is known that there is
cooperation between these two streams, so a cataldistinction between the
dorsal stream and the ventral stream is rejecfeke Banich and Compton 2011, p.
162 or Baars and Gage 2010) Therefore, maybe ibeiser to consider this
distinction a methodological one.
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Traditionally, people have thought that blindstgirid visual for action
are unconscious processes. Regarding blindsighgposiing the
traditional view, Brogaard is against the new pecsige introduced by
some researchers that, based on recent experinigglieye that
instead of being unconscious processes, a persgnghhilindsight
seems to have just “severely degraded vision".idgjahe famous
idea of Milner and Goodale (1995) (vision for antics not a
perceptual process), some researchers considethéhdanhformation
processed by the dorsal stream (visual for acti@aches visual
awareness. (Brogaard 2011, p. 450) In generaly¢h&al stream is
responsible for the object recognition and classifon, while the
dorsal stream is accountable for the correct mowsneomputations
about object in egocentric space and absoluteo§inbject for some
actions like grasping and reaching. (p. 452) “Tloesdl stream thus
calculates viewpoint-dependent properties andioglatbetween the
object and the perceiver, whereas the ventral mtiegculates more
fine-grained perceiver-independent and object-cedt@roperties.”
(Brogaard 2011, p. 454) Large parts of Brogaardtcla are
dedicated to Peacocke’s representational and megentational
properties, Noe’s action in perception, and Blog'&nomenal and
accessible consciousnéss.Under the conscious-unconscious
dichotomy, | consider these notions quite unclea @olatile and
therefore | do not investigate them. Brogaard’sctasion is that the
blindsight processes are unconscious visual presesghile vision
for action (correlated with the dorsal stream) @® w©ognitively

! “Blindsight occurs as the result of damage to pienary visual cortex which
results in a scotoma, or region of blindness. lidigls with a scotoma typically
report no visual awareness of visual stimuli repnésd to them in their blind field.
But they nonetheless have a preserved ability ¢dipt attributes of visual stimuli.
They typically make above-chance predictions alteeitmotion, location and colors
of objects they report not seeing. The visual psses underlying these predictions
thus seem to be good candidates to be unconsciencegiual processes. They
certainly seem to be mental representational pseses(Brogaard 2011, pp. 449-
450) Weiskrantz is the father of the notion of flolsight”.

22 For Noe’s view, see Vacariu and Vacariu (2010), fed Block’s famous
distinction, see Vacariu (2007).
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accessible. (462) From my viewpoint, all consciand unconscious
states/processes are the “I” and therefore it fificdit to identify
them. The relationship between neuronal stream amhtal
processes is reflected by correspondences and ynalelntity (or
even worst, causality).

Cohen and Dennett (2011) are against the disseeiati
theorists (the “phenomenology over and above” m#ifon can be
accessed). Emphasizing that there are no empiésalts that support
the existence of consciousness independent ofiemayidén and access,
Cohen and Dennett introduce a “perfect experimé@h# isolation of
visual cortex parts responsible for color while gering the other
parts — colorblind person) so as to argue thasaonsness cannot be
separated from functiodgCohen and Dennett 2011) In this context,
we return to Edelman and Tononégpproach consciousness is a
process that involves groups that are widely @isted in the brain.
(Edelman and Tononi 2000, see also Vacariu 2008)s€lausness
mainly presupposes the re-entrant interactions gmntbese groups
which are the most important feature of the braientry leads to the
synchronization of the activity of neural groupdifierent brain maps,
binding them into circuits capable of temporalljheent output”. (p.
85) Every consciousness state “requires the activand deactivation
of many regions of the brain”. (Edelman and Tor&@0, p. 140) Crick
and Koch argue that the neural correlates of consness at one time
engage one part of the cells but their firing iaflaes other neurons,
the so-called “penumbra”, which makes a contribbutio the process
of understandin§(Crick and Koch 2003)

L “A true scientific theory will say how functionsih as attention, working memory
and decision making interact and come togetheorm 2 conscious experience. Any
such theory will need to have clear and testabdeliptions that can in principle be
verified or falsified. Most importantly, such thés will not claim that
consciousness is a unique brain state that ocodepéndently of function; instead,
the focus will be placed on the functions themseked how they interact and come
together to form consciousness.” (Cohen and De204tt)

2 Blumenfeld declares that “the anatomical structtiraportant for the content of
consciousness include: (i) multileveled corticatl ubcortical hierarchies involved
in sensory—motor functions, (ii) medial temporatlanedial diencephalic structures
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I will offer some details about Koch’'s frameworkrfo
consciousness. (Koch 2008) His main questions dreioosly
formulated within the unicorn word.Consciousness is strongly
related to five problems and | investigate eachbl@m from the
EDWs perspective:

(1) The hard problem: Why “does a brain feel like
anything?” (the explanatory gap between mental @hgsical
worlds). (Koch 2008, p. 1224) From the EDWSs pertipecthe brain
does not feel anything, any mental experience ¢hwmy feelings,
emotions) is the “I” and does not belong to therbra

(2) Why our sensations (for instance, colors) camiapped
onto the topology of a circle and why are there esafifferences
between perceptual states offered by different@eaianechanisms?
These questions have answers only within the ED&Vspective.

(3) “Why are feelings private?” It is because thids'an EW.

(4) “How do feelings acquire meaning?” Because each
feeling state is the “I” and feelings are not tidycstates that are the
“I". The relationships between the mental states the relationships
between these states and the “I” are quite straviden the actual

interacting with cortex for generation of memorgddiii) limbic system structures
involved in emotions and drives. The level of caogsness in turn, also depends on
multiple systems acting together. These includéesys necessary for maintaining:
(i) the alert, awake state, (ii) attention, and) (awareness of self and the
environment.” (Blumenfeld 2009)

1 “Consciousness is one of the most enigmatic featof the universe. People not
only act but feel: they see, hear, smell, recédngor the future. These activities are
associated with subjective, ineffable, immateriaklings that are tied in some
manner to the material brain. The exact naturehi telationship—the classical
mind-body problem—remains elusive and the subjécheated debate.” (Koch
2008, p. 1223) One page later he asks: “A scieficersciousness must explain the
exact relationship between phenomenal, mentalsstated brain states. This is the
heart of the classical mind—body problevithat is the nature of the relationship
between the immaterial, conscious mind and its iphlsbasis in the
electrochemical interactions in the body@och 2008, p. 1224) Such questions are
quite strange for many people working in cognitiiroscience today. Obviously,
Koch works in the unicorn world, considering, fostance, consciousness as being a
“state-dependent property” of the brain. (p. 1223)
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framework of thinking. So we need to change itriteed to understand
these relationships.

(5) Why do we have conscious and unconscious S8tates
Without such types of states (serial and paralges), we would not
be able to survive in any environment. We needéhnial processes for
attention (conscious states) and parallel procegsasonscious,
implicit states) to survive in our environment.

In the first part of his paper, Koch enumerateferint
alternatives so as to localize consciousness irbtaim (medial and
lateral prefrontal cortex and parietal associatremes, the role of
some neuromodulators - mainly acetylcholine and tefwlinergic
pathways originate in the brain stem and in theabfwebrain?),
intralaminar nuclei of thalamus, certain synchrahan rhythms or
guantum entanglement. (Koch 2008, p. 1227) Obwptisére are no
chances to localize consciousness in the brairge simconscious
states produce consciousness states (Baars) anduite impossible
to identify the borders of these states in the Aiid The same
observation is valid regarding the role of V1 foe heuronal correlates
of consciousness (NCE)Koch emphasizes that there are strong
debates on this topic. Indicating some experimer@de by different
authors on perceptual illusions, binocular rivallgsh suppression, or
forward and feedback projections, Koch concludesat th
“consciousness requires sustained but well-orgdnneiral activity
dependent on the long-range cortico-cortical feekiba(p. 1233)
Koch investigates Tononi's interesting notion “iptation of
information” (from Tononi's information integratiortheory of
consciousness, 2004) and informs us that it ptdsgsnost important
property of consciousness, that is, “extraordiganformative and
information is highly integrated! “An experience af particular

1 In this sense, the “cholinergic basal forebrainrnas send their axons to a much
wider array of target structures. Collectively, ibrastem and basal forebrain
cholinergic cells innervate the thalamus, hippocasnmmygdala, and neocortex.”
(Koch 2009, p. 1227)

2 «As defined by Crick and Koch (2003), the neurocairelates of consciousness
(NCC) are thaminimal neuronal mechanisms jointly sufficient foy ane specific
conscious percep conscious states.” (Koch 2008, p. 1228, higcaal
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conscious state is an integrated whole. It caneosubdivided into
components that are experienced independently (liorand
Edelman, 1998).” (Koch 2008, p. 1233) Moreover, e‘ttheory
claims thata physical system can generate consciousness to the
extent that it can integrate informatidn(Koch 2008, p. 1233, his
italics)

Again, the unity of the “I” offered that integratioof
information but this integration cannot be expldin@ithin the
unicorn world (neither appealing to neurosciencepr no
psychology). Moreover, Koch’s mistake is that thereno physical
system that “generates” conscious states! Infoonalias meaning
only within the mind-EW.

Related to the distinction between conscious amdnstious
mental states is the state of prediction. In Melkral.'s paper (2011)
the main idea is that prediction in the brain isdshon experience
(what it learned in the past).The authors construct several
experiments to show that it is possible for consgiperception to be
influenced not only by the sensorial stimulus bigoaby the
expectations constructed during the previous egpees. With the
results of such experiments, the authors showed ttiea previous
experiences alter the threshold of perceptual avease “the amount
of prior knowledge and ensuing expectations detagrmvhether the
electrophysiological signatures of awareness oeaty or late after
stimulus presentation.” (Melloni et al. 2011, p8IB Obviously, the
expectations are strongly related to predictfolmsfact, | believe that
the brain constructs its “predictions” based onesigmces acquired
during the entire period of life. The problem iattthe predictions are

! About prediction and neuroscience, see Llinas {d80/acariu and Vacariu 2010).

2 “predictions have been shown to aid perceptioedBiman, 1972; Snodgrass and
Feenan, 1990). For example, prior knowledge ableitdirection and velocity of
moving targets enhances their detectability (Selahe Ball, 1977; Schwiedrzik et
al., 2007). Similarly, previous exposure aids tleeognition of incomplete or
ambiguous figures (Dolan et al., 1997; Kleinschngtial., 2002). Predictions can
also have detrimental effects on perception wheg #re wrong (Bruner and Potter,
1964) or not updated [as in change blindness (Ren&000)].” (Melloni et al.
2011, p. 1393)
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mental states that are the “I”, so it is completetpng to illicitly
extend this notion to the vocabulary of neurosaerihe predictions
would be impossible without the stability of thdfs&lore exactly,
these predictions are the “I". The main questiantfie authors of this
article that remains open is “why expectations t&mwothe latency of
signatures of visibility”. | quote the interestiegd of this article:

In light of our results, it appears necessary tovestigate the neuronal correlates of
consciousness, taking into account how cognitivetions (attention, expectations,
memory, etc.) influence the timing (and potentiadither features) of processes
required for access to consciousness. A thorougterstanding of the neuronal
correlates of consciousness might require a degaftom the strategy of merely
comparing seen with unseen conditions, and instaedessitates a proper
characterization of the interactions among all @gn processes that ultimately

lead to conscious experience (Melloni and Singet03. (Melloni et al 2011, p.
1395)

We can find the answers to these problems onlyimitte EDWSs. The
expectations are the implicit knowledge that is ‘thend, therefore,
we need indeed to ‘“reinvestigate” the neuronal elated of
consciousness. In reality, cognitive functions Hradr interactions are
the “I” that corresponds to the entire brain andybdvioreover, the
time for neuronal processes and time for the “lhas the same since
we talk about EDWSs.
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Chapter 12

Fingelkurts’s approach or
the status of cognitive neuroscience

In this chapter, | analyze a paper written by tiregélkurts brothers
(quite young twin brothers) and another person,gs&yFingelkurt
et al. 2010) The Fingelkurts’ approach is an exéignelaborated
alternative to the mind-brain problem. The Fingetkwork both in
cognitive neuroscience (so they are not philosapheaiving a huge
background of knowledge from this area. | dedicated entire
chapter to their paper because (1) they have aatjaihhuge amount
of information from this field (2) they made somagke efforts in
constructing some very complicated Ptolemaic epésyto solve a
pseudo-problem (the mind-brain problem) within thecorn world
(3) Their approach reflects very well the status amgnitive
neuroscience today.

In their paper, Fingelkurts et al. (2010) try ttate somehow
the mind and the brain within a unified and commpatial-temporal
framework. According to the Fingelkurts, there iphgysical spatial-
temporal framework, a spatial-temporal framewonktfe mind, and
finally, an “operational” spatial-temporal framewan the brain that
binds the brain and mind togetieFingelkurts et al. borrow from

! Regarding other approaches of important peoplekiwgrin neuroscience and
cognitive neuroscience (Llinas, Libet, Frith, etege Vacariu and Vacariu 2010.

2 In “Reply to comments” in the same issue, the asttwrite: “The focus of the

target review essay was to discuss how space ameddimensions are implemented
in the physical world, in the brain, and in the chithrough hierarchy of space-time
patterns. The main hypothesis was that via thenbogierational space—time the
mind subjective space—time is connected to othendistant physical space—time
reality.” (Fingelkurts et al. 2010, p. 264) At theginning of this analysis, | draw
the attention upon the fact that precisely the nigiic is quite problematic from the
EDWs perspective since, as | argue in Chaptert@isfbook, the mind-EW has no
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Pauli (physics) the notion of “complementarity”.ethrelationship
between the mental and the physical states/pracesse
complementarity not contradiction! Nevertheless, aliready know
that even with such complementarity, within theconn world, there
are some hyperontological contradictions. Fingetkwet al. write
about different physical “levels” (micro-, meso-,aono-scopic
levels) with a “circular causality” (pp. 197-8). dfn the EDWs
perspective, such “circular causality” does nosgxinly within the
unicorn world could we speak about it. They cordtrahe
“Operational Architectonics in order to create a relationship
(“correlation” or “supervenience”) between the miadd the brain.
(p. 199) Moreover, they focus especially on theebral cortex “as
an essential component of brain—mind interactiop” 200) The

spatial dimension. From my perspective, a quitdlematic notion (but inevitable
notion within the unicorn world) is the “hierarchygf “space-time patterns” (or
“levels”, in general). Such hierarchies exist ofitym the viewpoint of a researcher
but from the viewpoint of a neuronal activated @att (or a mental state) such
hierarchies do not exist. This is a dramatic olkes@m with frightening
consequences. Many researchers will claim thaty faakantian viewpoint, we have
no other alternative than to accept that we cdnaaly from the viewpoint a human
being. Apparently, this observation seems to beecobut from my viewpoint, this
problem reflects the relationship between Newtoaisd Einstein’'s theories:
Newton'’s theory seems to be quite correct in mamjiqular cases (for instance, the
speed of the observer is much lower than the spédight). In these cases, we
cannot observe the dilation of space and contraatiotime on observed objects.
The reality can be described using Newton’s theotg only in special cases, we
have to use Einstein's theory of relativity. In tfaas Friedman showed (2001),
Newton'’s theory has notions that have completdhgeioteanings than notions from
Einstein’s theory and therefore the first approaauite false (not an approximation
of reality). Working in cognitive neuroscience withthe unicorn-world, many
results seem quite peaceful, but if we introduceé owly the hyperontological
difference between the mind-EW and the brain-EWdsib the viewpoints of any
classes of entities that exist, the number of EDWeases dramatically. The
researcher will claim that nobody can work undéaeework with so many EDWs.
My answer is that this is the “reality” and apprositions of reality produce great
paradoxes and many Ptolemaic epicycles in cognitigaroscience. The EDWSs
perspective has to be taken into account not enbyrder to answer some questions
through interpreting the empirical data furnishedfldRI and EEG (for instance),
but also in order to formulate such questions.
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problem is that quite recent fMRI, diffusion tensiomaging and
tractography algorithm data show that many subcairtareas are
“correlated” to different mental functions. Nevestbss, they are
quite right in writing that the “cerebral cortexs(well as the whole
brain) operates on a range of multiple spatial-tmalpscales (...),
which are ordered in a unified hierarchical orgatin (...).” (p.

200) From my viewpoint, these multiple spatiotengbdscales” are
not from the viewpoint of the human researcher fsam the

viewpoint of each set of entities that belong toViED(with different

spatiotemporal “scales”). Let me analyze a pardgfegm Freeman
quoted in Fingelkurts et al.:

Among the most difficult tasks scientists face thiese of conceiving and describing
the exchanges between levels, seeing that the nesaefi time and distance are
incommensurate, and that causal inference is mmbégaious between levels than it
is within levels, especially when the distance lest levels is wide (pp. 3-4).

(Freeman 2003 in Fingelkurts et al. 2010, p. 200}20

The “exchanges between levels” do not exist withen EDWs and
this is the reason why the measures of time anthriie are
“incommensurate”, “causal inference between levals”indeed
“ambiguous” (in reality, it does not exist). Fingeits et al. analyze
different spatio-temporal frameworks within the ibrathe micro-,
the mesd; and the macro-scopic levels. Are these levelsesom
EDWs (so, there is an epistemological-ontologibed¢shold between
them) or are there just methodological “levels"atesl by the human
mind in analyzing the mind-brain relationship? Amsing this
guestion is the job of cognitive scientists notpbilosophers. The

! The mesoscopic scale means the activity of nelirassemblies (local field
potentials and electroencephalography) or Brodmsaargéas and correlated mental
perceptual events. “According to Freeman [98,18&soscopic effects operate at
spatial scale of ~ 1 cm and temporal scale of ~meand, thus, mediate between
the two extremes of cortex organization: singlerors and the major lobes of the
forebrain.” (Fingelkurts et al. 2010, p. 203) Abdlese three levels of organization,
multiple spatial and temporal scales, and muliifiency oscillations, see also Le
van Quyen (2011) in Chapter 7 of this book.
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authors consider that the individual neurons do tepport”
cognition and consciousness. (p. 202) Obviouslthiwithe unicorn-
world, they are correct, but from my viewpoint tlgpiestion
regarding the relationship (“support”) between fwdlal) neurons
and cognition (or consciousness) is much worse iheaningless.
Fingelkurts et al. consider that there are diffe@mnections among
neuronal assemblies in the brain:

(a) convergent connections (many-to-one (...), divergent connections (one-to-
many (...), (c) reciprocal connections (corticostmic projections (...), (d) local
inhibitory connections (among pyramidal cells oftea (...), and (e) topographic

connections (one-to-one (...\fFingelkurts et al. 2010, p. 203)

Oscillations are also communication paths amonfpreifiit parts of
the brain, they are “integrative brain functiong” £09). Important
for the EDWs perspective is their idea that difféereequency bands
are related to the timing of various neuronal afdies that are
correlated to different sensorial-cognitive proesss (About
oscillations, see Chapter 7 of this book) Fingdkket al. emphasize
the existence of spatio-temporal interactions witttie brain. (p.
204) For instance, some “experimental researctshasn that each
active neuronal assembly has its own fine tempstraicture”, the
same neurons can take part in different assemélidgferent times.
(p. 205) Against the skepticism regarding the datien between
frequency band and properties of mental procesbes,authors
accept Bartels and Zeki's notion of “temporal fipgents” of
different cortical areas: some particular neurgiaes are correlated
with distinct features (like color, smell, motioetc.). | believe that
the idea of “temporal fingerprints” of differentrtical areas (“active
neuronal assembly has its own fine temporal stratithas to be
developed within the EDWs framework.

Fingelkurts et al. are aware of the same problenamadyze
in the whole book: the relationship between “loeaakonomy” or
fragmentation (segmentation or differentiation) ariglobal
integration” of neural states and processes. Togethey write that
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the brain integrative functions are the result ofnpetition of complementary
tendencies of cooperative integration and autonenfragmentation among many
distributed areas [---]. The interplay of these twendencies (autonomy and
integration) constitutes the metastable regimerainbfunctioning [---], where local

(autonomous) and global (integrated) processesistogesxa complementary pair, not
as conflicting principles [----]. This emergent m@stable dynamics directly

constitute the complex dynamics of the EEG field [{p. 207)

As we see throughout all the chapters of my baod,identification

of differentiation and integration processes is m@n problem in
cognitive neuroscience. In the past, quite manyeaehers
considered the synchronized oscillations as anrratee to

integration. (See again Chapter 7) In this conteations like “quasi-
stable” and “meta-stable” are essential. Fingetkattal. indicate the
research of various people on synchronization:

Observations of EEG signal show that it is char&mtd by the more or less stable
(quasi-stationary) episodes and sudden changemjitade [---], frequency [---]
and phase [---]. Such abrupt changes in one orakwoéthese EEG characteristics
(amplitude, frequency or phase) mark a brief stdténdeterminacy — transition
(...). It has been shown that the quasi-statioparnyods vary from 30 ms to 6 sec
depending on the EEG characteristic and the typeraih operation. Kaplan [---]
and Freeman [---] called such quasi-stationarygasriframes”. John [---] proposed
a mechanism, according to which a cascade of maneriperceptual frames”
converges on cortical “functional frames” to esstbla steady-state perturbation
(spatial-temporal signatujefrom baseline brain activity [---]. This mechamidas
received substantial support from EEG studies: &ebe by Lehmann and
colleagues [---] has demonstrated that the dynaofitise brain unified EEG field is
represented by the intervals of quasi-stability {(microstates”) and by sudden
transitions between them [---]. Furthermore, thdtindies have shown that these
microstates are associated with different modespohtaneous thoughts [---] or with
spontaneous visual imagery, or abstract thinking.[According to the metastable
principle, described above, EEG signals producelb&s! and autonomous neuronal
assemblies should also be dynamically synchrordneding each other, thus shaping
large-scale functional connectivity [---], which pports cognition and eventually

consciousness [---[p. 209)

| analyzed the problems created by the synchrorozedlations and
their role of integration in Chapter 7, but | ndedadd that, from an
EDWs perspective, even within the unicorn-worlgsiguite difficult

to deal with both integration and segmentationh&t $ame time
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without falling into some hyperontological contretitns. In reality,
all mental states and their integration are the'‘Therefore, the
segmentation is just anethodological processtroduced by the
human beings in their efforts to explain the mimdib relationship.
In reality, the “segmented” entities/processes dbexist, they have
no ontology. Obviously, from a methodological vieint, we can
create such segmentations: some neuronal stagsgthcesses) are
strongly “correlated” to a particular mental fuctistate. However,
any mental function corresponds to the most a@t/agroup of
neuronal patterns, the counterpart of the braiss(end much less
activated) and the rest of the body. The differermgarding the
correspondences of various mental states with rdiife neuronal
patterns is given by the degree of activation agpedds on our tools
of investigatiorf. The problem is not only that any neuronal staté an
any mental function belongs to EDWs, but also #hgnsentation of
the entire braih (or the mind) in “parts” is quite problematic.
Ontologically, we do not observe any neuronal gr@ompletely
isolated in the brain (and body), but only morelems activated in
correspondence with any particular mental functiowevertheless,
as we discussed in Chapter 11, for any kind ofespondence, we
have to take into account Raichle’s default networkintrinsic
activity of the brain. However, even the segmeatatdf body is
quite artificial: a leg and an arm are not diffédrentological entities
but methodological parts of the same entity, thdyband we have
here the philosophical parts-whole relationship.

L In this footnote, | strongly draw the attentiononpthe fact that if we do not
consider all mental states as being the “I", wel wahch strong hyperontological
contradictions.

2 Imagine that the “I” is an instrument of obserwatifor its mental state. When we
construct such instrument, we will be able to réfael mind. Unfortunately, it is

impossible to construct such instrument.

3 | have to recall Sporns’ idea (Sporns 2006 andamslysis in Vacariu 2008) that,
due to the evolution, we cannot separate the HWraim the body. So, even the
segmentation between the brain and the body canordg methodological

assessments (with very useful results in medicibe),from a (hyper)ontological
viewpoint, such segmentations are wrong.
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Returning to Fingelkurts et al.’s article, the ‘Gdations”
between “microstates” and different modes of spuenas thoughts,
visual imagery or abstract thinking are just metilogical (and not
ontological) processes introduced by the humanarekers. These
“microstates” and “macrostates” belong to the EDWisthe review
on comments of their article we find this paragraph

The central claim of the target review paper [1]th& ‘ontological monism
However, unlike dual-aspect monisin which argues that the mental and the
physical are two different ways to characterize dhe and the same phenomenon,
we rather speak abougerhergentist monisnaccording to which the relationship
between the mental and the physical (neurophysitd)gis hierarchical and

metastable (...)(p. 265)

If we believe that mental and neuronal states e tifferent ways
to characterize” the same thing-in-itself, we retto an extended
theory of Kant. As | showed in Vacariu (2008), Kentian notion of
thing-in-itself is meaningless. The strong notio®.( ontological-
epistemological) of complementarity excludes thestplation of
thing-in-itself or primordial entities. There is nargument in
supporting this notion. Moreover, this notion poigeour reasoning
within the unicorn world. The “I” projects itselfithin the virtual
external space (see Vacariu 2011), and becauseithenly one “I",
we have the illusion that there is only one extemarld in which
the “I" is included. The EDWs exclude completelyethotion of
thing-in-itself (that comes from Plato until KantdaBohr). The same
argument is available for the spatiotemporal fraomwwof each EW.
The EDWSs are not situated within the same spatipbead
framework since it depends on the relationshipsrayrieD entities.
Moreover, the identity theory (the “ontological nem”) and the
emergentism are quite dubious approaches consiruweithin the
unicorn-world. The relationship between the mentald the
neurological states is neither the identity nor témyical or
epistemological) “hierarchical and metastable” sinee have here
EDWs that replace even the notion of “correlatio(s”notion that
has no ontological status) with correspondence (ghmclearer
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notion in the context of EDWSs). Essentially, thetiow of
correspondence assures an ontological framewonkéory concepts
(and eliminates some of them) from Fingelkurts et aheory:
Nevertheless, the framework of thinking for allgadheories has to
be radically changed, i.e., the unicorn world labé replaced with
the EDWs.

Essentially, in their reply to the observationsdsdy some
researchers regarding their target article, Fingétket al. introduced
great clarifications of some of their notions imbeed in the first
paper. Basically, the authors replace fig. 11 fribm target article
with another fig. 1 (in reply) in which the “supenience” is
introduced:

It might be not completely clear in our target pagiat in the proposed model
emergentismallowed between brain (IPST) itself and its electagnetic field
(OST), while operational level of brain organizati@®ST) is related to phenomenal
level (PST) thougtsuperveniencewhich suggests a more strict relations between
higher (mind) and lower (operational level) phenamein comparison with

emergentism (...p. 265)

“Supervenience”, a notion introduced by Davidsonhia famous
article (1970), requires his “anomalous monism’hivitthe unicorn-
world. Indeed, within the unicorn world, there ageite many
anomalies and “antinomies” The problem for Fingetk et al. is
that, in this context, if the mind, the brain aheé external world all
have spatio-temporal frameworks, what does it mbanthe mental
spatio-temporal dimensions “supervene” on the aptgmporal
dimensions of the OST/brain? From my viewpoint, supnience
would mean the superposition of at least two EDR&n within the
unicorn world, this superposition is just a methodaal instrument
created by Davidson. The superposition creates gmstemological
problems (or better inquires) and has to be redlagégth

“correspondence”. In fact, within the EDWSs perspest we

constantly have to avoid the dogmatic viewpoinhafan being and

! This observation is valid for other approachesfapgnitive neuroscience.
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to consider that the “viewpoint of observation/migion” of any
class of entities has the same objective realitpasviewpoint of
observation. In this new framework, the anomalowhism is not
replaced with either Cartesian dualism or SpinoZdisal-aspect
monism” (that require the distinction between episblogy and
ontology), but with the EDWs. From this perspectiygobably
“more strict relations” between the mind and theémtional level”
are given by the “correspondence” and not by thgésvenience”.
The authors also introduce the notion of “emerggmlities”, but
these qualities do not exist in any EW. If we ataeeh qualities, we
are either dualists (property dualists), or we afgemwith different
languages on the same ontological entities. | thimkt we can
characterize Fingelkurts et al.'s approach as a aed/ improved
version of Davidson's anomalous monism (with ndctiolike

supervenience and emergence). However, the neat fiden their
reply creates some problems within the EDWs framikwo

Within the context of the brain—mind problem cortegtized within our Operational
Architectonics framework, this means that mentaitigp-temporal patterns should
be considered supervenient on their lower-ordeti@ptemporal patterns in the
operational level of brain organization. Emergantien the other hand, usually
allows for changes of higher-order phenomena teatimot possess a one-on-one,
direct linkage with changes at any underlying loweter levels (...). Thus, the
mental is ontologically dependent on, yet not rdédec to, the physical
(neurophysiological) level of brain organizationowkver it is reducible to the
operational level, which is equivalent to a hiehdcelly organized local

electromagnetic brain fields and is constituenthermmenal level(p. 265)

Using supervenience and avoiding the dualism ordhal-aspect
monism, Fingelkurts et al. use notions like “redhibity”,
“equivalence”, “hierarchy” and “constituent” thatisa produce
hyperontological contractions: in fig. 1 from Repllye OST and the
constitutive are the main ontological contradicsio(if these notions
are methodological, then we move to Carnap's “listip
frameworks”, but | believe Fingelkurts et al. shibtly to avoid this
alternative.) Obviously, these contradictory alégives are the only
possible solutions not only for Fingelkurts et lalt also for many
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philosophers and scientists that work in cognitiveuroscience
within the unicorn-world. From an EDWs perspectivg have to
find some correspondences between the mind-EW hadbtain

(which belongs to the macro-EW). The “emergentishism” seems
to be related also to the “weak emergentism” (sseakiu 2008), but
this notion is followed by “the relationship betwethe mental and
the physical (neurophysiologic) [which] is hieradi and

metastable” and thus it becomes meaningless witin EDWs.

There is no ontological hierarchy in EDWs but onigthodological
hierarchies that can be useful in some cases (natl) only from

pragmatic reasons but not from (hyper)ontologicaligds.

From my viewpoint, the most important problems bist
article are the “space” of the mind (in sectioh 8iey write about
“subjective/phenomenal space”) and the “downwardsaton” of
mental events on neural processes (for instandégifootnote 42, |
understand that the authors accept Revonsuo's \irarke Very
important for EDWs perspective is the authors’ ithest the “internal
space” is not the result of a direct perceptiomxikrnal objects. (p.
212) On the contrary, the phenomenal conscioushassits own
space, neurophysiological and cognitive experimeatgirming this
idea. Quoting Smythies and Searle, Fingelkurtsl.etansider that
phenomenal space may be identical with some “aspetthe brain
space but not with the external space! Even “Kutiek [---] made
an even stronger claim, suggesting that ‘physigahts and mental
events occur in different space-time systems whiglve no
dimensions in common’. Someone reading this pagigmay have
the impression that Fingelkurts lack the EDWs frammiek but they
introduce the incorrect notion of mental “space’s e saw in
Chapter 9, the mind has no space but there is tleatain
representation of space within the mind-EW. Mayke,can talk of
epistemologically different dimension of time, ¢ cannot extend
this idea to the space. Therefore, from my viewpadine dispute
between Pylyshyn and Kosslyn regarding the memntabery has no
meaning. From retina to the LGN, the representatbrexternal
space is already dissolved in different parts & btrain. In the
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occipital lobe, it is meaningless to check for tls®morphism
(“retinotopic maps”) between mental space and n&lrepace. We
can talk of a “virtual space” of the mind, but wavk to make the
difference between the real space and the repeggentof space
(recall the analogy between space and color). M@eave cannot
claim that this virtual space is different fromisomorphic with the
real, external space. It is just a virtual spae th the “I’. We have
the illusion of a real space (or color) inside mind exactly as we
have the same illusion of tridimensional space ¥n(dr color). We
have to analyze in more detail what it means thgieeceptual
representation of an object (that has an unity)ctsrelated” with
widely distributed neuronal patterns. In what serese we talk about
different spatio-temporal frameworks of mind, braimd the external
world?* Only within the EDWs framework could we work tadi a
suitable alternative to this problem. As we sawCinapter 9, the
spatial dimension of the mind would reject the wnif the
mind/consciousness. We can talk of the representabf space (that
are the “I”), exactly as the representations obcake the “I” but are
not real space or colors within the mind-EW. Momowotions like
“inside” and “outside” are not even wrong, but siynmeaningless.
Interestingly, Fingelkurts et al. argue that exacthis
“phenomenal space” is th@idge between “nonconscious biological
mechanisms” and “phenomenal consciousness”. Thay @her
authors mentioned by them) introduce the “pure phemnal space”
that is an “empty 3D matrix” at the neural levelats ontological
status is subphenomenal. (p. 212) | believe that ¢bgnitive
neuroscientists have to accept a better alterntditteis complex and
complicated problem: complex because it requirese th
correspondences between such virtual space, tlee sfahe brain
and the external space; complicated because theidlvispace” is
just virtual (it is the “I”) and not real! The not of “isomorphism”
cannot help us deal with these correspondencesédwer, we have

1 We do not have to forget that the mental represiems of the brain” (that
correspond to the empirical data furnished by fMisections, etc. to the eyes) are
the “I"!
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to pay attention to the role of species evolutiothie representation
of “space” and finally we have to insert into thguation the Kantian
a priori intuition of spacé From an EDWSs perspective, it is obvious
that there are certain correspondences betweeaxteenal stimulus
and some neural states, but unfortunately we caluuatize the
mental states that correspond to these neurakstitee we talk of
EDWs and the “I” has an unity that rejects the igphatimension.
Even more interestingly, Fingelkurts et al. introduMetzinger’s
“transparency”: the phenomenal world (that contanspace) is
“transparent surrogates” (or “virtual simulations§j the physical
world. (p. 214) These surrogates are “somehow”izedlin the
brain. For this idea, let me analyze footnote 53:

One good example illustrating this kind of phenooremvas brought by Smythies
[374]. In this thought experiment, when we watclive broadcast of a football

game on color TV, we see the game itself, not aptexnarrangement of patterns on
the TV screen. Here the screen is perfectly tramspdor our perception: what we
see are the events going on the football field,thetphysical events on the TV

screen (p. 214)

What does it mean “we see the events on the fddibll, not the
physical events on the TV screen”? This idea inspliperfectly
transparent”, but what does it mean? | believe Weatan talk about
“perfectly transparent” only within the EDWSs perspee where our
mental perceptions (that represent space and caler}he “I”. The
external events of a human physical entity corredpto certain
mental images that are the “I”. In this sense, whet see” are not
events of the external world, not of the brain bfithe mind-EW.
More exactly, these mental images (the representati space and
color) are the “I” and are not observed by an interng ¢as
Kosslyn would claim). The “transparent surrogatéet “virtual
simulations”) of the physical world belong to thenchEW. (See
Kant’s Critique of Pure Reason and Vacariu 2008)

Y In my future work, | will try to offer an answew this problem.

2 Importantly, there is no representation of spagasate from representation of
color! Always, we see some entities/process withBpatiotemporal framework, but
there are no different representations for spadecafor.
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The problem of this internal space is strongly texlato
mental imagery and the dispute between Fodor anigsign
(propositional representations) and Kosslyn (meirzgery and
propositional representations). There are quitetai experiments
supporting the space of mental imagery and verytfémkers have
doubts regarding this “internal mental space”. Mwes, nobody
guestions the existence of mental “concepts” in ibenan mind.
Again due to the fact that all mental states/aagtitire the “I”, | think
that both alternatives are wrong. (See, for ingané@cariu and
Vacariu 2010 or Vacariu 2011)

(1) From an EDWSs perspective, | consider that théds no
mental images (pictures) and therefore no spaitiadision (I repeat,
with spatial dimension, the “I” loses its unity)eLme analyze the
mental space dimension here. Metzinger’s “transpaserrogates”
(or “virtual simulations”) send me directly to Kantnotion of a
priori intuitions of space and time. From an EDWsgpective, it is
not the “space” that exists “inside” the mind (ibe$ not exist
“inside” the mind) but therepresentation of external space
(“surrogate” space or virtual space) exists, buisithe mind not
“inside” the mind® Exactly as there is a mental representation of an
external object, there is a mental space thatisithHowever, there
are no real objects inside the mind (no real collmsinstance — see

! The notion of surrogate is quite close to the iamtnotion of “surrogate”
introduced by Waxman. | investigate Waxman’s analyef Kantian notion of
“surrogate” from Critique of Pure Reason in Vaca(®008). | insert here two
paragraphs so as to show that | borrowed Kant®nmf “surrogate” space (and
time): “For Kant, as exponents (or operators) oftisgtic unity, the categories ‘act
as a surrogate for space and time in the fieldopkarances by bringing sensation-
reality of appearances to synthetic unity, andebgrendow space and time with
objective validity.” (Waxman 1995, p. 848)" (Vacar2008, p. 345) For the EDWs
perspective, the “I” with “its own identity in relan with all representations, self-
consciousness, and the possibility of creatingstirghesis of mental representations
— represents the surrogate or exponent for “syisthetitary of pure intuitions of
space and time. (See 2.3 and Waxman 1995, p. &l9efsaw in 2.4, for Kant, the
categorical understanding ‘usurps the entire burdtrobjective representation,
leaving sensibility with effectively no role to plat all.” (Waxman 1995, p. 814)”
(Vacariu 2008, p. 189)
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Vacariu 2011), so there is no real space insidertinel, but only the
representationof space (that has nothing to do with the physical
space exactly as the real color has nothing to db perceptual
color; moreover, perceptual color has nothing tonth the “color”
in the brain, since there is no color in the braByth the surrogates
of “color” and “space” (that are mental represdotet) are the “I”
and there is no difference between the first-oraed the second-
order properties. (See Vacariu 2011) From an EDWispective,
there are only “surrogates” for space and colod @so time) in the
mind, surrogates that are the “I". Without havingntal space, there
is no mental picture “inside” the mind.

(2) Following the same reasons as in (1), there rave
“concepts” inside the mind. According to Baars, @an think that
the conscious words (concepts, etc.) are only tbsults of
unconscious processes. What are the formats of ngoimus
processes? From my viewpoint, | claim that theseltsdo not have
an independent ontological or epistemological stalthey are the
“I", nothing more or less, even if Fodor's compasitlity and
systematicity are preserved as attributes of tfiendt of the
concepts. Fodor’'s analysis of concepts needs tedmnstructed: the
concepts are the “I" not “inside” the mind. The tbes not use some
concepts, does not have “access to” certain cosceafiies not
“observe” mental images (having ‘“internal percemsip as
Descartes claimed even if he believed the mind f@adpace). In
reality, the “surrogates” concepts and pictures tre “I” and
therefore, the concepts and the images are jushauelogical
elements/segmentations witha@uty ontological grounds. Exactly the
same methodological status is valid in the caseeofoscience: the
most widely distributed activated neuronal pattemesmethodological
“parts” of the brain but any particular mental stabrresponds to
those widely distributed activated neuronal patethe counterpart
of the brain and the rest of the body and exabiygart-counterpart
(see this principle in Vacariu 2008) correspondsh&o”l”.

Within the internal spatio-temporal framework, for
Fingelkurts et al. the binding problem requires eif-arganized
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hierarchy: phenomenal features (qualities), pasteoh qualities,
phenomenal objects, and the organization of moneptex objects.
All these patterns are situated somehow within rtfental spatial-
temporal framework. From my perspective, this higrg is, at best,
methodologically possiblbut, in reality, it does not exist, that is, it
does not have any ontological status. On the same the authors
consider that the self does not “directly perceordy the inner
phenomenal presence” or “the subjectivaerise of presencé
related to “now”. (p. 215) Again, from my perspgetitime is not re-
presented by the “inner sense”; time is the “I” mmdhan other
mental state/process. Time is an implicit knowledlyat is the “I”
and all other mental representations are implicit explicit
knowledge. The minimum time interval (mental “quamf time”,
“perceptual moment”, or “perceptual frame”) necegdar a single
event is around 70-100ms. For Fingelkurts et al.isit the
“phenomenal level as a whole that constitutes shibject™. (p. 266)
From an EDWSs perspective, all mental representsfimocesses
(implicit or explicit, etc.) are the “I", but paragically, the “I" is
something beyond these mental entities/processedlgto preserve
its unity. It is just “paradoxical” because the ‘&5 a whole is an
indeterminate EW that has a particular unity. Withitne unity of the
“I", Hume would be right: and the self would beimgle sum of all
mental states. Evolutionary, the human organismiadvaot be able
to survive in its environment without this unity are would be
nothing else than perfect robots. That is the “Buld not have the
unity necessary for the corresponding It to surviire its
environment. Hume’s presuppositionontradicts the evolution of
species (or at least what we think the evolutiospgcies) and what
the actual robots lack is the being of EDWs “in&itthem.

! Even if Kant considered causality as an a priategory, he could not offer an
answer to the unity of the “I” and therefore hetptated it. From my viewpoint, we
cannot indeed argue the unity or existence of theifice there are no conditions of
possibility to observe the “I”. (See the being-@éving contradiction above and in
Vacariu 2011)
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Section 4, in which the authors introduce theiprapch,
refers to the main problem of cognitive neurosagencthe
integration between the different levels of braimanorganization:
local and collective (global), neuronal and subyegtall originated
through the spatio-temporal patterns of brain—naiciivity”. (p. 217)
We see again that thaperationalspatial-temporal framework is the
main tool for Fingelkurts et al. to deal with théndibrain problem.
Because | consider Fingelkurts et al.’'s approaaly etaborate and
very fresh (many contemporary thinkers from coggitscience and
philosophy are on the same route), | prefer toyeneait in detail.

In order to grasp the mind-brain “interactions’atenships,
Fingelkurts et al. introduce the so-called “Openadil
Architectonics” (OA) framework (that grasps therfigoral structure
of information flow”). EEG and/or MEG show us thexistence of
particular operational space-timgOST) which literally resides
within the brain internal physical space-timgIPST) and is
functionally isomorphic to thephenomenal space—tim@ST)".
(Fingelkurts et al. 2010, p. 217) OST is the nehysjological basis
of mind phenomenal architecture. It seems that iveralready have
a pseudo-relationship between OST and conscious(sismted
within the PST). (p. 218) Strictly speaking, suelationships do not
exist within the EDW$! However, if the “functional isomorphic”
relationship between ISPT and PST means a “furation
correspondence”, then again we need the EDWSs framew
Therefore, | strongly suggest that Fingelkurts ¢t reed to
reconstruct their elaborated theory (based on wa leege amount of
knowledge from cognitive science) within the EDWanfiework. In
their reply to comments, Fingelkurts et al. wrhatt

L “Operation” means any kind of process (conceptpianomenal, neuronal) or the
“state of being in effect”. (Fingelkurts et al. 2)p. 218)

2 \We have to be aware that it is not incorrect tositer the EDWSs in the same
spatio-temporal framework, but it is meaninglesst €ach EW, any other EW does
not exist. Thecorrespondenceetween entities and processes that belong to EDWs
are just abstract notions realized within the nohthe human observer.
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the operational level ties these two (neurophysicll and subjective) domains
ontologically together. At this level of brain orgaation all OST phenomena reside
and interrelate — in other words, the OST levelstitutes consciousness, rather than
“emits” it in any mysterious way. It might be nairapletely clear in our target paper
that in the proposed modeinergentisnallowed between brain (IPST) itself and its
electromagnetic field (OST), while operational lewébrain organization (OST) is
related to phenomenal level (PST) thowslperveniencewhich suggests a more
strict relations between higher (mind) and lowepgi@tional level) phenomena in

comparison with emergentism (..(p. 265)

In the first sentence, the idea that those two diasnare “tied”
“ontologically” is a very problematic notion (hymettological
contradictions). Two EDWSs cannot be ontologicallytied”.
Nevertheless, in this paragraph, the authors itelicauch clearer
than in the target article that the relationshipveen IPST and OST
is emergence and between OST and PST is supergeniés |
showed in Vacariu (2005, 2008), both (strong) emecg and
supervenience are Ptolemaic epicycles constructéthinw the
unicorn-world by different authors in the past.o8g emergence is
totally false (a Ptolemaic epicycle constructedhimitthe unicorn
world), while weak emergence is mostly methodolaliycavailable,
and supervenience (Davidson‘'s anomalous monism)nas a
completely wrong notion but has no ontological gmtiThe authors
try to relate (“tie”) somehow consciousness withinoghysiological
entities/processes (at least with certain spatigpteal frameworks
that presuppose entities, processes or states ltandndtion of
supervenience) and this idea contradicts the ED¥radwork.

Understanding of the operation aspecesslasting in time and considering its
combinatorial (spatial) nature, seems especially well suited describing and

studying the mechanisms of how information aboatdhjective physical entities of
the external world can be integrated, and how wdidigherent phenomenal objects
or thoughts can be presented in the internal stibgeworld by means of entities of
distributed neuronal assemblies in the brain. Tegethis notion is fundamental in

! Again, within the EDWSs perspective, it is not sising that a famous philosopher
as Davidson introduced such an odd label as themialous monism” within the

unicorn-world. (Davidson 1970) Davidson apprehentted something is flawed in

the “world”, but he did not realize that the notioit‘world” was incorrect.
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bridging the gap between brain and mind: It is {z&lg by means of the notion of
“operation” that it is possible to identify what the same timdelongs to the
phenomenal conscious level and to the neurophygiab level of brain activity

organization, and what mediates between ti{gringelkurts et al. 2010, p. 218)

Again, from my viewpoint, the “mediation” betwedretphenomenal
conscious and the neurophysiological “levels” has be
“correspondence” and no other relationships. Itnmsedhat the
“unification” (integration) is the main goal of thauthors of this
article. We can find the linguistic expressionselikpresented”
(again) related to “by means of’ so as to grasp uhédication
between mind and brain. Nevertheless, the noti@es'bridging the
gap” and “mediate” are meaningless within the EDWisce there
are no relationships between the mind-EW and thanlfthat belong
to macro-EW). If the “operation” is a methodolodination, then we
can develop this theory within the EDWs framewoMental
processes/entities and neural patterns are or dgpétothe EDWSs, so
“operation” (an “act” or an “object”) is only anethodological
“bridge” that furnishes the correspondences (“megdia between
the brain and the mind and, in this situation, veam insert the
framework of EDWs. These ideas are followed by hferarchy of
“brain-mind operations”: the lowest level is theur@nal operations
with neurophysiological ontology, unconscious (8&8arwithout
mental ontology. For instance, if the mind “has” various frequency
bands, then we have a hierarchical “levels” withitaia spatial-
temporal frameworks. In another level, we have ldst level the
“integrated phenomenal experience” with no directess to the
brain. One of the most important ideas is borrofveth Revonsuo:
the electromagnetic field (EEG elements)

may constitute the spatially organized subphenohmaatix, which [...] is “exactly
the kind of entity that could help us to bridge #glanatory gap: it is in itself
wholly nonphenomenal, yet it allows all the phenomspatial organization to be

! We recall Searle's main idea: the mind is produmethe brain, both elements with
different ontologies are in the same world. (Seh8182)
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manifested at the higher phenomenal level. It hes foot in the non-phenomenal
realm, the other in the phenomenal realm” (Revopsp. 219)

Obviously, from the EDWSs perspective, the wavesthiiwiarious
bands frequency) would bridge the explanatory gaply o
methodologicallythat is the waves would correspond to the uniity o
the mind but the mind and the brain are or belomgeDWs.
However, the problem is that some contemporaryiapgs working

on oscillations have doubts in allocating particdtequency bands
to particular mental functions. (See Tallon-Bau@§09, 2010 in
Chapter 7) From my viewpoint, this “spatial matrixis
subphenomenal only as a “virtual space” that is“thand it does
not mediate between the nonconscious (purely
neurophysiological/neurophysical) and the conscigasenomenal)
states (p. 220), butorrespondto the mental states/processes.
Therefore, the next paragraph has to be reconsttuaithin the
EDWs perspective:

(...) the spatially and temporally structured electagnetic field (...) produced by
the functional and transient neuronal assembliesigppropriate candidate for the
entity within which all operational and isomorph{to them) phenomenal contents
(including self) can be presented. Therefore thualldields of transient functional

neuronal assemblies are equivalent to operationéchwitan be conscious

(phenomenal).

What does “can be presented” or “equivalent” mesgain, if these
notions mean “correspond”, then we have here theWED
Otherwise, we would have supervenience with eithetological
contradictions within the unicorn-world or beingsju“linguistic
frameworks™ In the next paragraph, the authors use the “landl

Y In their reply, the authors mention again Revorssigeas. Without offering more
details, | mention that these ideas create grettlagical contractions within the
EDWs.

2 In the Reply, Fingelkurts et al. emphasize thaeneif complementarity is not
contradictory with isomorphism, the isomorphisnitise ‘glue’ in the brain—mind

metastable continuum. This brain—mind unity, in ouew, has hierarchical
organization and, therefore, the isomorphism isesgeary. To be accurate,
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dynamic electromagnetic fields corresponding to afjp@ms which
instantiate self-presenting, qualitative featur§s’ 220) and here
“corresponding” is quite close to the same notioynmf the EDWs
perspective. Based on their experiments, Fingedkettal. are quite
convinced that the experiments proved that the EEGasi-
stationary segments” are correlated with the pagic simplest
“phenomenal” features/operations (complex phenom@adterns/
operations are realized by the binding of simpleesdn Again,
considering the EDW theory, we can “correlate” omlith rough
approximation certain particular wave with specifaognitive
functions/tasks. Nevertheless, from an EDWSs petsmecsuch
correlations are quite problematic since the @wffirocesses from
the mind-EW, the neural patterns and waves fronbth@é belong to
EDWs with epistemologically different (spatio)temaloframeworks.
It has to be clear that between these EDW we cdimtbainy spatial
correspondences (it means that we do not have lizatians” for
mental states and processes). In this case, thethrae points that |
want to emphasize:

(1) The mind-EW has no spatial dimension, so the
localization becomes meaningless.

(2) We can talk about “parts” of the brain only rfroa
methodological viewpoint, that is, there are indemne “most
activated patterns” that correspond to particulantal function, but
we have to add, ontologically, the entire “I" (sth@ny mental
function/state is the “I”).

(3) The “phenomenological space” is the represiemtadf
space (that is the “I”) but not a real space (magteénd of “virtual
space”). The “I” has no space because it is intilesand has the
unity of subjectivity.

isomorphism is only one aspect of our much moreeg@rframework of Operational
Architectonics, which utilizes the complementardy well.” (p. 267) | believe that
preserving “complementarity” within the EDWs persipee and eliminating
“hierarchical organization”, “isomorphism” and thtbrain-mind unity”, the

Operational Architectonics would receive a bettgrdrontological status.
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| quote another paragraph that mirrors the relatign
between different spatial-temporal frameworks:

the phenomenal space—tin{BST) is limited by 3Doperational space—timgOST)
which is at the level of electromagnetic fields, amich in its turn is partially
determined by the 3D structural and dynamic pragerof the braininternal

physical space—timgPST). (p. 221)

Again, considering the EDWSs framework, the mindas (spatially)
“limited” by the electromagnetic fields, since timend is an EW that
has no spatial dimension. We can say only thatrtimel corresponds
to the brain (its elements and processes thatdechscillations).

Another major problem from the point of view of BB is
the causal relationships between OST and PST dyéam the next
sentence, Fingelkurts et al. claim that whenevaty “pattern of
phenomenality is instantiated, there is a neurdplygical pattern
of amplitude modulation thabrrespondgo it”. (my italics) From an
EDWs perspective, such causations are meaninglemsesponds”
in the last sentence is also meaningless withirutiieorn-world but
it has a very strong meaning in the EDWSs perspecfigain, | think
that Fingelkurts et al. have to change their pgradf working (that
is to replace the unicorn-world with the EDWSs) fibreir quite
complex theory. In this way, they would avoid thatabogical
contradictions and some meaningless or uselessnsotAt pages
222-223, we find that the Operational Modules dre metastable
temporal and spatial patterns in the electromagnééld that
represent the *“higher level of abstractness”. E#&gperational
Module' exists within its own “Operational Space-Time” r{uil
space-time) “self-constructed” in the brain. (p3RZhis notion of
virtual space-time (as many other notions and )dsaguite close to
the EDWSs perspective. Nevertheless, it is not gatistructed in the
brain since the virtual space-time is the mind \Wwhican EDW from
the brain (which belongs to the macro-EW).

! The Operational Modules are identified with anymgbex phenomenal
object/image/scene. Some of OMs constitute Rakhl&efault network”,
autobiographical self, self-consciousness, or self.
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Formally, the OST concept holds that for a partic@omplex operation, trepatial
distribution of the locations of neuronal assenwliegether withsynchronous
activity at repetitive instants of time (beginningad ends of simple operations)

comprises the OM(p. 223)

Again, the notion “comprises” is quite unclear amdthink
“correspondence” would be a much better notion. Thest
important idea seems to be the following: the numplex OM is
not the sum of more simple OMs but their “natunaion”. (p. 224)
The segmentation and the integration are solvealigtr the status of
these OMs. Let me analyze in more detail these OMs (fig. Shiea
article). We can see that “each OM exists in it @ET, which is
‘blind’ to other possible time and space scalesgmesimultaneously
in the brain ‘system’.” (p. 224) It means that theural patters that
do not “contribute” to a specific OM are “excludfedm the OST of
that particular OM”. The “natural union” is a pesfenotion within
the EDWs framework and mirrors “blindly” the retatiship between
EDWs. Again, we have to be aware of the fact tsaptrvenience”
becomes useless in a new framework of thinking.

| strongly emphasize again that in Fingelkurts éts a
approach, we can find quite many fruitful ideasffdure research in
checking for thecorrespondencebetween a mental state and some
neuronal assemblies (including oscillations). Fastance, the
authors write that “OMs could coexist on differéime-scales, over
spatial patches ranging from a small humber ofrbexieas to an
entire hemisphere and, eventually, the whole braip’ 225) It is
possible, | think, to identify the correspondenbesween specific
mental states and particular neuronal processegluding
oscillations)? However, from the point of view of EDWs framework,

1In the Reply, we find that “these metastable sfigtiand temporally organized
patterns in the electromagnetic field as OMs” aneé tlwhole Operational
Architectonics theory can be considered as oneawardf the ‘field theory of
consciousness’.” (p. 267) Again, here is a mixnfrfEDWSs.

2 Important is the following paragraph: the “opevatil level ties these two
(neurophysiological and subjective) domains ontialalyy together through the
shared notion obperation In this sense if, for example, the physical battyves in
physical space and time, the body phenomenal imagees in phenomenal space—
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mental states do not have spatial dimension buy d¢aiporal
dimension and, in this sense, we claim that all talestates are the
“I". Avoiding the spatial dimension, we avoid some ougio&l
contractions and in this sense the framework of ED&\absolutely
necessaryWe have to reject our habituation of extending som
characteristics/features/dimensions that belomngnEW to another
EW. Rejecting the notion of “emergentesnd any relationship
(except correspondence) between mind and brainemigrace the
EDWs and not the unicorn-world. The last figure. (hb) with these
spatio-temporal frameworks (brain and mind, theel world) can
be constructed only within the unicorn-world. Framy viewpoint, it
is meaningless to talk about these relationdhipice these

time. The causal relations mentioned here are efHomean type: Whenever a
certain event A (spatial-temporal pattern) occuarshe brain OST, an appropriate
kind of event A that corresponds to A occurs in tekevant spatial-temporal part
(PST) of the phenomenal consciousness.” (p. 228-Z2% authors add that
consciousness really exists, consciousness isemitted” by OST but OST level
“constitutes” it. (p. 229) Considering the EDW, aJe the following observations:
(1) Operation does not t@ntologicallythese “levels”; if we related operation with
correspondence the results would be much betfeFi(&elkurts and Finkelkurts try
to avoid Humean causalities, but their approach rist ontologically
(hyperontologically) clear since it is constructeithin the unicorn-world. (3) Very
correctly, they reject the identification of “coitstion” with “emitted”, but within
the unicorn-world “constitution” requires “correspmtence”. (See Vacariu 2011)

! For instance, the authors write that the “OA framek provides a natural
explanation for how, in the words of Baars (.a)serial, integrated and very limited
stream of consciousness emerges from a nervousnsykat is mostly unconscious,
distributed, parallel and of enormous capacity’(j. 226) Or the “micro-level
elements (neuronal assemblies) can now explorerdiit structural relationships
with each other. When these micro-elements arrtva aew configuration (OM),
then the whole system (OST) exhibits different ctinee”. Obviously, within the
EDWs, such “emergence”/"exhibit” does not exise¢S/acariu 2008)

2 “The gap in knowledge between the brain and thednean only be bridged with
an understanding of how brain operational-space-timd mind phenomenal-space—
time are unified within the same metastable contimifp. 228) From the EDWs
perspective this unification within the “same mehte continuum” does not exist.
As Waxman strongly emphasizes (1995), for Kant (#2Ws is somehow an
extension of Kantian transcendentalism), the wizrldotmyworld (as for idealists),
the world (that is the representations of the wa)rid the self. The space of the
world (in which the brain is placedprrespondgo the mental representations that
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frameworks are very problematic! The last paragraplsection 4
clarifies Fingelkurts et al.’s efforts:

(...) the brain-mind interaction does no longer sesm mysterious. The
neurophysiological reconceptualization of consamss we proposed here is not a
reduction of subjective phenomenology to sometleisg. It is an attempt to provide
a low-level (in comparison with higher phenomenavel) neurophysiological
explanatory mechanism of consciousness that takesaccount what phenomenal
consciousness feels like from the first-person mmtsge. It also depicts the
relations between consciousness, brain and extghyalcal world in a scientifically

plausible way(Fingelkurts et al. 2010, p. 229)

In conclusion, working within the unicorn-world, rigielkurts et al.
(2010) use notions like reductionism, supervenigrmmmstitution,
levels (“low-level” and “high-level”), relationshifppetween levels,
first- and third-person viewpoints that, within tB®Ws perspective,
lead either to the ontological contradictions ortte linguistic
frameworks. Fingelkurts et al. try to avoid botteatatives, but they
want — as many other contemporary thinkers - touasi
consciousness within the physical world. Within tB®WSs, the
consciousness (mind) has no place (somehow relatédrough
supervenience, emergence, causality, etc. - wighhitain) in the
physical world® Quite innovative and elaborated the theory of
Fingelkurts et al. is a fresh alternative to thestext theories within
cognitive neuroscience. However, from the EDWSs peesve this
theory has no ontological background as the mgjofitapproaches
in the philosophy of mind/cognitive neurosciencgam, | believe
that Fingelkurts’ et al.’s theory will benefit if is revised within the
EDWs framework.

are the mind. However, returning to Kant, we nesdetmember that the external
space belongs to noumena, what we perceive is ItheMoreover, the authors

consider that “the OA framework is that operatiosghchrony may represent a
binding mechanism that is responsible for the irgtegl subjective experience.” (p.
233) Again, we have here the synchronized operstim an alternative to the
binding problem.

1 We recall the title of Searle's chapter “Conscimss and its place in nature”
(Searle 1992) and Chalmers’ article with the saitle {Chalmers 2003). Both

authors are non-reductionists but they work withie unicorn-world framework.
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Conclusion

The status of cognitive neuroscience:
“No ontology landscape”

Bassett and Gazzaniga (2011) end their articlely{a®a@ in Chapter
11) with this conclusion:

Neuroscience desperately needs a stronger thedrdtmmework to solve the
problems that it has taken on for itself. Comphstience has been posited as a
potentially powerful explanation for a broad rangk emergent phenomena in
human neuroscience (...). However, it is still uncledether or not a program
could be articulated that would develop new toals dnderstanding the nervous

system by considering its inherent complexitigs. 208)

The authors refer to cognitive neuroscience in plisagraph. If one
of the fathers of cognitive neuroscience signedaditle with this
conclusion, this domain has a great questionabédust This
paragraph is followed by some questions regardigg route, the
direction of research for people working in cogrmatineuroscience
nowadays. As an alternative to this problematigagion, the authors
introduce the “complex theory”! From my EDWSs persipe, the
complex system theory would create, like in biologgee
Kauffman’s theory, 1995, 2000, 2007 and our intetgion in
Vacariu and Vacariu 2010) a landscape of analysith wany
hyperontological contradictions.

Gazzaniga introduces the same analysis in hise quit
interesting paper from 2010. (Gazzaniga 2010) Tharhero of this
very short paper (written in a novelistic way) i BT who, landed
on Earth, analyzes the work of cognitive neuroden in their
laboratories (who try to explain the mind and tlglouhe neuronal
information the brain). Gazzaniga refers to thatrehship between
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matter and life mentioning Milland the irreducibility of emergent
properties (indicating Broad’s work 1925). The Emarks that, in

opposition with these two authors, the neurosaentidislike this

type of thinking” believing that the understandoighe neurological

parts would offer a full explanation of the psydugital states!

(Gazzaniga 2010, p. 291) The problem is that thedrfémergences”
from the brain and produces the feeling that a ghasild “sneak

into the brain”! On the contrary, other thinkersorfr physics,

chemistry, biology (Anderson 1972 is mentioned, bee Vacariu

2008) used the notion of “emergence” without anybpgms. In this

context, Gazzaniga asks the following

So how does the brain do it? Understanding how eachevery neuron functions
still tells us absolutely nothing about how theibrmanufactures a mental state.
Sure, they all conduct electrical impulses andeteaneurotransmitters in the service
of communication. But how does this produce thosigintd feelings? And how can
this system keep ticking after the interacting oegrare disrupted by structural or
metabolic lesions? Just as a social democracyrugegito work when component
individuals are eliminated, so too does this biaagetwork. It is as if the emergent

function guides the underlying physidp. 291)

From my viewpoint, these questions are pseudo-prablwithin the
unicorn world! Gazzaniga analyzes more difficultions from the
philosophy of mind and cognitive (neuro)sciencde lilevels of
analysis, bottom-up causality, the bidirectionatsadity between
micro- and macro-entities, and mainly emergencea Ef remarks
that the neuroscientists already started accepénwgergence”. It is
worth quoting the last words of that ET:

ET's spaceship was waiting for him. As he boardeel ¢raft, he mused that the
report to home base would be easy. ‘The earthlargsstuck in a quagmire. They
don’t see that brains are decision-making devicesshould be understood in those
terms — that level of description, not lower. Thag only partially evolved. It will

be eons before they ever find us. It might alsodres defore they ever understand

themselves.(p. 292)

1 “no mere summing up of the separate actions afefeements will ever amount to

the action of the living body itself.” (Mill “A sytem of logic” 1872 in Gazzaniga
2010, p. 291
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From my viewpoint, this ET is an entity landed le tunicorn world
who notices the hypercontradictions “discovered” twe living
entities of a strange world. The ET tries to coneithem that their
knowledge is too complicate in explaining quite gienEDWSs, but
obviously nobody believes him.

Cooper and Shallice (2010) draw the attention upenfact
that if cognitive neuroscience focused too muchtlen knowledge
that belongs to neuroscience and avoided thus ribe/lledge from
psychology, two consequences would take place:diisain would
lose its decisive contribution to cognitive scien@nd the
neurological knowledge would become meaninglesslof@r and
Shallice 2010, p. 403) In each “special sciencealr (instance,
physics, neuroscience, psychology, Fodor 1974), cae find
different theories/approaches (quantum mechanicstdtn’'s theory
of relativity, Fodor's LOT, some neuronal perspees) that deal
with particular entities (micro- and macro-partgleneurons and
mental representations) and lawSuch particular entities have
guestionable ontological status (relative or notognitive
neuroscience deals mainly with the notion of “clatiens” that
reflects directly the relationships between meatal neuronal states.
If mental, neuronal and physical states have ogicéd status, in
general, the “correlations” have no ontologicaltisga not even
“questionable”/relative  ontological background. Gibye

1In a famous article from 1972, Anderson (Nobelz@rfor physics) shows that
reductionism is not appropriate to explain somesgal phenomena. That is, the
explanations/ theories of some macro-physical pimema cannot be reduced to
guantum mechanics. In philosophy of mind, we caticad-odor’s article (two years
later than Anderson’s paper). If, for Anderson, wen talk of a kind of
organizational non-reductionism, Fodor establisBesnehow a linguistic non-
reductionism. Each special science (for instanearascience or psychology) has its
own taxonomy that cannot be reduced to basic seigpitysics) and we cannot mix
the taxonomy of neuroscience with that of psychglo@odor, 1974) Special
sciences exist not because “of the nature of datioa to the world, but because of
the way the world is put together: not all the ldr{dot all the classes of things and
events about which there are important, countarédstsupporting generalizations
to make) are, or correspond to, physical kindsdd@gr 1974, p. 439) (For Anderson
and Fodor’s works, see Vacariu 2008)
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neuroscience is a “science” with no ontologicaitars and therefore
without laws. From a standard framework (in which define all
other particular sciences like physics, neuros@encognitive
psychology), cognitive neuroscience is not a reaéree but a
pseudo-science created by the mixture of informatiwat describe
entities/processes that belong to the EDWs invatgtiyby different
“special sciences”. These mixtures produce stroygetontological
contradictions. It is clear that the enormous amadricorrelations”
of the last decade created an ocean of contradgcfior the young
researchers.

Maybe we can regard cognitive neuroscience as akimev
of “new engineering”. We can make an analogy betwbeain
imaging (the main tool of cognitive neuroscienceoir days) and
the “neural networks” (a domain in vogue betweefiQL&nd 2005).
Even if, since the end of the 80s, the connectiortigs been quite
important in cognitive science, the interest onropeal networks
among researchers strongly declined in the lastsyddie reason is
that the connectionism was an engineering not aciap science”.
Its role in cognitive science strongly diminishedthe research field
becoming mostly complementary to other more imparéampirical
information. More exactly, connectionism was repthby the brain
imaging (mainly fMRI) which furnishes much more aiit and
palpable results regarding the relationships batweental functions
and brain areas. As we saw in this book, the bimaiaging (and
therefore CNS) has a controversial status. | thirék brain imaging
in cognitive neuroscience is in a similar situatiarot of enthusiasm
today, a decline tomorrow. However, cognitive negrence is a
fascinating, captivating area of research but gadity (the EDWS)

1 Amazingly, in quite many papers that | read | fdwpmething similar to this
expression: “It is for the first time when...”. Suelxpressions refer to either the
experiments or the empirical results from which #nghors conclude amazing
statements. It is very beautiful that the reseaschee so convinced of their work,
but just because of this conviction, it will be yaetifficult for the majority of them
to change the framework of thinking! This is thasen why the EDWSs perspective
is addressed to young people unregimented in atida (wrong) framework of
thinking and working.

320



does not accept the mixture of knowledge and ogiefothat belong
to different special sciences that refer to the EDWLike
connectionism, cognitive neuroscience is not saehat only a kind
of “new engineering®. Since Descartes until our days, people
working in philosophy of mind and cognitive scienbave been
looking in the wrong place (the unicorn world). Thenexpected”
movement (see the first motto of this book) forstheeople is to
reject the unicorn-world and to accept the EDWssjpective. This
movement throws the young researcher in a paraglogituation:
the first feeling is that you are completely frighed! This is because
we have been used with completely different imagfethe “world”:
we were situated in the middle of the world, we evereated by
God, the animals are completely different entities» human beings,
our reasoning is controlled by the self, and weehfrge will. With
the strikes of Copernic, Darwin, Freud and otherltrs, the human
being has being loosing this dictatorial position the “world”.
However, with the EDWSs, the position of human beisglost
completely since even the “world”, the Universe sloet exist. The
second feeling is the freedom that is producedhayrejection of
many pseudo-problems in cognitive neuroscience aihdr special
sciences.

In the context of the EDWSs perspective, we havieetaware
that the “viewpoint” of a neuron (i.e., its intet@ns with other

! This is the first reason why | selected the stgr@m of 3Dimka from the first
cover: it is about a real figure on a 2D plane, ibybu insist in looking at it, you
can perceive an amazing 3D structure with 3 gedcattrfigures. (Recall,
perceptions are the mind-EW!) When we look directhe see a simple
bidimensional plane with spots of different coldfswe try the divergence method
(beyond the figure), we can observe some amazingliBi2nsional figures.This is
the reason why | added those two paragraphs asonuitilogy indeed always
started by looking in the wrong place and Poicangectly invited us to reject the
unique reality! We have to reject the unicorn wdglte wrong place) and accept the
existence of EDWs. The second reason is that éreagrams illustrate the power of
human “eye’s mind”: the mind has always createdafstic things!

2 In 1999, Peter Mcleod (who, with Rolls and Plumketrote a book on
connectionism in 1997) told us (particular conviosg that connectionism is
already a kind of “new engineering”, not science.
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neurons and cells glia) creates an EDW than whabhgerve using
our perception, the fMRI, and any other tool of datigation.
Moreover, the parts of the neuron like ARN, ADN, letules and
proteins have their EDW other than that of a neufdrerefore, the
number of EDWSs increases dramatically. It is nat fob of a
philosopher to identify how many EDWSs are. Thisthe job of
scientists who work in special sciences withinE®Ns perspective.
| hope that the articles and chapters that | aealya this book (and
many others that | would read in the future) wikljhh me to
descifrate the nature of the “I” in my next book.

I end this book with a suggestion for both sci¢satiand
philosophers. It is time for us to give up our dtotial framework of
thinking theories and start elaborating empiricapeziments, a
framework imposed by human thinking in the last tnilennia. Our
viewpoint made us postulate the existence of ontielagical world.
In reality, there are quite many “viewpoints” (j.epoints of
interactions), each set of entities represents h &o, there are
quite many points of epistemologically differenteractions among
the epistemologically different entities that reyaet EDWSs.
Changing a framework of thinking requires changarignguage. We
need to rethink the essential notions of eachqaati science within
the EDWs perspective. A notion that describes Hqudar entity (set
of entities) that belongs to an EW has to be readdfnot from our
dictatorial viewpoint, but from the viewpoint ofahentity (set of
entities) that is characterized. This change is st difficult
movement in any particular science (more diffiégalphilosophy). If
scientists remain incarcerated in the old framewthrkir work will
probably be successfully regarding some “local”’ lgoaut for the
long term, such results will be overcome by betterks constructed
within a new framework of thinking.
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