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Abstract
Using Kantian starting points, we develop a notion of ‘pre-determinant intentionality,’ which refers to the intentionality of judgments that support objective truth-claims. We show how the weight-selections of neural networks can be taken to involve this form of intentionality. We argue that viewing weight selection or ‘internodal and meta-internodal selection’ as involving pre-determinant intentionality allows us to better conceptualize the coordination of computational systems. In particular, it allows us to better conceptualize the coordination of computational activity concerned with the promotion of learning in neural networks.(
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1. Introduction

There has been a growing interest in computational methods employing ‘natural selection’ and similar evolutionary techniques, such as is found with genetic algorithms and neural networks. ‘Top-down’ approaches common to classical AI have not made the progress for which was initially hoped in the 1960’s and 1970’s. Although one may argue that there has been an equal level of disappointment relative to the high hopes which were had for neural networks in the early 1980’s, many computer scientists continue to feel that top-down approaches need supplementing via more evolutionary methods if true ‘artificial intelligence’ is to be achieved. Likewise, many scientists continue to think that explanation of the human mind requires appeal to such methods. But has Philosophy caught up with the shift away from classical AI that occurred in the early 80’s? Although there has been a good deal of work done on the Philosophy of Neural Networks in recent years, there is still much to be done in this and related areas of Philosophy.

The current piece attempts to aid in this endeavor. It attempts to consider neural networks as potential bearers of mental states, and so as supports for, or components of, mind. More generally, it asks how neural networks can involve intentional states. And it asks after the particular forms of intentionality that are relevant for given, key features of neural networks. The focus is on ‘pre-determinant intentionality,’ which is a form of intentionality that may have been difficult to conceive of prior to cognitive scientists’ shift away from top-down models to interest in neural networks, genetic algorithms, and similar entities. ‘Pre-determinant intentionality’ refers to the intentionality attaching to forms of cognition that have yet to reach a definite, ‘literal,’ or determinant stance on how the world is. As part of its focus on pre-determinant intentionality, the piece explores the ways in which analysis of pre-determinant cognition and intentionality can allow us to better conceptualize the sharing or coordination of initial and exploratory computational and mental content.

*

We will explain how certain properties of neural networks can be taken to correspond with different forms of intentionality. We will consider neural networks as implemented on present-day silicate computers, and also as potentially implemented by, or contained within, the brain. 
We will consider two key forms of intentionality: that found in Kantian objective-determinant judgment and that found in what we will term ‘pre-determinant judgment.’
  Our claim is that objective-determinant intentionality arises in the output selection of a network, while pre-determinant intentionality arises with the internodal and meta-internodal selections of a network. Discussion will focus on contrasting the forms of intentionality that we have mentioned, and will focus especially on the significance of pre-determinant intentionality. 

The article is not meant to offer a general discussion of all major forms of intentionality that may be found in neural networks. Claims of intentional qualities abound in the literature on neural networks, and are often put forth by computer scientists or psychologists who are more interested in exploring connections between psychological or neurological theory and computation, than extended conceptual or linguistic analysis of how the concept of the intentional is to be applied to this-or-that feature of a neural network.
 Other claims focus on the computational and ‘representational’ abilities of neural networks vs. classical architectures (e.g., Butler 1991, pp. 252-272). Philosophers have an interesting task ahead of them in examining all of these claims, but the aim of this article is much more limited. We examine the intentionality only of a few, very-well known features of neural networks. It is true that we provide some novel terminology for these features that may represent progress in how we are to conceptualize them. And it is true that we are concerned to offer descriptions that apply to a very wide family of neural network types. Nonetheless, the fact remains that our focus is only on the intentionality of what we term ‘output selection,’ ‘internodal selection,’ ‘meta-internodal selection,’ and the continuation of this series: meta-meta-internodal selection, etc. 
The reader is referred to Shea (2007) for philosophical discussing of intentionality relative to an additional feature of some neural networks: the activation patterns of so-called ‘hidden’ or intermediary layers in neural networks. 
We do not necessarily endorse Shea’s claim that ‘the vehicle of content’ is the ‘cluster,’ although there does seem to be something quite on target in Shea’s proposal, and in the work on similarities among neural network activation patterns performed by Paul Churchland (2006). Were Shea to claim that ‘a’ so-called ‘vehicle of content’ is to be found in clusters, we could agree.

However, whatever disagreements we may have with Shea do not seem relevant for the current piece, as Shea’s commitment to clusters in activation patterns as the ‘vehicle of content’ in neural networks in no way commits him to the claim that there cannot be other features of neural networks, besides clusters, which have intentional content.

It may also be worthwhile, in considering philosophical analysis of the intentionality of neural networks, to look to discussion of the supposed failings of neural networks relative to classical computer systems or AI approaches, such as found in Butler’s piece and responses generated by it. However, one must remember that ‘representation’ is one thing, and intentionality another. To discuss the limits of connectionist representation is not necessarily to give a theory of how the representational or computational features of neural networks are and are not ‘about’ entities. Moreover, insofar as intentional qualities do come up for discussion in Butler (1991) et al, they tend not to be discussed in clear relation to those features of neural networks upon which we focus. This combination of factors removes our discussion from the discourse of the ‘systematicity debate.’ Our operating-assumption for this paper is that neural networks in fact cannot perform all needed representational and intentional tasks of classical AI. Much can be learnt about the intentionality of neural networks if we consider them and their special properties in their own right, rather than demand that the networks have the intentional properties of classical architectures. 
2. Definitions and the Intentionality of Output Selection

Intentionality: the about-ness of an entity, such as a judgment or claim.
Neural network: a computer (see below) composed of nodes bound together by weighted, unidirectional
 connections, where some nodes receive the input to the network and others communicate the output; nodes may be in different states, where each possible state corresponds to a different real number; connections may also be in different states [strengths or weights] corresponding to different real numbers; the state of a given node will influence the state of another node on the receiving end of a unidirectional connection between the nodes, as modulated by the weight of the connection; any changes in the state of a node that occurs based on influence from another node will take place as the network moves from one logically or temporally prior global-state to a successor global-state; the weights of the connections in the network can be altered according to one or another learning algorithm, where the algorithm is to be counted as included in the make-up of the neural network; the algorithm is stored and implemented in a computational device (see ‘computer’ below), which is also counted to be part of the neural network; nodes whose states are not altered by external inputs or influences from other nodes remain in the same state as the neural network moves from one global state to the next.

Computer (or ‘computational device’): an entity which consists of:

1) a set of distinct registers, which are items having magnitude measurable in terms of real numbers (in some computers—i.e., digital ones—the restriction will hold that the real numbers also be rational), where the magnitude of the registers may change as the computer moves from one global-state (condition of all its registers) to a successor global-state

2) a set of rules for changing the magnitude of the registers as the computer moves from one global-state to a successor global-state; these rules are typically largely stored in registers in programmable computers, which are generally what are of concern in this article, even as some of the rules must be ‘stored’ in other ways.

Output selection: the selection of some given output, using a given number of variables, in response to a single or multivariable input (i.e., the selection of an activation pattern for the output nodes).

Internodal selection: the selection of a particular set of weights among connections in a neural network (i.e., the selection of a weight space).

Meta-internodal selection: the selection of a particular ordered series of internodal selections, such as occurs with employment of the backpropagation learning algorithm over time (for discussion of backpropagation, see Rumelhart & Hinton et al 1986, 322-330).

We will next explain the opposition of objective-determinant vs. pre-determinant judgment.
For Kant, judgment involves the relation of universal and particular in a hierarchical relation where the particular falls under the universal (Kant 1790, 179). We employ the Kantian understanding throughout.
‘Objective-determinant judgment’ is a term we will use to refer to judgments that are, at the same time, Kantian determinant [bestimmend] judgments and Kantian objective judgments. 
Determinant judgment places a particular under a universal when the universal is already given (ibid.). For example, we find a determinant judgment in ‘Two plus two is equal to four.’ Here ‘two plus two’ operates as the particular, while ‘four’ operates as the universal. 
Objective judgment provides a general and necessary validity for all human beings (Kant 1783, 298; see Brook 1994, 98-103 for discussion). Valid objective judgment is valid for all people, rather than just the judger. Subjective empirical judgment typically lacks this type of general validity (Kant 1783, 297). For example, ‘the room seems warm to me’ talks about what is the case for me, but not necessarily for others. Furthermore, while the validity of objective judgment has its ground in correspondence with an object, or in the conditions for cognition of objects (Brook 1994, 98), subjective judgment does not have any such grounds.
Hence, the objective-determinant judgment in Kant makes a claim about how the world is that is meant to be valid for all human beings. E.g., ‘At least one car struck another in Pennsylvania this year,’ or ‘This rose is red.’ 
Valid, objective-determinant judgment is what we might call a ‘literal truth’ about how things exist. The determinant judgment places the particular [here: ‘this rose’] under the universal [here: ‘red’]. When valid and objective, the determinant judgment does this in a way that holds for all intelligent beings having sensibility, or, in short, all human beings. 
Objective-determinant intentionality (o-d intentionality) is the intentionality occurring in determinant judgment. It involves a relation between the judging or cognizing agent—in our case, some type of agent composed of or making use of neural networks—and the world external to the agent. This relation is then one where the cognizing agent makes a claim about how the world is that is meant to be objective. 
For example, ‘A lake lies before me’ could be a valid objective-determinant judgment which correctly claims that a particular relation exists between two material objects. It is in this way about the objects and their relation, and not merely about the relation of the concept ‘a lake’ and ‘that which lies before me.’
To give another example: ‘Berlin exists’ is a valid, objective-determinant judgment that places the concept of the particular, ‘Berlin,’ under the concept of a universal. For our purposes, let us say that the universal would be ‘existing entities.’
 Through this subsumption, the subject has a thought about a given concept of an entity named ‘Berlin,’ now conceived of as existing in relation to or in community with other existing things. Insofar as the predicates that are part of the subject’s concept of ‘Berlin’ really do form the concept of a thing that happens to exist, then the judgment is furthermore objective-determinant in character.
 There is then a form of intentionality present that does not involve mere reference to the subject’s own concepts, but that further involves the intending of an object.
 
Pre-determinant judgment: With this understanding of the objective-determinant judgment and its intentionality in place, we can define pre-determinant judgment as judgment which does not necessarily involve the validity of determinant judgment—and so not necessarily the intentionality of objective-determinant judgment—that at the same time is able to usefully suggest valid objective-determinant judgments. Pre-determinant cognition points one to potential determinant-judgments which might be valuable for one to make. (Pre-determinant judgments may or may not also be reflective judgments: where reflective judgments are judgments that provide a universal where a particular is given [Kant 1790, 179].) To give a quick example: One may judge that ‘The devil is an Englishman,’ which is at least not literally true. It may the case that this judgment leads one to correctly predict that a particular English business partner will take documents valuable to one from one’s safe, after an upcoming business meeting. Here ‘The devil is an Englishman’ fails to achieve objective-determinant validity, and indeed does not even aim at objective-determinant validity, but may set-off a train of thoughts that leads to an objectively true claim. In this way, ‘The devil is an Englishman’ is a pre-determinant judgment, at least insofar as there is some type of connection of between the pre-determinant and the objective-determinant judgment that goes beyond the purely accidental. Another example: One judges that Whistler’s ‘Nocturne in Blue and Gold: Old Battersea Bridge’ is a beautiful object, and, through one’s contemplation of the artwork’s beauty and a lengthy train of connected thoughts, comes to realize that one would have a happier earthly-life as a Christian minister than as a politician. Insofar as these differences in happiness can be measured in physical behavior, we would again have a case where a judgment—the pre-determinant judgment—while not itself necessarily being true or false (at least on a Kantian view of the veridical status of judgments of beauty), nonetheless led to a valid objective-determinant judgment.

However, pre-determinant judgment need not be metaphorical or cryptic in character. Metaphor and the riddle represent only a small portion of potential pre-determinant judgment. Neither need the pre-determinant judgment concern beauty. We may also look to some of the internal representational symbols and states of computational devices as implementing pre-determinant cognition. Thus it is our claim that internodal selection and meta-internodal selection can, under certain conditions, implement pre-determinant cognition, so as to involve a pre-determinant intentionality.

Pre-determinant intentionality (p-d intentionality) is the intentionality occurring in pre-determinant cognition. It does not necessarily involve a definite claim about how the world is for beings beyond the cognizing agent. In any case, pre-determinant intentionality involves some type of stance concerning the rightness or wrongness of a particular cognitive choice, where the appropriateness of this choice can be measured relative to its fecundity for arriving at objective-determinant cognition that is both valuable and valid.

*

Objective-determinant judgment: How can output selection involve objective-determinant judgment? Imagine a neural network that is trained to identify cases where the ‘inclusive or’ operator returns a value of ‘true.’ The network has two input nodes that can be put in the states ‘0’ or ‘1,’ and one output node that can be put in the same states. (In between the input and output nodes lies a hidden layer of nodes.) ‘0’ is the state assigned to the output node for the input (0,0) to the input nodes, and ‘1’ is assigned for the inputs (0,1), (1,0), and (1,1). Hence, when (0,1) is inputted, the output selection of the network is ‘1.’ 

We must consider this output selection within a particular interpretive context. This is the context of the network’s use by a cognizing agent who interprets the network as meant to act as a an inclusive-or gate or function that operates over complex propositions composed of two sub-propositions, with ‘1’ representing a true proposition, and ‘0’ representing a false proposition. In such a context, the network’s output selection in the case of the ‘0,1’ input implements a determinant judgment of the following type: ‘When a complex proposition unites its two component propositions via the inclusive-or operator, the complex proposition is true if the first sub-proposition is false and the second sub-proposition is true.’

In other words, within the proper interpretive context, the output of a correctly trained neural network meant to act as an inclusive-or gate gives us valid, objective-determinant cognition concerning the world. All who share in the agent’s interpretive framework, as outlined above, are bound by the cannons of rationality to agree that it is true that the ‘0,1’ input is to return the ‘1’ output. More generally, all such agents are bound to agree that the judgment that the network is interpreted as making with its output selection is a valid one.

Obviously, one might try to give an interpretation of the intentionality involved in output selection that assigns the selection some different type of intentionality besides that of objective-determinant intentionality. One can even point to situations where there may be no intentionality involved in output selection at all: for example, where the activities of the neural network are not interpreted by a cognizing agent as having the power to imbue symbols and states with the magical-seeming ‘about-ness’ property that concerns philosophers when they speak of the intentional. Our central point here is thus not that output selection involves objective-determinant intentionality as a necessary property. Rather, our claim is that we both can interpret the intentionality of output selection in terms of o-d intentionality, and that it is an appropriate and useful way to interpret the intentionality involved in output selection. 
One could employ some other hermeneutical stance that distances output selection from the making of truth-claims, reserving this truth-claiming activity for operations that are internal to the human being, while holding that neural networks are not so-internal. However, what concerns me here is to not so much to argue with a proponent of this type of stricter view of intentionality (within the context of debates on neural networks), but rather to assign output selection a more-objective and more-determinant form of intentionality than that found in meta-internodal selection and, to a lesser degree, in straightforward internodal selection. And, to keep things simple, we will talk about with this ‘more-objective’ and ‘more-determinant’ form of intentionality as being objective-determinant judgment proper, rather than speaking in terms of the comparative. At the same time, we would note that I do not come to this way of talking about things out of a mere desire to preserve simplicity, but based in the belief that it is indeed correct to say that output selection implements an objective-determinant judgment. 
We do not mean that the selection is the judgment. It does not seem fair to say that the selection is the judgment because the selection is the bringing-about or choice of a particular state of a ‘node’ or collection of nodes, and the judgment is a uniting of two concepts. How could these two very different-seeming things be the same thing?  There is perhaps some reasonable answer here, based in positing a cognizing-substance of which the selection and judgment are two modes, but that does not seem a particularly promising approach. In any case, it would be hasty to claim that the selection and the judgment are the same thing. 
But why can we not say that the selection ‘implements’ the judgment? Here we do not even have to claim that mind is supervening on matter or the like, as our neural network may be thought of as an abstract object—such as a computer program—that is not tied to any particular physical manifestation. In other words, if a neuron in the human brain acts as node in a neural network, it need not be thought of as actually being such a node. (And presumably it ought not be, as inevitably many features of the neuron would not be directly cognitively-significant for the mind of the human being to whom the neuron belonged. Many features of the neuron would fail to have any type of intentionality for the cognizing agent, but would have only to do with maintenance of the health of the neuron, etc.) Likewise, if a particular address in a digital computer’s memory acts as the storage site for the representation of a node’s state at a given point in time, we do not need to say that that address is the node; and much less to we want to say that there is physical component of the computer that is the node. 
3. Pre-Determinant Intentionality
Having given a brief analysis of the intentionality involved in output selection by a neural network, we will next turn to examination of the intentionality arising with internodal selection. Then we will take up meta-internodal selection. 
There may be many ways to interpret internodal selection. What we now want to do is show that an interpretation given in terms of pre-determinant intentionality is one such way, and one that is quite fecund.

Let us begin by considering how it is that the internodal selection can be interpreted as involving pre-determinant intentionality. What is crucial here is to interpret the intended output selection of the neural network as concerning the external word. This ‘external’ world may include the physical implementation of the neural network, but must in any case refer to empirical states of the universe, or a priori conditions for such states, such as are presumably given with mathematical truths. Within the Kantian framework, it is only empirical states of the universe and their a priori conditions, along with some moral claims, that can be known within objective-determinant judgment. And the crucial point is to have the output selection involve valid, objective-determinant intentionality.

With output selection interpreted thusly, internodal selection may be interpreted as acting heuristically in support of the discovery of truth-claims concerning an external world. While output selection concerns the objective, internodal selection may concern the means to truth about the objective.  


So, if output selection is interpreted as involving objective-determinant intentionality, then internodal selection can be interpreted as involving pre-determinant intentionality. This seems obvious in some ways. Pre-determinant intentionality is oriented toward bringing-about objective-determinant intentionality. Internodal selection is oriented toward bringing about proper output selection. If output selection does involve objective-determinant intentionality, it seems perfectly natural that internodal selection would involve pre-determinant intentionality. 

For example, consider this internodal selection: ‘Set the network to connection-weight selection [0.1, 0.3, 0.5, 0.6, 0.8, …].’ Here we can interpret this selection as being made by a learning algorithm that is designed to further proper output selections by the network; or that can be interpreted as-if being so-designed. Let us say that this internodal selection leads the network to output [1,0] should [0.3, 0.5, 0.2] be inputted.  Here we can claim that the internodal selections leads to or suggests the output selection [0.3, 0.5, 0.2] when [1,0] is inputted. Let us further imagine that the input correctly represents the position of a ball relative to a robot arm, and the output [1,0] correctly represents that fact that the robot is able to push the ball from its current location. In this case, the internodal selection works pre-determinately to suggest what we can readily interpret as an objective-determinant judgment. The internodal selection therefore can be properly interpreted as involving pre-determinant intentionality.

*

What of meta-internodal selection? Meta-internodal selection is the selection of an ordered set of internodal selections. Given that we can interpret internodal selection as involving pre-determinant intentionality, it follows that we can interpret meta-internodal selection in the same way; there is no reason to believe a fallacy of composition would be occurring.

Moreover, we can interpret the series found in meta-internodal selection as being itself suggestive of continuing points on the series of internodal selections. For example, if the meta-internodal selection consists of connection-weights selection [0.3, 0.4, 0.6] with a high level of error, followed by [0.2, 0.3, 0.5] with a lower level of error, one might interpret this meta-internodal selection as suggesting the internodal selection of [0.1, 0.2, 0.4]. Here ‘level of error’ refers to the difference between the desired output selection for a given input and the actual output selection, over a range of inputs counted as being relevant.
Given that the internodal selections that are suggested by meta-internodal selection can be interpreted as being tied to the objective-determinant intentionality of an output selection, we may see meta-internodal selection as involving a type of pre-determinant intentionality that is simply further-removed from objective-determinant intentionality. Presumably, this process could be continued indefinitely.
 We can talk about pre-determinant intentionality at various distances from objective-determinant intentionality, as tied to meta-level 1 or Meta1, meta-level 2 or Meta2, etc.
 (Meta1 would the level of meta-internodal selection, Inter might be the level of internodal selection, and Obj-Deter might be the level of objective-determinant intentionality, etc.)

The different levels of ‘meta’ intentionality correspond with different levels in the learning process. Internodal selection on its own does not involve a learning process in the net. It is only when the network adjusts its connection-weights according to a learning algorithm based on some error level arising with an initial internodal selection that an activity occurs in the neural network that we can properly interpret as ‘learning.’ Ergo, it is only with meta-internodal selection—the selection of a series of internodal selections, meaning more than one internodal selection—that there is something interpretable as a learning-process in the network. With Meta2, we have the possibility of learning about learning. 
4. The Interest of Internodal and Meta-Internodal Intentionality 
Research In Progress
Why are the above claims concerning the pre-determinant intentionality of meta-internodal selection interesting? Presumably, for a number of reasons. We can point to needs in the area of Psychology: we may think about this form of intentionality in order to makes sense of how speech relates to brain activity, should brain activity relate to neural networks, etc. 
But what we want to focus on is the way that we can understand meta-internodal selection in neural networks, and the pre-determinant intentionality that it involves, as a means of representing and storing the results of learning and incomplete research. Here one must consider that movement toward correct internodal selection is properly interpretable as learning or progress in research. Consider a statement such as the following: ‘The connection weights were changed from [0.6, 0.3, 0.5] to [0.3, 0.3, 0.1], thereby reducing the error level for desired input-output relation by 50%.’ This is a type of apparent learning, inquiry, or research. The network determined that the just mentioned change in connection-weights led to apparent progress toward the goal of finding a set of connection-weights that will allow it to capture the set of input-output relations that were externally-set as the desired set. (That the research goal is set externally is not so strange. Quite often the researcher is told by a higher authority what particular research goal is to be achieved, and, moreover, one can distinguish between one’s role as a researcher-of-phenomenon-x and judger-that-successful-research-concerning-phenomenon-x is of value.)

Movement toward correct internodal selection implies that there are least two internodal selections: the initial selection, which is perhaps the one selected as the base state of the neural network, and the new internodal selection that itself has a lower error level or is part of a series of internodal selections that terminates in an internodal selection that has a lower error level than the initial selection. Therefore, all learning or progress in research requires a meta-internodal selection, composed of the series of the internodal selections that terminates in the final internodal selection having a lower error level.

Hence, meta-internodal selection can represent learning or research-in-progress. One might of course question this claim based on the fact that there is not evidently any experience of learning occurring on the part of the neural network. To our mind, this is a questioning that may shed some light on the nature of learning, but not one that threatens the validity of tying neural networks to the concept of learning. In addressing this questioning, we must consider that there is, in any case, a least a support for learning to be found in the changes of a neural network, whether this network be instantiated in the brain or examined by a scientist using the network as a tool to explore some given issue. (The two cases I am thinking of then are, respectively: experiential learning through apperception of a neural network within the brain, and experiential learning as the scientist interprets the mathematically-defined progress of the neural network.) It seems strange to say that the network does not learn, given that we can envision the network as supporting or instantiating experiential learning, and since the network moves toward a state that allows for proper input-output functioning. On what grounds can one claim that there must also be a proper ‘experience’ present if we are to speak of ‘learning’? Would it not makes sense to simply speak of experiential vs. informational learning, where we take informational learning to refer to learning apart from a definite connection with the experience of learning? Would this not make more sense than to flatly deny that what we are terming ‘informational learning’ is learning at all? We can then take it as understood that we are referring to informational learning when speaking of the learning in neural networks, unless it is indicated otherwise. This is not to deny that the neural network may experience learning, but simply to refer to the learning process apart from a definite connection to any such experience.

*

We are now able, by considering neural networks, to see how learning itself might have a kind of pre-determinant intentionality to it, so that mere learning is akin to making truth-claims about the world.
 Certainly, learning does not necessarily involve full-blown truth claims, but we can see how one might understand learning as approaching truth-claiming, in that the pre-determinant judgment suggests given objective-determinant judgments, and not others. When the neural networks learns to select an internodal selection that corresponds to an ‘and’ logical-operator, it might not have directly claimed that ‘A sentence made up of a true claim and another true claim is a true sentence’ but it is suggesting that an input-output relation interpretable as representing this claim is a correct or true input-output relation. 
5.
The Coordination of Computational Activity
We may also consider the issue of how systems able to understand the concept of a truth-claim, whether philosophically or merely naively, might properly classify communications from other systems.
The systems in question might be human beings, computational systems, or some mix of the two. The computational systems might provide highly-processed communications, or communications that seek to accurately represent the raw details of natural phenomena. 
Communications can be classified as composed of objective-determinant truth-claims, but also as composed of pre-determinant judgmental data or signs operating at potentially classifiable meta-levels, or distances from objective-determinant judgment.

For example, a group of researchers using neural networks to study some given problem might examine a particular data stream being fed into a large network, where the data stream is encoded or where there is otherwise no information given concerning precisely which parts of the data stream are meant to represent objective-determinant judgments. Armed with the concepts of ‘meta-internodal selection’ and ‘pre-determinant intentionality,’ the group might be able to examine the data stream so as to sift out and develop meta-internodal selections for the neural networks that the researchers are using for their research. In other words, the data might be ‘fitted in’ to the neural network’s learning algorithm, so as to be used as part of a stock of research-in-progress, or merely as inspiration for further research. This fitting-in could happen directly, such as would occur when one took a string of numbers ‘0.5, 2.3, 9.7’ and used them to select the next set of connection-weights in a network with three connections (i.e., made an internodal selection using these three numbers). But it might also occur indirectly, in cases where one used the data-stream in order to modify the meta-internodal selection of a network via an overlay of an original selection with one suggested by, or found in, the data stream being employed. 

To give a very simple example: one might use the three numbers given as offsets from some already decided internodal selection. So, if one had settled upon ‘10, 10, 10’ as the weight-selection, one could use the data stream as an offset by adding the three given numbers to the otherwise-to-be-used number set for the internodal selection, to end up with an internodal selection of ‘10.5, 12.3, 19.7.’ This procedure would also modify the meta-internodal selection of which the internodal selection is a part.

More complex methods might involve using the internodal selections found in a meta-internodal selection not simply as offsets to a pre-determined, primary meta-internodal selection, but as data influencing, in a non-linear manner, the process or set of equations by which the primary meta-internodal selection is produced. In other words, by looking to the concepts of meta-internodal selection and pre-determinant intentionality, there is hope that one might meaningfully develop a theory of ‘nonlinear overlay’: the overlay of meta-internodal selections from one system to another via nonlinear adjustments, to allow for coordination of computational activities.
Let us term any procedure for producing a data-stream, whether through data collection, calculation, user-interaction, or some combination of these means, a ‘data-generator.’ We can then say that, by thinking about the importance of pre-determinant intentionality, we are better able to see the value of creating data-stream generators that aim not merely to provide direct factual information—i.e., data we can easily interpret in terms of objective-determinant truth claims—but that furthermore produce data-streams that can be employed for internodal and meta-internodal selection. Likewise, we can take a similar perspective on the design of the machines and software that respond to available data-streams.

One place to look for data-stream generators producing useful data for internodal and meta-internodal selection is in nature. For example, certain fractal patterns in nature may match up with locations in a search space that represent better possible solutions to check, relative to some given task such as the ideal route in a Traveling Salesman Problem.
 
Still, although we have been researching connectionism for a number of decades now, we know of no methods proposed for directly mining nature for useful data-patterns in guiding learning algorithms. But potentially future research will discover similarities between natural patterns and the patterns in search spaces generated by effective learning algorithms. Colorni & Dorigo et al [1996] shows how data derived from natural processes, such as found in ant colonies, can be used to derive heuristics for optimization problems. By adapting and extending this approach, it might be possible to derive meta-internodal selection overlays for neural networks. In any case, focus on the concept of pre-determinant intentionality should heighten awareness of the need for research of this kind, and of similar kinds.

We would further note that it is useful to think about issues of learning, of research-in-progress, and of harnessing data-streams relative to the issue of parallel processing. Different neural networks might be working on different aspects of a given problem at the same time, where their workings might be combined to enable or speed-up solution of some given problem. Internodal and meta-internodal selections in one such neural network can be used as data-streams for modulating the selections occurring in another such network.

We can relate the issues of ‘data-mining’ and of parallel processing to that of the pre-determinant intentionality of meta-internodal judgments. When thinking about how to design systems which harnessing the data-streams originating from nature, ‘classical’ computation systems, or from neural networks—including, in particular, data from neural network’s learning algorithms as found in the meta-internodal selections being made over time by the networks—we can be guided by contemplation of the functioning of the various relevant systems in terms of their intentionality and connection to ‘neo-Kantian’ paradigm of objective-determinant and pre-determinant judgment. Philosophy can, as it were, act as a beacon to guide the programmer so as to allow ‘der Sache selbst’ of our judgmental situation to provide principles for organizing the on-its-own lifeless realm of number-crunching silicate computers. What do we mean by this? We are referring to design based on identifying the function of a data-stream relative to judgmental-status, as interpreted in a given context by the designer or user. The same perspective might also eventually be employed by researchers into the brain, or others who examine how the human being integrates various types of internal (between brain-systems) and external inputs.

Design based on identification of data-streams’ judgmental type, whether in terms of pure types or impure ones such as ‘a mix of pre-determinant judgmental activity at Meta1 and Meta2,’ ought to support proper conceptualization of the place of human intervention in otherwise automatic computation processes. We can better integrate human and silicate functioning if we conceive of both the human and the electronic computer in the same terms, namely the normative terms of judgment-types.
*
The above provides a precise account of some key forms of intentionality found in neural networks. Also provided is an analysis of the usefulness of thinking about neural networks relative to pre-determinant intentionality.
Intentionality is obviously only one topic that may be considered when considering neural networks from a philosophical perspective. Further philosophical research is also needed into how the intentional qualities of neural networks undergird conceptual representation. Here may one point to the work of Paul Churchland, Nicholas Shea, et al as lighting the way. Finally, we would note the need to move from the issue of mere representation, to formulate an ‘android epistemology’ or similar area of investigation that focuses on the issue of what is known by neural networks, if anything, and on the issue of what types of knowledge neural networks support.
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Notes



� An earlier relation of Kantian philosophy to connectionism can be found in Van de Vijver (1990), which focuses on divergences in the use of the term “schemata” between Kant and certain contemporary connectionist scientists, rather than seeking to interpret the activities of neural networks in terms of Kantian judgment-types.


� See McClelland, Rumelhart, & the PDP Research Group (1986), Van Loocke (1991), Perus (1995), and Eliasmith & Anderson (2003). For discussion of logical inferences as a relation between inputs and settled-upon-states of a neural network, see Balkenius (1991). 


Also relevant for the current project is Churchland’s discussion of similarities in neural networks as representing conceptual similarities, although such discussion does not take us directly to the notion of intentionality, and, as is suggested in the description of Shea’s work in the body of this article, Churchland (2006) does not focus on the same features of neural networks that I do in this piece. 


� As Shea makes clear on p. 256 of his article, it is appropriate to assign qualities of intentionality to output layers, and thus not just to the hidden layers that form clusters. And, in any case, it is clear that the intentionality of a “vehicle of content” does not exhaust all the possibilities for intentional qualities in neural networks.


� Although each connection is seen as being unidirectional, it is possible to have two or more connections between nodes, so that there is a unidirectional connection going each direction.


� a) For discussion of neural networks, see McClelland, Rumelhart, & the PDP Research Group (1986). 


b) I would note the definition of neural networks that I give does apply to recurrent networks, as “unidirectional” connection can point in a circular direction, and, indeed, in a variety of circular directions. 


c) For discussion of logical formalization of the input function in neural networks, see Leitgeb (2005).


� Merely having a bunch of registers, storing what you will, does not allow for computation. There must be some type of relation of between the registers that makes some influence others in definite ways.


� We must of course keep in mind that existence does not act as a “real predicate” for Kant.” (Kant 1781/87, B 626). But it can act as “logical” predicate (ibid.), and thus may be seen as the universal in a judgment making a simple claim of existence.


� See the discussion of truth at Kant (1781/87), B 83. Also see the discussion of the “thalers” at ibid, B 627.


� Brooke (1994), p. 26 claims that the object intended in an “intentional object.” Now, I do not know that the object is to be though of as merely an intentional object, unless “intentional object” is taken to mean or refer to “the object only insofar as I know it,” or if there is some other way in which the intentional object simply is the phenomenal object, but not the thing-in-itself. For it does not seem wise to posit an intentional object, a phenomenal object, and a thing-in-itself, as it is not clear what in Kant would permit the move to tripartite division. However, presumably Brooke, in mentioning the intentional object, is simply indicating that the intended object exists in mental representations, rather than as a thing outside of the mind—a thing-in-itself—that is somehow also intended. 


� See Verhaegh (2001) & Verhaegh (2005) for further discussion of the cognitive value of “beautiful” fine-art.


� --So that we have meta-meta-internodal selections, which are selections of ordered series of ordered series of internodal selections, and meta-meta-meta-internodal selections, selections of ordered series of ordered series of ordered series of internodal selections, etc. Meta-meta-internodal selections would then suggest ordered series of internodal selections to examine next, meta-meta-meta-internodal selections would suggest ordered series of ordered series of internodal selections, etc. 


� Internodal selection would then involve a pre-determinant intentionality that is one step removed from objective-determinant intentionality; meta-internodal selection would have a form of pre-determinant intentionality that is two steps removed; meta2 would be three steps removed, etc.


� For further discussion of equivalences to objective-determinant judgment, see Verhaegh (2001), where partly-general heightening of cognition is related to truth-claiming.


� Here the search space could be the “weight space” of possible weight assignments or, otherwise put, internodal selections. If we are dealing with the Travelling Salesman Problem, the output selection might then be the total distance of the salesman”s route. [For discussion of the TSP, see Applegate, Bixby, Chvatal, and Cook (2001).]


� For discussion of “android epistemology,” see Glymour, Ford, & Hayes (2006).








