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Chapter 1

Introduction

Individual objects have potentials: paper has the potential to burn, an acorn has the
potential to turn into a tree, some people have the potential to run a mile in less than
four minutes. Some potentials have names: a vase’s fragility is a potential to break, a
person’s irascibility is her potential to get angry. Some potentials are classified as abili-
ties, such as your ability to read English; others are not, such as the paper’s potential to
burn. Some potentials are classified, by philosophers, as ‘dispositions’; these include
the vase’s fragility, a person’s irascibility, and an atom’s disposition to decay. Potentials
are often ascribed simply with the auxiliary ‘can’: paper can burn, the acorn can be-
come a tree, some people can run a mile in less than four minutes. This, in fact, is one
simple way of stating what all the properties I have so far mentioned have in common:
they concern what a given individual can do. I call any such property a potentiality, and
I believe that our intuitive grasp of the properties I mentioned already provides some
good pre-theoretical understanding of that term. I will provide an alternative way of

introducing the term in a moment.
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It goes without saying that the notion of potentiality is of Aristotelian pedigree, and
I believe Aristotle’s Metaphysics, book @, to be one of the most illuminating treatments
of it. With the rise of a certain reductive brand of empiricism and especially under the
influence of David Hume, talk of potentiality was regarded as suspect and became less
and less commonly appealed to in those strands of philosophy that led to contemporary
analytic philosophy — a fate it shared with many other modal notions, such as essence
and a metaphysically substantial notion of necessity and possibility.! The latter pair had
arevival in analytic philosophy with the development of modal logic and the discovery
that a semantics of ‘possibly’ and ‘necessarily’ can be treated as a special case of the
logic of the existential and universal quantifier, as long as we allow the quantifiers to
range over an infinity of ‘possible worlds’. The philosophical debate about the nature
of modality has subsequently focussed largely on the nature of those ‘possible worlds’.
In the process, the modal notions of an object’s potentiality or its essential properties
have been either neglected or explained in terms of those of possibility or necessity. To
many, they have remained suspect.

In recent years, the philosophical climate has changed somewhat. Kit Fine has
provided a theory of essence as irreducible to, and in fact prior to, necessity (see Fine
1994). Anti-Humean accounts of the laws of nature, admitting ‘necessary connections’
in nature, and some even locating these connections in dispositional properties of fun-
damental entities, are thriving (see, e.g., Ellis 2001, Bird 2007; Armstrong 1983 has
been instrumental in the rise of anti-Humeanism). Dispositions in general have re-
ceived a fair amount of attention in the recent metaphysical debate, though they tend to
be treated in isolation from other kinds of potentiality, such as abilities. The ideas put

forward in the pages to follow are part of that changed climate.

'T use the term ‘modal’ in the linguists’ sense: everything that is expressed by the modal auxiliaries is a
modality. Thus Fine (1994)’s ‘non-modal’ account of essence is, in my terms, not non-modal: it is merely
an account that rejects the reduction of one modality (essence) to another (necessity).
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This thesis is a plea for potentiality. It is a plea for recognizing a unified notion of
potentiality instead of selectively focussing attention on only some kinds of potential-
ity; and it is a plea for recognizing potentiality as (at least) equal in ontological rank to
possibility.

How exactly does potentiality relate to possibility? We may call the distinction be-
tween them a distinction between global and local modality. Possibility is global: its
being possible that such-and-such is not primarily a fact about any one particular ob-
ject; it is a fact about how the world could have turned out to be. Hence our intuitions
about what is possible and what is not can be captured by postulating, for everything
that is possible, a world that did turn out to be that way. Potentiality, on the other hand,
is local: a potentiality is a property of a particular object. That I have the potential to
write this thesis is first and foremost a fact about me; it is a property that I possess. The
distinction is paralleled by the relation of essence to necessity. Essence, like potential-
ity, is local: a property is essential o a particular object. Necessity, like possibility, is
global: its being necessary that such-and-such is not primarily a fact about one partic-
ular object, but a fact about how the world must be. The difference between essence
and necessity has been pointed out and studied by Kit Fine (1994).

This provides me with another way of introducing the notion of a potentiality:
potentialities are possibilities rooted in objects; they are like possibilities, but they
are properties of individual objects. They stand to possibility just as essence (on the
Finean view) stands to necessity.

Introducing the notion of potentiality in this way is not meant to provide a definition
or reduction, not only because it is metaphorical, but also because (as I will later argue)
potentiality should not be defined in terms of, or reduced to, possibility. The introduc-

tion is meant only as a heuristic device for philosophers who are more familiar with
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the global modalities of possibility and necessity. The notion of potentiality itself will
remain undefined and unreduced throughout the thesis. My plea for potentiality is to
show precisely that taking potentiality as a primitive or basic notion is philosophically
fruitful; that we can say a great deal about potentiality without defining or reducing it,
and that we can say a great deal about other things in terms of potentiality.

In particular, we can say a great deal about possibility in terms of potentiality. This
is the one main use to which I want to put the notion of potentiality: to develop a realist
account of possibility (and, thereby, of necessity) that is based entirely on potentiality.
Potentiality is, metaphorically speaking, possibility anchored in individual objects; I
claim that all possibility is thus anchored in some individual object(s) or other.?

The potentiality-based account does entirely without possible worlds, concrete or
abstract. I do not argue here that such an account is desirable, but there are various
lines of argument to that effect in the literature. Roughly, the reasoning goes as fol-
lows: if we give an account of modality in terms of possible worlds, those worlds are
either concrete, Lewisian worlds (locus classicus: Lewis 1986a) or some kind of ab-
stract entity, such as sets of propositions (loci classici: Adams 1974, Stalnaker 1976,
Plantinga 1974). As to the former, the ‘incredulous stare’ (Lewis 1986a) is a strong
objection; furthermore, it is hard to see what evidence could be adduced for that ini-
tially rather implausible claim; and finally, even if it were true that there are infinitely
many concrete universes, that does not seem to be a fact about possibility and neces-
sity, but rather a curious contingent fact about the one actual world, which includes all
those ‘universes’. If, on the other hand, possible worlds are sets of propositions, we

need some way to distinguish those sets of propositions that do from those that do not

2Similar ideas have been developed by Mondadori and Morton (1976) and Jacobs (2010), but neither of
them has focused on the direct link between potentiality and possibility. Borghini and Williams (2008) have
sketched a ‘dispositional theory of possibility’ that is similar to mine, but based on a different conception of
dispositions and spelled out in much less detail.
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correspond to genuine possibilities; mere logical consistency is not enough. If abstract
possible worlds are supposed to deliver a robust account of metaphysical modality, it
is hard to see how they can avoid circularity; if not, then they are simply irrelevant to
the metaphysical question of what possibility and necessity are, though they may be
useful heuristic and formal devices in studying certain properties of possibility and ne-
cessity. (Cf. Williamson 1998 and Jubien 2007 for contemporary versions of this kind
of criticism.)

I take these to be good prima facie grounds to provide an alternative account of
modality. The potentiality-based account has a further advantage: it provides a meta-
physics of modality that does not make the epistemology of modality entirely mysteri-
ous. Unlike contemporary accounts of possibility and necessity that appeal to possible
worlds, a potentiality-based account is firmly rooted in everyday life and thought. Po-
tentialities are ubiquitous in our ordinary thought about, and dealings with, the world:
we handle glasses carefully if they are fragile, we handle people carefully if they are
irascible or vulnerable, we learn languages in order to acquire the ability to speak them,
and practise the piano to improve our skills at it. A central advantage of my account
is that it treats modality not as a philosophers’ creature but as something on which we
plausibly have a good pre-theoretical grasp.

My aim in this thesis will not be to show that a potentiality-based account of pos-
sibility must be adopted, but rather that it can be adopted. I aim to show that given
our pre-philosophical grasp on some potentialities, in particular abilities and disposi-
tions, we have the materials to construct a non-reductive account of potentiality; and

that given this account, we have the materials to construct a theory of possibility from

3For more on the desirability of such an account, see Williamson (2007), whose take on the epistemology
of modality is of course a little different.
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it. My argument will therefore be mostly constructive rather than destructive. Here is
a brief overview of how it will proceed.

In chapter 2, I argue against the standard conception of dispositions as charac-
terized by counterfactual conditionals. On my conception, dispositions are a kind of
potentiality, and potentiality is possibility-like. It is possibility-like in that a poten-
tiality is characterized by its exercise, as a potentiality to ..., just as a possibility is a
possibility that ... . On the standard model, dispositions are dispositions to ... if ...,
akin to counterfactual conditionals rather than to possibility. My argument against the
standard model is at the same time, though not explicitly, an argument for a unified
conception of potentiality, and of dispositions as a kind of potentiality.

Chapter 3 does not yet provide that conception, but provides further and explicit
motivation for a general account of potentiality. I have said that potentiality stands
to possibility as essence stands to necessity. Kit Fine has argued that we should take
essence, not necessity, to be metaphysically more basic; I sketch an argument to the
same effect for potentiality and possibility, but note that its conclusion depends on a
suitably general account of potentiality. I have further employed of the modal auxiliary
‘can’ in introducing the notion of potentiality; in the second part of chapter 3, I propose
that ‘can’ is plausibly construed as ascribing potentiality, contrast my proposal with
the standard possible-worlds semantics of ‘can’, and conclude, again, that a general
account of potentiality is needed.

Chapter 4 then goes on to give what I have promised at the beginning: a unified pic-
ture of potentiality, covering both dispositions and abilities (and more than that). The
guiding question of the chapter is how far we can extend the notion of potentiality from
the initial examples of dispositions and abilities. I argue that we can extend it very far

indeed. We find that there are both intrinsic and extrinsic potentialities, that the logical
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behaviour of potentiality is much like that of possibility (e.g., having a potentiality to
be F-or-G entails having a potentiality to be F or a potentiality to be G; being F entails
having a potentiality to be F; etc.), and introduce the notion of an iterated potentiality:
a potentiality to have a potentiality to ... . Iterated potentialities greatly increase the
‘reach’ of any individual object’s potentialities; objects have iterated potentialities for
many more things than they have non-iterated potentialities for.

With all this in place, I set the notion of potentiality to work. Chapter 5 provides the
outlines of a potentiality-based account of possibility. The basic claim of the account
is simple: every possibility is ‘rooted’ in some potentiality, and thereby in some object.
Thus it is possible that p just in case there is (at some time) some object (or objects)
with an (iterated) potentiality for it to be the case that p. To be a serious contender, the
account needs to prove two things: its formal adequacy, and its extensional correctness.
Chapter 5 focusses on extensional correctness and, in particular, tries to meet the chal-
lenge that there might not be enough potentialities around to ground all the possibilities
that we think there are. Rather than putting forward a particular version of the account
with a particular solution to the challenge, I provide a survey of the options available
to a potentiality-based account of possibility in response to the various versions of the
challenge. Such an account has more options available to it than might first be thought.
Chapter 5 should establish the potentiality-based view of possibility as a promising
research programme.

That research programme must meet the further challenge of formal adequacy: it
must make sure that possibility, understood in terms of potentiality, turns out to have
the ‘right’ formal features, i.e. the features studied in modal logic (and validated by
possible-worlds based views of modality). In the sixth and final chapter, I meet that

challenge by formulating a fully formal treatment of potentiality and deriving from it
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the logic of possibility, which does in fact turn out to have the right kind of formal
features.

No metaphysical question can be treated in isolation from all others. In the course
of discussing potentiality and possibility, I will touch on many different issues in meta-
physics. In most cases, I try to remain neutral and offer different versions of my claim
to go with different views on these issues. This strategy cannot, however, be extended
to all cases; on two important questions I have decided to take a stand. I would be
interested to see how my arguments could be rephrased so as to be compatible with
opposing views, but doing so is beyond the scope of this thesis. The following two
assumptions will be made, without further argument.

First: realism about properties. 1 assume that there are properties, and that a prop-
erty is the kind of entity that different particulars can share. When two apples are both
red, then there is a property that they both possess, the property of being red. Accord-
ingly, different things can share a potential for the same property: the sheets of paper
in this thesis all share the potential to burn. Nominalists about properties have different
strategies in dealing with our ubiquitous talk of properties shared by things. One is to
claim that when we say that two apples share a property, what we say is not in fact
true, but something similar is (the two red apples have more or less exactly resembling
tropes, or they are both members of the same class of particulars that resemble each
other in a certain respect). Another is to claim that what we say is true, but analyse
away the apparent appeal to shared properties (what we really say is that things have
resembling tropes, or that they belong to the same class). I suspect that both strategies
could be applied throughout this thesis, making only slight alterations to my central
claims. But at the moment, I have no more than that suspicion to offer to the nominal-

ist.
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Second: properties and naturalness. 1 adopt a liberal approach to properties.
The properties that things possess include: electric charge, triangularity, being self-
identical, being green, being grue, and being such that it is raining. To be sure, some
of these properties are less natural than others. The list I just gave was arranged in
order of decreasing naturalness (though I am not sure about the place in that order of
a logical property such as being self-identical). Naturalness, that is, comes in degrees;
some properties are more natural and others less so, but the distinction is one among
properties and not one between what properties there are and aren’t. It may be thought
that there is a privileged set of ‘perfectly natural’ or ‘fundamental’ properties, which
are natural to the highest degree possible. Maybe so; but I am just as interested in the

rest of the spectrum.



Chapter 2

Dispositions

2.1 Introduction

Dispositions are modal properties. In saying of a vase that it is fragile, of a person
that she is irascible, or of a disease that it is transmittable, we are not, or not primarily,
saying something about what the vase, the person or the disease is actually doing, but
rather about what they would or could do. Yet in making these statements, we are not,
or not primarily, saying something about a possible course of events, but rather some-
thing about what this object could or would contribute to such a course of events. Thus
a fragile vase remains fragile when packed in styrofoam, a disease remains transmit-
table even when vaccination is available, and a person remains irascible when removed
from all provoking factors. The modality of a disposition is local to a particular object.

How does this local modality relate to the ‘global’ modalities to which philoso-
phers have devoted so much more attention — possibility, necessity, the counterfactual

conditional? Is there a ‘special relationship’ between dispositions on the one hand and

13
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some one of those global modalities on the other? If so, which modality is it, and what
is the special relationship?

The contemporary literature has a quick answer to parts of this question: there is a
special relationship, and it is with the counterfactual conditional. This answer deserves

to be called the Standard Model, and it comes in two steps:

The Standard Model. 1. Dispositionality is a two-place operator: a disposition is
always a disposition to M if S, where S is the disposition’s stimulus condi-
tion, and M its manifestation condition.

(For instance, fragility is the disposition to break if struck.)

2. A disposition to M if S is importantly (though we don’t quite know how)
related to the counterfactual: if x were to S, then x would M.
(For instance, fragility, being the disposition to break if struck, is related to

the counterfactual: if x were struck, x would break.)

Debates have then focussed exclusively on the final part of my question: what is
the relationship between dispositions and counterfactual conditionals — is it one of con-
ceptual analysis, metaphysical reduction, or something else? Finks and reverse finks
(Martin 1994), masks and mimics (Johnston 1992) and antidotes (Bird 1998) are now
widely believed to rule out an analysis of dispositions in terms of counterfactual condi-
tionals, as well as a straightforward reduction to them. Less straightforward reductions
have been suggested in the form of a multi-track view of dispositions (one disposition
is reduced to many counterfactuals), and recently some have suggested to replace the
counterfactual conditional by something a little weaker but still conditional-like, such
as a habitual (Fara 2005; a structurally similar proposal has been made by Manley and
Wasserman 2008). Even the staunch anti-reductionists, however, subscribe to the Stan-

dard Model. For them, the local modality of a disposition is not reducible to the global
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modality of the counterfactual, but the link between dispositions and counterfactuals
still holds: the irreducibility of dispositions to counterfactuals is taken as sufficient to
prove their irreducibility fout court (Molnar 2003), and some even suggest that, on the
contrary, it is counterfactuals that are reducible to, or ‘derived from’, dispositions (Bird
2007, Jacobs 2010).

In this chapter, I argue that this entire debate is based on a false assumption: the as-
sumption that the Standard Model is, roughly, correct. I will omit any problems about
finks, masks, antidotes and their like and ask the prior question: which modality is it
that is ‘specially related’ to, or inherent in, dispositions? I will present three arguments
against the straightforward version of the Standard Model, according to which there is
one counterfactual (finks and masks aside) to characterize any one disposition (section
2.2), and then consider its more sophisticated versions, the multi-track view and the
weaker counterfactuals (section 2.3). Finally, I will present my own view, which pro-
vides an entirely different answer to the question: the modality inherent in dispositions
is not the counterfactual conditional, but a species of possibility (section 2.4). The

Standard Model should be replaced by what we may call the Alternative Model:

The Alternative Model. 1. Dispositionality is a one-place operator: a disposition
is always a disposition to M, where M is the disposition’s manifestation
condition.

(For instance, fragility is the disposition to break.)

2. A disposition to M is importantly (though we don’t quite know how) re-
lated to the possibility claim: x can M.
(For instance, fragility, being the disposition to break, is related to the pos-

sibility claim: x can break.)
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In section 2.5, I address a challenge to my argument that arises from the link be-

tween dispositions and laws.

2.2 Three Arguments against the Standard View

2.2.1 Counter-Examples (and a Puzzle)

The literature on dispositions tends to focus on the so-called ‘philosophers’ dispo-
sitions’ (Prior 1985): dispositions which are possessed primarily by medium-sized,
inanimate objects. The range of examples includes fragility, solubility, inflammabil-
ity (and not much else). The model that is developed with a view to those examples,
however, is usually intended to apply to a much wider range of dispositions: the psy-
chological dispositions of animate beings such as ourselves, on the one hand, and on
the other hand the fundamental or close to fundamental dispositions of such entities
as atoms, electrons, and so forth. The philosophers’ dispositions seem to be seen as a
simpler case, one which allows for the formulation of a basic model. But it has been
recognized that these two intended areas of application, the (close to) fundamental and
the psychological, afford counterexamples to the standard model: dispositions that lack
a stimulus condition.

It has become a common observation (going back at least to Molnar 2003, 85, who
names the muon) that certain particles have a disposition to decay which is manifested
spontaneously, without any triggering event that might be considered its stimulus. On
the psychological side, libertarians may want to ascribe to human beings certain powers
or dispositions the manifestation of which is not triggered by anything, but is an act of
pure spontaneous, free will (again, see Molnar 2003). Less controversially, Manley

and Wasserman (2008) have noted that ‘talking in any situation at all can manifest
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loquaciousness, and anger in any situation at all can manifest irascibility.” (Manley and
Wasserman 2008, 72)

We need to be careful, however, in seeing just how these cases are counterexamples
to the standard model. For there are two rather different ways in which a disposition
may be said to lack a stimulus condition.

First, a disposition may manifest spontaneously at any (or some) given occasion,
with no stimulus or triggering condition whatsoever. A particle’s disposition to decay
or the libertarian powers are intended to belong to this category. It is, of course, a
controversial question whether or not there are such ‘active’ dispositions, and I will not
here try to convince you that there are. For the present purpose, it is quite sufficient to
note that this controversial question is a question, and a substantial one — not one that
should be settled almost by definition, in the very account we give of what dispositions
are. Active dispositions are certainly a conceptual, and prima facie also a metaphysical,
possibility. So the characterization of dispositions, whether it is intended conceptually
or metaphysically, ought not to exclude them from the very start. But that is precisely
what the standard model does.

Second, there may, at any occasion of a disposition’s manifestation, be a cause of
that manifestation — but these causes or triggering conditions may be so radically differ-
ent that there is no non-trivial common description of them (no common determinable
of which they are determinates). Hence there is no one property to serve as the disposi-
tion’s stimulus condition, and no antecedent for the counterfactual conditional. This, I
take it, is the kind of case that Manley and Wasserman envisage: a person’s irascibility
may, on every occasion of manifestation, be triggered by something or other, but there
is nothing general to be said about the conditions that do trigger it, and a manifestation

is a manifestation of irascibility quite regardless of what triggered it.
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This second class of counterexamples is much less controversial than the first; but
it too serves to refute the standard model. Just how large is the class of these less
controversial counterexamples? My impression is that counterexamples of the second
kind are now generally acknowledged to exist, but they are regarded as some sort of
anomaly, a special case that will have to be accommodated eventually but should not be
viewed as central. Centre stage is still taken by counterfactuals and those dispositions
that appear to conform to the standard model, the philosophers’ dispositions. I will
have a closer look at those dispositions in the next two sections, but first I would like
to adduce some preliminary evidence that my second class of counterexamples is a
wide-spread phenomenon indeed.

There is a simple and generally effective way to pick out a disposition, even one
that does not have a name yet: take a transitive verb, say, ‘wash’ or ‘read’, and suffix
it with ‘-able’ or ‘-ible’ to yield an adjective, say, ‘washable’ or ‘readable’. You may
have encountered these two adjectives before, but it is easy to form new ones using
the familiar suffixes: thus a pot may be smashable, a path walkable, and a game of
chess winnable. Do these adjectives, familiar or new, pick out dispositions? It would
seem so: for if ‘vulnerable’, ‘irascible’ and ‘inflammable’ succeed in picking out dis-
positions, there is (prima facie) no reason why ‘washable’ or ‘walkable’ should not.
In general, it seems that we can reliably form disposition terms following this simple
recipe: take a verb, add ‘-able’/‘-ible’, and you have a disposition-ascribing adjective.
Note, however, that the recipe requires one verb, and one only; the suffixes are one-
place operators. But dispositionality, on the standard model, is a two-place operator:
to characterize a disposition, we need a stimulus and a manifestation. It seems clear
that in our simple recipe, the verb gives us the manifestation, not the stimulus condi-

tion. If the dispositions thus picked out have a stimulus condition, where does it come



CHAPTER 2. DISPOSITIONS 19

from? Are terms such as ‘washable’ or ‘walkable’ systematically ambiguous between
different dispositions with different stimuli? That claim would certainly need further
support. A more plausible answer is that these dispositions are like loquaciousness and
irascibility — that they too have no stimulus condition, even if it may be the case that
each one of their manifestations has a cause.

It should be noted that my recipe does not always yield disposition ascriptions:
witness such adjectives as ‘regrettable’, ‘admissible’, or ‘honourable’. A regrettable
state of affairs is not one that would or could be regretted (under certain circumstances),
but one that may or should be regretted; an honourable person is not disposed to be
honoured (under certain circumstances), but rather is such that she may or ought to be
honoured. In other words, the suffixes ‘-able‘/‘-ible’ can take a deontic meaning instead
of the circumstantial one that they have when forming disposition terms. And yet there
seems to be a close connection between these two uses of the suffixes, and cases that
are not very easily assigned to either side: is an adorable baby, for instance, one that is
disposed to be adored, or one that may or should be adored? This connection between
disposition-ascribing terms and terms expressing deontic modality is a puzzle for the
standard model, for it is unclear how the counterfactual conditional relates to deontic
modality. A solution to this puzzle will be offered later, in the course of presenting my
positive account (section 2.4).

For now, I will continue with my negative argument. For as I said, there is a ten-
dency to view the so-called philosophers’ dispositions as central, and take them to be
adequately characterized by the standard model and the counterfactual conditional. The
following two sections are devoted to showing that, whether or not the philosophers’
dispositions are indeed central (I see no reason why they should be), they too are not

adequately characterized by the standard model. Indeed, fragility, that favourite exam-
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ple of a philosophers’ disposition, falls into my second category of counterexamples to

the standard model, together with irascibility and loquaciousness.

2.2.2 Philosophers’ Dispositions: A Closer Look at Fragility

Fragility, it has been said, is the disposition to break if struck. I take it that the mani-
festation is relatively unproblematic. The stimulus, however, is not — or so I will now
argue.

A fragile glass may manifest its fragility in breaking upon being hit with a spoon,
being dropped onto the floor, being sung to by a soprano, or being subjected to pressure
over a period of time. Fragile parchments break upon being merely touched, and a
fragile old wooden chair may split when transferred into a different temperature. Only
the very first example — hitting with a spoon — would qualify as ‘striking’ in the ordinary
sense.

It may be replied that ‘striking” was never intended to be used in the ordinary sense.
Rather, it is to be understood as a term of art covering the different yet similar processes
that can stimulate the manifestation of fragility. (Some authors, I presume for this
reason, use ‘stressed’ instead of ‘struck’.) I happily concede that it does not matter
whether or not we have a word that covers all these processes; all that matters is that
they have something in common. For if they do not, then again there is no one property
to serve as the stimulus condition of fragility, and no antecedent for the counterfactual
that characterized it. What, then, do the different processes have in common?

A first and simple answer is that they are all normal or non-extreme causes of
objects’ breaking; they are clearly different from such abnormal and extreme causes
of breaking as being hit by a meteor or being run over by a bulldozer. The fragile

objects, on this characterization, will be those that break from normal, as opposed to
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extreme, causes. But then the stimulus condition is no longer doing any work: the only
qualitative characterization that entered into the definition of fragility is breaking. We
can say that fragility is the disposition to break, and that to be disposed to F is to F
from normal causes of F-ing. I think such a characterization is close to being correct.
But it has no role for a stimulus condition; it does not save the standard model.

To save the standard model, then, we would need to find something that these pro-
cesses have in common independently of their being (normal) causes of breakings. At
this point, the defender of the standard model may point out that it is not the philoso-
pher’s job to tell us what it is that they have in common: we should leave it up to the
physicist, or perhaps the material scientist. The philosopher merely needs to claim that
the processes I have mentioned are, at bottom, all species of some uniform kind of
physical process; what kind of physical process this is, is not a question she needs to
answer.

Note that it would not be enough for science to tell us that hitting and dropping,
heating and singing are indeed all species of some common genus — of course they
are: they are all physical processes. Rather, we need to be told that these processes,
or indeed all the processes that can trigger the manifestation of an object’s fragility,
are the only species of their common genus. For if some other kind of process — say,
washing — fell under the same genus but did not trigger manifestations of fragility, then
that genus would be worthless as a stimulus condition. Take my observation that all the
processes I have mentioned are physical processes: this does not enable us to formulate
a stimulus condition for fragility, ‘being subjected to a physical process’, for there are
many physical processes that do not trigger manifestations of fragility.

On the strategy under consideration, the defense of the standard model is hostage

to actual empirical discovery. If physics or material science tell us that there is, after
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all, nothing that hitting and dropping have in common with heating and singing (etc.)
but do not have in common with anything else, then that strategy fails. And indeed I
am told that this is the case: the only thing these processes do have in common is their
being causes of breakings (so we are back to the first answer). But I do not need to rest
my argument on this empirical observation. For suppose for a moment that science did
tell us what the standard model needs: that the processes which trigger manifestations
of fragility are (the only) species of some genus of physical process. That would seem
to be mere luck. We are perfectly able to pick out properties such as fragility with our
dispositional terms, without any presumption as to, or any knowledge of, there being a
uniform stimulus condition. Why then should we expect that all of the properties thus
picked out do in fact possess a unified stimulus condition? Why should we expect to be
lucky in each and every case? There is no good general reason for such an expectation,

and a fortiori no reason to build that expectation into our account of dispositions.

2.2.3 Quantities and Counterfactuals

The previous section showed that the stimulus condition for a disposition such as
fragility is qualitatively too varied to form one stimulus condition. In this section I will
argue that even with any one qualitatively unified stimulus condition — such as striking
in the ordinary sense — we will not normally obtain a counterfactual conditional that
could adequately characterize the disposition. The reason is that the putative stimulus
conditions for philosophers’ dispositions are typically quantities: determinable proper-
ties that come with a continuous scale of determinates, ordered by a relation of ‘greater
than’. For instance, striking, if understood as the exertion of mechanical force, is a de-

terminable with such determinates as ‘striking with a force of exactly 8.35 N’. In this
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section, I am going to argue that quantities like striking fail to embed in a counterfactual
conditional in the way that would be required for characterizing a disposition.

The argument applies to two kinds of view. First, the view that I have already
argued against in the preceding section, according to which the stimulus condition of
a disposition is a (qualitatively) uniform kind of process; my argument will show that
even a uniform stimulus condition cannot save the standard model, if it is a quantity.
Second, the view that accepts my argument in the preceding section but draws from
it the conclusion that fragility is a multi-track disposition, characterized by a range
of counterfactuals such as ‘if x were struck, x would break’, ‘if x were subjected to
pressure over a period of time, x would break’, etc. Applied to that second view, my
argument will show that if fragility is multi-track, then it has infinitely many ‘tracks’.
(A view that accepts this conclusion will be discussed in the next section, 2.3.1.)

Take, then, the counterfactual ‘if x were struck, x would break’ as a (partial) char-
acterization of fragility. That counterfactual is not quite enough. Just about anything
would break if struck with some sufficient force (my desk would break if struck by
a large hammer); just about nothing would break if struck with any force whatsoever
(even a fragile parchment may withstand a very light touch). That is not what was
meant, of course: ‘struck’ just abbreviates ‘struck with the appropriate force’. How-
ever, that merely shifts the problem: what is ‘appropriate’? We may assume that the
appropriate force is to set a threshold: a fragile object breaks if struck with at least
such-and-such force. Presumably, that threshold will be fixed by context, and may be
fixed differently by different contexts. What I will have to say holds with regard to any
one context; so I will omit mention of contexts in the following and ask the reader to
understand all that I say as indexed to one and the same context. Given a particular

context, then, where exactly is the threshold to be set?
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Note, first, that each fragile object comes with its own (context-independent) thresh-
old. Some very fragile objects would break (finks, masks and antidotes aside) if struck
with 1N or more, but not if struck with less; others may break if struck with 5N or
more but not if struck with less; and finally, there will be an upper bound, m, such that
the least fragile objects — those that we are just about still prepared to call fragile (in
the context at issue) — would break if struck with m or more, but not if struck with less.
Anything that would break, finks and masks aside, only if struck with a force greater
than m, will no longer qualify as fragile. So we get an interval from the most fragile
objects’ threshold to that of the least fragile ones. Let us pretend, for the sake of a
definite example, that this interval goes from 0.1N to 10N. Where in that interval is the
threshold to be set for fragility, the property shared by all those many objects?

There are three options.

First option: set the threshold at 0.1N, with the most fragile objects. Fragility then
is the disposition to break if struck with at least 0.1N; the counterfactual that holds
(finks and masks aside) of any fragile object x is: if x were struck with at least 0.1N,
then x would break.

But that counterfactual is not true of any but the most fragile objects. Take a
medium-fragile object, one that would break if struck with at least SN, but not if struck
with less. It is not true of that object that it would break if struck with at least 0.1N:
there are some situations, e.g. one where it is struck with exactly 2N, where that object
is struck with at least 0.1N but does not break. Finks and masks play no role in this.

Second option: set the threshold at 10N, with the least fragile objects. Fragility,
then, is the disposition to break if struck with at least 10N; the counterfactual that
holds (finks and masks aside) of any fragile object x is: if x were struck with at least

10N, then x would break.
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This counterfactual, to be sure, is true of all the fragile objects. It does not, however,
adequately capture their shared fragility. Take, again, our medium-fragile object, which
would break if struck with at least 5N, but not if struck with less. Strike it with a force
of 8N; nothing devious is going on; the object breaks. Has it thereby manifested its
fragility? Surely we should say that it has. But on the present proposal, we cannot say
that: for fragility, on the present proposal, is the disposition to break if struck with at
least 10N, and our object has not been struck with at least 10N. In fact, on the present
proposal, it is almost only those breakings which are not specific to fragile objects
that count as manifestations of fragility: breaking upon being struck with 10.1N, 11N
or 100N. Breaking upon being struck with any force less than 10N is excluded from
being a manifestation of fragility; breaking upon being struck with any force of 10N or
more are included among the manifestations of fragility. The proposal gets it exactly
the wrong way around.

The first option, then, classified too few objects as fragile; the second option clas-
sified the wrong breakings as manifestation of fragility. A third option is to set the
threshold somewhere in between. But it should be obvious that far from solving the
problems of the two earlier options, this will incur the problems of both.

My three options have been exhaustive, assuming (i) that the threshold for fragility
must be set somewhere in the interval from 0.1 to 10N, and (ii) that it must be set using
‘at least’. I think that (i) is too obvious to be discussed; but (ii), while attractive, is not
entirely obvious. So let me look at an alternative to ‘at least’.

The obvious alternative is ‘at most’. Here we can go through the same three options
as above, incurring essentially the same problems.

Saying that the fragile objects are those that break if struck with at most 0.1N is

obviously not an option: for this counterfactual is not even true of the very most fragile
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objects. Saying that the fragile objects are those that break if struck with at most 10N
prima facie looks better, but has the same undesirable consequence: for this requires
breaking upon being struck with any force below (and including) 10N, for instance, a
force of 0.01N (or even less). But again, this will not be true of any but the very most
fragile objects — and perhaps not even of them, since there will likely be some positive
force, and a fortiori some positive force below 10N, that cannot even cause the most
fragile object to break. And again, setting the threshold anywhere in between will not
help.

There may be a few more moves available to the defender of the standard model,
but as far as I can see they will all be subject to the exact same problem: quantities and
thresholds just do not embed in counterfactuals in the way required for the standard
model to work. If the defender of the standard view wants to dispute this, the burden

of proof is on her.

2.3 Adjusting the Standard View

2.3.1 Multi-Track Dispositions

My arguments so far have shown that for at least a very large range of dispositions,
there is no one counterfactual to characterize any one of those dispositions, and so the
modality inherent in those dispositional properties cannot be that of any one counter-
factual.

That, of course, is not yet to refute the standard model altogether. My argument has
shown that there is no one counterfactual to characterize any one of these dispositions;
it has not shown that there are not very many counterfactuals that characterize any one

disposition, nor that there are not other dispositions that are each characterized by one
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counterfactual. The defender of the standard model may embrace the conclusion of
my argument in the previous section, and say that dispositions are indeed multi-track
with infinitely many ‘tracks’. Fragility, then, will be characterized not by any one
counterfactual such as ‘if x were struck, x would break’, but rather by infinitely many
counterfactuals such as ‘if x were struck with a force of at least 8.35N, it would break’,
‘if x were subjected to a pressure of at least 2.46N over at least 10 hours, it would
break’, etc. The ‘real’ dispositional properties will be those that are characterized by
only one such conditional: the disposition to break if struck with a force of at least
8.35N, for instance. A certain range of these specific dispositions will be characteris-
tically possessed by the objects that we call ‘fragile’; but there is nothing substantial
that all of these dispositions have in common with each other and nothing else, nothing
to set them apart from the many similar dispositions (e.g., the disposition to break if
struck with at least 11.67N) that do not count in favour of an object being fragile. What
this goes to show, the defender of the multi-track view will say, is merely that our ev-
eryday dispositional terms such as ‘fragile’ do not pick out natural properties (or even
nearly natural properties), but a relatively random selection of more natural properties
that we happen to be interested in. (For a strategy along these lines, see e.g. Lewis
1997 and Cross 2005.)

It is clear that such a view avoids my second challenge, the lack of a uniform
stimulus condition. If there are infinitely many counterfactuals, there may be infinitely
many stimulus conditions to go into their antecedents; my observation is built into
the view from the start. My final challenge concerning the quantitative nature of any
one putative stimulus condition can also be answered. To see how, consider first an
unsuccessful strategy for the multi-track view. The strategy is to claim that there is a

(non-natural) set of specific dispositions for which ‘fragile’ is an umbrella term; and
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that a statement of the form ‘x is fragile’ will be true just in case the object referred to
by ‘x’ possesses all the specific dispositions in this set. That strategy faces a problem of
the same kind as the one I have pointed out in the previous section: only the very most
fragile object will satisfy the predicate ‘... is fragile’. A better strategy is suggested by
Manley and Wasserman (2008): to satisfy ‘... is fragile’, an object has to possess most,
but not all, of the specific dispositions (or, equivalently, to satisfy most but not all of
the specific counterfactuals).

It is when we look back to my very first objection that the multi-track view has
some trouble in solving the standard view’s problems. In section 2.2.1, I distinguished
between two types of counterexamples: active dispositions and dispositions with no
uniform stimulus condition. The latter we have already seen to be solved by the present
view. But it is less clear how the view is to accommodate the former: no counterfac-
tuals, no matter how specific, will be true of a disposition the manifestation of which
comes about spontaneously. Whatever causal input is given to an object possessing
such a disposition, the object might or might not manifest its disposition, hence it is
not the case that the object would manifest its disposition.

This, then, is a first worry about the multi-track view. It does a fairly good job at
answering the objections to the standard view, but it cannot quite complete that job.
But there is a second worry about it, which goes deeper than the first; it concerns the
motivation of the multi-track view.

Here is a very simple and schematic story of how we come to adopt the multi-track
view. When we begin to philosophize about dispositions, we need some mutual un-
derstanding of what it is that we are theorizing about. Such mutual understanding is
very often achieved by agreeing on certain paradigm examples: ‘By a “disposition”, I

mean a property such as fragility, solubility, irascibility — that kind of thing.” (If we are
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interested in discussing the metaphysics of dispositions, the mutual understanding had
better not be achieved by characterizing the nature of dispositions — for that is exactly
what is at issue.) With the paradigm examples in hand, we then develop a first and ten-
tative schema that characterizes them, and which may be hoped to generalize and help
us achieve a more general account of dispositions. This schema, of course, has his-
torically been the (counterfactual) conditional, and with it a two-place dispositionality
operator: ‘Fragility seems to be the disposition to break if struck, so let’s think of dispo-
sitions in general as dispositions to ... if ...’. It is then discovered that the schema does
not quite fit the original examples — as I have argued in sections 2.2.2-2.2.3, fragility
is not (adequately characterized as) the disposition to break if struck. The multi-track
view then asks us to retain the schema while dropping the initial examples: dispositions
in general are counterfactual-like dispositions to ... if ..., but fragility is not properly
speaking one of them. But what reason do we have to retain the schema if it turns out
not to characterize out initial paradigmatic examples? If what we characterize is not
fragility and ‘that kind of thing’, have we not simply changed the topic?

In short: perhaps the multi-track view can save a counterfactual-like conception
of dispositions (though my first worry should raise some doubts about that); but why
should we save it at the cost of giving up those dispositions that we started with? Why
should we take the specific disposition to break if struck with at least 8.35N (at such-
and-such an angle, etc.) to be more fundamental than the more familiar disposition of
fragility just because the former can, and the latter cannot, be adequately characterized
by one counterfactual conditional? This would presuppose precisely what is at issue:

that a disposition, to be ‘real’, needs to be counterfactual-like.



CHAPTER 2. DISPOSITIONS 30

2.3.2 Weak Counterfactuals

I have mentioned Manley and Wasserman (2008) as proponents of a multi-track view.
Their view, however, is open to a slightly different interpretation, which would evade
my doubts about the motivation of the standard view. Roughly, the strategy is this:
instead of saying that most of a set of counterfactuals have to be true of x for x to count
as fragile, they build the modal force of ‘most’ into the counterfactual itself. A fragile
thing is not one that would break in all cases where it is struck (as the counterfactual
proper would have it), but rather one that would break in most cases where it is struck.
A linguistic construction that bears the modal force of ‘most’ rather than ‘all’ has been
supplied (independently, I believe) by Fara (2005): the habitual ‘x breaks when struck’.
Whatever differences of details there may be between Fara’s and Manley and Wasser-
man’s accounts, both attempt to solve problems for the standard model by weakening
the counterfactual. I will focus on Manley and Wasserman’s treatment, which is more
explicitly metaphysical.

As the title of their paper indicates, Manley and Wasserman (2008) are concerned
with the link between dispositions and conditionals. They quickly give up on a one
disposition—one conditional model (though, again, not for the reasons I have men-
tioned, but rather because of finks and masks). Instead, they take up a suggestion

from Lewis (1997) and focus on very specific conditionals such as

(IC) N would break if dropped on Earth from over half a metre onto a surface with
a Shore measurement greater than 50A, through a substance with a density less

than 50 kg/m>. (p. 67)

or
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(EC) N would break if dropped on Earth from exactly one meter onto a surface with a
shore measurement of exactly 90A, through a substance with a density of exactly

1.2 kg/m?.

I'have so far focused on conditionals of the (IC) variety, but Manley and Wasserman
concentrate on (EC)-type conditionals.

Clearly, (IC) and (EC) are very much like the specific conditionals that I considered
in the preceding section, spelled out in more detail. Manley and Wasserman note, as
I did, that dispositions come in degrees, and that the more fragile objects will have a
greater number of specific conditionals true of them than the less fragile one. They
propose that the fragile objects are those of which most or, rather, a ‘suitable propor-
tion’ of a certain class of conditionals such as (EC) are true. This, of course, sounds
just like a version of the multi-track view. But Manley and Wasserman then go on to
give a slightly different formulation.

Call the antecedents of conditionals such as (EC) C-cases; thus (EC) gives us the
C-case of being dropped on Earth from exactly one metre onto a surface with a Shore
measurement of exactly 90A, through a substance with a density of exactly 1.2 kg/m?.
Then we can restate the proposal to say that the fragile objects are those that break in a

suitable proportion of the C-cases for fragility; or in general,

(PROP) N is disposed to M when C if and only if N would M in some suitable pro-

portion of C-cases. (p. 76)

Here the ‘suitable proportion’ is quantifying not over counterfactual conditionals
(as it does on the multi-track view), but rather over C-cases. But what exactly is a
C-case? Here is what Manley and Wasserman tell us: the term ‘C-case’, or ‘stimulus

condition case’, is to be used ‘for every precise combination of values for heights,
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Shore measurements, densities of the medium, and so forth.” (p. 74f.) Metaphysically,
C-cases ‘are to be construed less coarsely than worlds: a world may contain many
dropping-cases.” (p. 74, fn. 19) The best candidate for the ontology of C-cases would
seem to be a centered world: a triple of a world, an object, and a time.

C-cases, then, are not general: they are very specific possible situations. (PROP),
it seems, does not quantify over conditionals; it quantifies over possible situations. But
that is just what a counterfactual does (at least on the standard interpretation). The
difference is that a counterfactual applies universal quantification to a class of possible
situations, or possible worlds: ‘if x were struck, then x would break’ is true just in case
x breaks in all the relevant possible situations in which it is struck. (PROP) replaces
this universal quantification by a weaker, proportional, kind of quantification: it is not
in all, but in most or some suitable proportion of possible striking-situations that a
fragile glass breaks.

I have taken such pains to reconstruct the alternative interpretation of Manley and
Wasserman’s account because it avoids my main objection to the multi-track view.
The objection was that the multi-track view gives up on properties such as fragility in
favour of a schema the motivation for which was derived from such properties. Unlike
the multi-track view, Manley and Wasserman do give us an account of properties such
as fragility as more than a random collection of other, better behaved, dispositions. For
an object to be fragile is for it to break in most (or in a suitable proportion) of the
C-cases for fragility. The next question, then, is: can that characterization answer my
earlier objections in sections 2.2.1-2.2.3? And in particular, how are the ‘C-cases for
fragility’ determined?

To begin again with my third objection, the quantitative factorization of qualita-

tively uniform stimulus conditions that I have pointed out in the preceding section is



CHAPTER 2. DISPOSITIONS 33

not a problem. As far as striking is concerned, the threshold may be set as low as we
like, say at 0.1N; it will still be true that the fragile objects break in a suitable proportion
of cases where they are struck with at least 0.1N.

The problem pointed out in my first and second objection, the lack of a uniform
stimulus condition, is noted in general by Manley and Wasserman (though not clearly
distinguished from genuinely ‘active’ dispositions), even as potentially applying to

fragility (p. 72), and they claim to have solved it:

Because the C-cases in our domain need not be restricted in any way,
absent stimulus conditions are not a problem for (PROP). We can simply
allow that N is loquacious just in case N would talk in a suitable proportion

of situations—any situations at all. (Manley and Wasserman 2008, 77)

The idea, then, is that where a disposition does not come with a stimulus condi-

3

tion, ‘C’ in (PROP) is to be understood as the trivial condition, applying to all cases
whatsoever; we may replace it with the trivial truth T.

Manley and Wasserman believe that they have well integrated stimulus-less dispo-
sitions into their picture in this way. But the divide between the stimulus-less disposi-
tions, those with no restriction on C, and the dispositions that do have a stimulus and a
restriction on C, is wider than expected. For the ‘suitable proportion’ of cases, the new
modal force that has replaced the old one of the counterfactual conditional, will have
to be quite different depending on whether there is a restriction on C or not. Suppose
for a moment that fragility could after all be given a uniform stimulus condition (‘strik-
ing’). In that case the C-cases will include only cases where an object is subjected to
that stimulus condition: cases where it is struck, hit, dropped, etc. A fragile object will

break in most of these cases. If, on the other hand, I am correct and there is no uniform

stimulus condition for fragility, then its C-cases will include many more than the ones
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I have just mentioned: they will include cases where the object in question is sitting on
a shelf or otherwise undisturbed. Even a very fragile object will break only in a few
of those cases. The modal force of fragility, then, depends very heavily on whether or
not it can be given a (uniform) stimulus condition. And in general, the modal force,
which is the ‘suitable proportion’ of cases, will be very different for those dispositions
that do have a stimulus condition from those dispositions that do not. It will be very
close to ‘most’ in the case of dispositions with a stimulus, and very close to ‘a few’ for
those without one. And this, [ submit, is an entirely ad hoc difference: the modal force
of ‘fragile’ does not depend on whether or not we can formulate a uniform stimulus
condition for it, and the modal force of cases that have no uniform stimulus condition
is not so vastly different from those that happen to have one.

The problem arises from a tension between two ideas. On the one hand, Manley
and Wasserman recognize that we cannot have a stimulus condition, or a restriction on
C-cases, for all dispositions. On the other hand, they do postulate a stimulus condition,
or a restriction on C-cases, for some dispositions. Adopting both claims leads to the ad
hoc difference that I have complained about, and I have argued that the former claim
is true. The solution is obvious: abandon the stimulus condition, or the restriction on
C-cases, altogether.

It is time now to consider an alternative: one that does away altogether with the
stimulus condition in characterizing what a disposition is, and understands dispositions
not in terms of a two-place operator ‘disposed to ... if ..’, but in terms of a one-
place operator ‘disposed to ... The next section will be devoted to formulating this

alternative account.
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2.4 The Alternative Model: Dispositions and Possibil-
ity
2.4.1 Preliminary Remarks

Dispositionality, then, is to be treated as a one-place operator. Fragility is the disposi-
tion to break, fullstop. This does not yet answer the question: which modality is it that
is inherent in, or taht characterizes, dispositions in general and fragility in particular?

The most natural suggestion is that it is some kind of possibility. This suggestion is
confirmed, and a special kind of possibility is highlighted, when we look up the stan-
dard examples of dispositional terms in the Oxford English Dictionary. Fragile things,
we are told there, are those that are ‘liable to break or be broken; ... easily destroyed’.
‘Soluble’ means ‘capable of being melted or dissolved’, and to be ‘irascible’ is to be
‘easily provoked to anger or resentment’.

From the dictionary definitions we can take two suggestions. One is just plain pos-
sibility: this is the modality inherent in ‘liable to break’ or ‘capable of being melted’.
Not quite metaphysical possibility, perhaps, but possibility restricted by laws of nature
and some other constraints to the effect that things take their normal course — the kind
of possibility that we express in ordinary language when we say such things as ‘This
can break’, or “You can grow hydrangeas on this soil .

Plain possibility, or possibility restricted in this ordinary way, cannot be quite right,
however, at least not for the case of fragility. For certainly not everything that can break
is fragile: plant-pots, brick-stones and even bridges made of steel can break, but they
are not therefore fragile. (Our standards for fragility may shift with context, but they do
not shift in the same way as those for ‘can’.) What distinguishes the fragile things from

other things that can break? The dictionary definitions suggest that the former, but not
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the latter, can easily break or be broken. Similarly, almost everyone can be provoked
to anger, but an irascible person can be easily provoked. The naturalness of ’easily’
in connection with dispositions is confirmed by its slipping into characterizations of a
disposition even when given in the stimulus—manifestation scheme: witness Alexander
Bird’s characterization of fragility as ‘the disposition to break easily when stressed’
(Bird 2007, 19), or Stephen Mumford’s introductory remark in his book that ‘although
virtually all objects are breakable, it is only those which break easily ... that are called
fragile’ (Mumford 1998, 5). Notably, the term does not play any role in either author’s
official characterization of dispositions.

The suggestion, then, is that the modality involved, at least in the dispositions of
fragility and irascibility is not just plain possibility, but easy possibility. I will look
at easy possibility in some more detail in a moment. First, let me note that, whatever
our conception of easy possibility, it is of course not the case that an object is fragile
(at time ) just in case there is an easy possibility (at 7) that it breaks. Pack a fragile
glass in styrofoam, and there is no easy possibility that it breaks; place a rock in front
of a bulldozer, and there is an easy possibility that it breaks. This, however, should
not be a problem for the proposal: as we have noted, dispositions are properties of
individual objects and as such behave differently from a more global modality such as
(easy) possibility. Let me offer two ways of stressing this point, one for those without,
and one for those with, reductive inclinations.

The non-reductionist version. If you are willing to accept that dispositions are
modal properties, and that modal properties should not be reduced to any other modal-
ity, then the search for ‘the modality involved in dispositions’ is not a search for the
precise truth-conditions of disposition ascriptions. It is, rather, a search for certain par-

allels that allow us to formulate a rough, though not an entirely adequate, model for
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dispositions. You may have thought, until now, that that model was going to be that of
counterfactual conditionals: fragile things are such that they would break if struck. Of
course, fragility is a matter of how things stand with an object itself, and the counter-
factual takes into account not only how things stand with a particular object, but also
how things stand outside that object; so we need not be surprised if the truth of ‘x is
fragile’ and the truth of ‘x would break if struck’ do not always go together. If this has
been your view so far, then my recommendation is to simply transfer it onto easy pos-
sibility: a fragile thing is one that can easily break; but of course, fragility is a matter
of how things stand with an object, and easy possibility concerns not only that but also
how things stand outside that object; so we should not be surprised if the truth of ‘x
is fragile’ and the truth of ‘x can easily break’ do not always go together. If you have
been content to treat counterfactuals as providing a rough model and an interesting
parallel to dispositions, then I submit you should be content to treat easy possibility as
providing merely a rough model and an interesting parallel to dispositions. My claim
is that it is the better model and the more illuminating parallel.

The reductionist version. Much of the literature on dispositions and conditionals
has been concerned with more than just rough models and illuminating parallels. It has
accepted that, as properties of objects, dispositions are somewhat different from just
any counterfactual, as is shown by the possibility of finks, masks, antidotes and their
like. It has then tried to manipulate the counterfactuals accordingly. Lewis (1997),
for instance, builds the condition that the individual retain its physical base for the
disposition in question into the antecedent of the counterfactual. If, as I suggest, we
drop the stimulus condition and with it the counterfactual, and adopt instead a one-place
dispositionality operator akin to possibility, that strategy is of course not an option.

But there is a different strategy, also suggested by Lewis and explicitly aimed at a
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treatment of ‘can’: instead of supplying implicit content to what is in the scope of a
modal operator, the strategy is to manipulate the accessibility or closeness relation.
Following cues from Lewis (1979) and Lewis (1976), we can try homing in on the
property-hood of dispositions by treating dispositions as a special kind of restricted
possibility: restricted not only by the actual laws of nature and the like, but also by
the intrinsic constitution of the object to which we are ascribing the disposition. It
will be true that an object x is disposed to F just in case the object F’s in at least one
close world; and into the conditions for a world to count as close we build, among
other things, the condition that the intrinsic constitution of the object in question, or
even only parts of that intrinsic constitution (the dispositions’s physical base), is held
fixed, while contingent circumstances external to the object are not. Thus a glass’s
molecular constitution and the fact that it has a slight crack will be the same in all the
close worlds, but the fact that it is packed in styrofoam as opposed to standing near the

edge of a table will not.

2.4.2 Easy Possibility and the Case of Fragility

So much for the reductionist or non-reductionist options. Let us now look at the modal-
ity that is suggested by the dictionary definitions I have cited: easy possibility.

Easy possibility is not a stranger in philosophy: Timothy Williamson has used it in
his account of knowledge (see Williamson 2000, also Williamson 1994 and Sainsbury
1997), and Christopher Peacocke (1999) has appealed to it in his compatibilist account
of freedeom. For our purposes, it is enough to say that there is an easy possibility
that p just in case there is at least one close world in which p, where closeness is a

matter of similar initial conditions (not of the world, but of a temporal portion of it).

'In the next chapter, I will provide reasons to prefer the non-reductionist version, and will also explicitly
address the Lewisian semantics of ‘can’.



CHAPTER 2. DISPOSITIONS 39

For instance, suppose that a glass is standing close to the edge of a table, and with a
careless movement I almost hit it. There is an easy possibility that the glass breaks
because in some world with very similar initial conditions — that is, a world in which
the glass is in more or less the same position, and I make my movement from more or
less the same position with more or less the same lack of care — my movement is just
so slightly different that I do hit the glass, it falls, and it breaks.

Is easy possibility — as understood by these philosophers — the right model to char-
acterize the modality inherent in fragility? I will now argue that it is not. This is not to
say that the dictionary definitions are incorrect; ‘easily’ may be used in more than one
way in natural language.

A first point to note is that easy possibility, like every species of ‘real’ possibility
(and unlike, for instance, deontic possibility), is centered on the actual world: the ac-
tual world is always close to itself (its initial conditions will be similar to themselves,
whatever measure of similarity we are applying). As a consequence, whenever p is
actually the case, it is also the case that it could easily have been that p. Fragility, of
course, does not behave in the same way: from an object’s breaking in actuality we
cannot infer that it was fragile. The non-reductionist may try to explain this away as
one of the many inadequacies of the model; the reductionist may try to formulate a dif-
ferent closeness relation, one that is not centered on actuality. Both of these strategies
will meet with obstacles, however, for centering is only a symptom of a more general
problem: that one world where an object breaks is enough, on the current proposal, for
that object to be fragile, and that no restriction on closeness can exclude that there are
unwanted breaking worlds among the close worlds.

To see this general problem, consider the case that Manley and Wasserman (2008)

call ‘Achilles’ heel’:
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consider a sturdy concrete block that, like Achilles, is almost entirely
immune to harm. ... But, like Achilles, the block has a weak spot. If it
is dropped onto a particular corner at just the right angle with exactly the
right amount of force, an amazing chain reaction will cause it to break.

(Manley and Wasserman 2008, 67)

We can easily imagine that the block being dropped in this particular way is an entirely
normal type of event — just as normal as dropping it onto any other corner, at any other
angle, and with many other forces. On the easy-possibility conception of possibility,
that block would then have to count as fragile: whatever exactly we may want to say
about closeness, there is one close possibility in which the block breaks, and one is
enough. But it seems clear that the imagined block is not fragile.

This is an objection not only to the reductionist version of the easy-possibility view.
The non-reductionist takes easy possibility to be only a rough and not fully adequate
model; but this is not to say that it can count anything, including Achilles’ heels, as one
of the many inadequacies of that model. For the motivation for the non-reductionist
view is the idea that a disposition is a matter of how things stand with the object (the
block) itself, while (easy) possibility concerns how things stand with the object and the
world outside it. The block’s weak spot, however, is how things stand with the block
itself; it is not an interference of its surroundings.

Achilles’ heels, then, show that the modality of ‘fragile’ is not that of easy possi-
bility. One close breaking-world is not enough; for an object to be fragile there need
to be more ways of breaking it. This suggests a strategy akin to that of Manley and
Wasserman: instead of taking the all-or-nothing modalities of possibility or the coun-
terfactual, we can appeal to a quantitative measure, or a proportion-like modality. One

world is not enough; but a few worlds are. The proportion-like modality to which we
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are appealing is itself a kind of possibility, but it is a graded possibility. For an object x
to be fragile, it has to be not merely possible that x breaks, or x has to break not merely
in some world. Rather, it has to be possible enough, or sufficiently likely, that x break,
or x has to break in sufficiently many of the close worlds.

The close worlds may now again be understood in the standard way; centering is
no longer a threat. For an object’s breaking in actuality does not guarantee its breaking
in sufficiently many close worlds even if the actual world itself is a close one; it might
just be the odd one out in this particular case. A more important question is how
to understand ‘sufficiently many’. It is certainly not to be understood as requiring a
majority of cases. As I have noted earlier (in section 2.3.2), when there is no stimulus
condition to restrict the relevant worlds, the proportion will be closer to ‘a few’ than
to ‘most’, and accordingly closer to possibility than necessity (or the counterfactual
conditional). Just what proportion of worlds is sufficient will be a matter of context.
But that is as it should be: disposition terms are context-dependent.

Before I turn to other dispositions, let me briefly review the dialectic of this section
up to now. I suggested that the modal force of dispositions was possibility. Ordinary
possibility, however, was found wanting. In possible-worlds terms, it is not enough for
an object to be fragile that it breaks in some possible world, even some possible world
that is close according to ordinary standards. Easy possibility constituted one reaction
to this: drastically restrict the worlds that count as close, but retain the modal force
of possibility (one world is enough). Achilles’ heels gave us a reason to reject this
solution, and turn instead to a different reaction: retain the ordinary closeness relation,
but revise the modal force. The modal force of ‘fragile’, I have suggested, is not that
of plain possibility, but rather a graded possibility; it is not an existential quantification

over possible situations, but requires a certain minimal proportion of them.
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2.4.3 More Examples

We have not yet seen any reason to believe that the model of fragility will be trans-
ferable to all dispositions. So in looking at other examples, we should keep in mind
the three options — plain possibility, easy possibility, graded possibility — that I have
set out, and try to establish which of them are best suited to capture the modality of
the various dispositions that have been considered in the course of this chapter. There
should, of course, be no ad hoc variations in modal force between different dispositions
(such ad hoc variation was, after all, one of the core objections raised against Manley
and Wasserman). But there may be variations that are grounded in the behaviour of
the dispositional terms themselves; in fact, the ability to capture such variations should
count in favour of a possibility-based account.

Let me begin by looking at the class of examples that has been emphasized in the
earlier parts of my argument (section 2.2.1). It was pointed out there how easily we
can form dispositional terms using merely a verb and a suffix -able/-ible: ‘readable’,
‘smashable’, ‘walkable’, ‘winnable’, ‘breakable’. Clearly my account, treating dis-
positionality in terms of a one-place operator, is better suited to accommodate these
examples than the standard model was. But is it plain possibility, easy possibility, or
the graded possibility of ‘fragile’, that is at work here?

It is instructive to contrast ‘breakable’ with ‘fragile’. Consider our block with an
Achilles’ heel again: it is not fragile, but is it breakable? It is at least much less obvious
that the answer is no. Moreover, consider the inference from actual manifestation to
disposition that I rejected earlier: from the fact that a thing does break in actuality, we
cannot infer that it is fragile; but we can, it seems, infer that it is breakable. The same
appears to hold for all or most of the other terms I have mentioned: walking a path

proves that it is walkable, smashing a pot that it is smashable, winning a game that it is
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winnable, and (my) reading a text in fine print proves that it is readable (for me). But
this inference is typical of the modal force of possibility proper: an object’s F-ing in
actuality does not prove that it F-es in a sufficient proportion of cases, but it does prove
that it F-es in at least one case.

This suggests that the modal force of disposition terms that are formed according to
the ‘F + able’ schema display a weaker modal force than ‘fragile’. Their modal force is
possibility proper: one world in which an object is F’ed is enough to make it ‘F-able’.

The possibility involved, however, is not easy possibility, as is witnessed by the fact
that we can prefix the terms by ‘easily’. A chess player, looking at different games at
various stages, may categorize them by distinguishing those that are easily winnable,
those that are winnable but not easily so, and those that are not winnable at all. An
‘F-able’ object, then, is just one that can be F’ed, fullstop.

Am I, then, committed to ad hoc variations in modal force, exactly the kind of
variations that I complained about when discussing Manley and Wasserman (2008)?
No: for my variations are not ad hoc. First, I have given independent evidence that
there is variation, in the inferential behaviour of terms such as ‘breakable’ as opposed
to ‘fragile’. Second, the variation in modal force that I am postulating are continuous:
possibility proper can be understood as a limiting case of a minimal proportion — if any
positive proportion will do, then one world is enough. All the variation is at one end of
the spectrum, the possibility end and a proportion of ‘a few’. Manley and Wasserman,
on the other hand, had to stipulate a discontinuous variation between the two different
ends of the spectrum: a proportion of ‘most’ for dispositions with a stimulus, and of ‘a
few’ in dispositions without one, and nothing in between.

It is to be hoped that the variation I have admitted will be all the account needs

to accommodate the varying modal force of different disposition terms; and that easy
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possibility, for instance, will not turn out to be the right model for some dispositions
that I have not yet discussed.

The proposed account can nicely accommodate two further types of case that have
also been mentioned in section 2.2.1. These are (i) active dispositions, and (ii) deontic
disposition-like terms.

(i) Active dispositions, I have argued, require a one-place operator. But can we
also make the distinction between active and passive dispositions in terms of a one-
place operator? We can, and without introducing ad hoc variations in the operator
itself: by building the distinction into the argument of that operator. I have so far
characterized all dispositions in passive terms: fragility, for instance, as the disposition
to be broken, which we may understand as the disposition to be caused to break. We
can also imagine a disposition to break, which would be possessed by the fragile objects
(as so far characterized), but also by objects which can break spontaneously, with no
causal input whatsoever. We can, finally, imagine a disposition to break spontaneously,
possessed by the latter objects but not the former ones. I take it to be an open question
whether fragility is the disposition to break or the disposition to be broken, i.e. whether
objects that tend to break spontaneously would thereby be counted as fragile. I observe,
however, that the suffix ‘-able’/*-ible” appears to take only passive complements: to be
F-able is always to be disposed to be F’ed.

(i1) I have noted that certain apparently dispositional terms pose a puzzle: ‘regret-
table’, ‘admissible’ or ‘honorable’, for instance, seem to have a normative dimension.
The proposed account can, again, nicely accommodate this by pointing to the well-
established observation that in most expressions of possibility, circumstantial and de-
ontic uses are closely tied together (so much so that some linguists use just one term

for both of them, ‘root possibility’). Once that is noted, it should not come as a sur-
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prise that disposition-forming expressions exhibit the same tendency to switch between

circumstantial and deontic possibility.

2.4.4 Philosophers’ Dispositions Again

We can now, finally, look at the remaining stock examples of the so-called philoso-
phers’ dispositions. I have left them until the end because they are the most obvious
starting point for an objection to the account I have sketched: if not ‘fragile’, then
perhaps ‘soluble’, ‘inflammable’ etc. do have a uniform stimulus condition that my
account is unable to accommodate?

To begin with, I happily admit that in the case of solubility and inflammability, we
can specify a qualitatively uniform stimulus: a (water-)soluble object is one that dis-
solves when immersed in water, an inflammable object is one that burns when exposed
to heat. Both are subject only to the third of my objections against the standard model:
their stimulus conditions can be factorized into determinate quantities just as easily
as the condition of being struck. How much water does a soluble thing have to be im-
mersed in to dissolve? and for how long? How high a temperature does an inflammable
thing have to be exposed to in order to catch fire, and for how long? Of course, I have
admitted that Manley and Wasserman’s view is not subject to this problem; so in their
framework, solubility can be given a stimulus condition. That, however, is not deci-
sive: the dialectical situation has changed. I have argued in section 2.3.2 that supplying
a stimulus condition for some dispositions but not others leads to adhocery in their
respective modal force, and that most dispositions cannot be supplied with a stimulus
conditions. If my account can cover the special cases of solubility and inflammability,

that is good enough.
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Take, then, the disposition of being soluble in water. There is no reason why the
qualification ‘in water’ has to be part of a stimulus condition; it may as well be part
of the manifestation. Water-solubility, then, is the disposition to dissolve in water;
solubility unqualified is the disposition to dissolve, fullstop. Are we losing something
essential by dropping ‘if immersed’? No: the manifestation already contains everything
that the stimulus could have added. For what is it to dissolve, or to dissolve in water? It
is, roughly, to disperse and mix with the surrounding matter, or to disperse and mix with
surrounding water. There is no dissolving without immersion; adding ‘if immersed’ to
‘would dissolve’ is inert. Solubility can be understood very well without reference to
a stimulus condition. And indeed this is how the Oxford English Dictionary defines it:
to be soluble is to be ‘capable of being melted or dissolved’.

To be inflammable, according to the Oxford English Dictionary, is to be ‘capable
of being inflamed; ... easily set on fire’. The strategy that I have used in the case of
solubility does not seem to apply here: being exposed to heat is not as clearly part
of being set on fire, as being immersed in water is part of dissolving in water. The
strategy, rather, is one that has been foreshadowed in my discussion of fragility earlier
on (section 2.2.2): it is a further fact about the world and the causal connections in it
that inflammation is always caused by heat (if it is); if there were other objects that
caught fire in a different way but just as easily, we would count those as inflammable
too. There is no need to build that further fact into the disposition that we ascribe with
the term ‘inflammable’.

So much for the sketch of a defense of my account. We are still left with the ques-
tion of what the modal force of ‘soluble’, ‘inflammable’, etc. is. Is it plain possibility
or the graded possibility that we saw at work in ‘fragile’? The previous sections have

given us ways of testing both hypotheses. If from a substance’s being dissolved in wa-
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ter it follows that the substance is soluble, or from an object’s being set on fire that it is
inflammable, then ‘soluble’ or ‘inflammable’ belong with ‘breakable’ and ‘readable’,
having the modal force of plain possibility. Alternatively, we may construct cases of
Achilles’ heels for solubility or inflammability: does one possible way of dissolving a
substance, or setting an object on fire, count towards their solubility and inflammabil-
ity, respectively (if suitably anchored in the substance or the object themselves)? These
are some of the new questions that my proposal opens for future research. Abandoning

the standard model is not only an end, it is the beginning of a promising new enterprise.

2.5 Dispositions and Laws

In my argument for an alternative model of dispositionality, I have concentrated on
dispositions, such as fragility, that we ascribe in everyday contexts using ordinary-
language dispositional terms. Some of them, such as ‘soluble’, are at least as important
in scientific contexts as they are in everyday ones; but I have nevertheless assumed our
grasp on them to be through those everyday terms. It may be objected that we have
a very different grasp on dispositional properties: through science itself, through the
properties and laws that it discovers. We should be wary to impose results obtained by
reflection on our use of natural-language terms such as ‘fragile’ on properties such as
electric charge or mass (or, if these are not themselves dispositional, on the dispositions
that come with them). If our best scientific theories force onto us an understanding of
these dispositions in accordance with the standard model, then so be it.

One theory that makes this objection particularly pressing is Dispositional Essen-
tialism. According to Dispositional Essentialism, the laws of nature are entailed by the

dispositional natures of the fundamental properties. For that entailment to work, the
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laws must already be encoded in the fundamental properties. And if the laws are of a
form that closely corresponds to a conditional (‘If something is an F, then it is also a
G’), then the properties that encode them should have a conditional-like form too — a
form that is provided by the standard model but not by my alternative model. But the
worry may be raised not only by dispositional essentialist. Whatever one’s views of
the metaphysical priorities, there seems to be a close correlation between the disposi-
tions possessed by objects that have a natural property such as charge, and certain laws
concerning charge, such as Coulomb’s Law. If we think that there are any dispositions,
we should think that there are the dispositions that come with properties such as charge
(whether or not they are identical with those natural properties), and that encode the
laws concerning charge (whether or not they are the metaphysical grounds for those
laws).

How, then, could the worry be alleviated? I agree, of course, that we should be
careful not to impose any understanding of our ordinary-language terms on the prop-
erties that science deals with. I believe, however, that it is the standard model which
is guilty of such imposition. The dispositions in question are not best understood in
terms of the standard model; they are best understood in terms of the alternative model
and its one-place dispositionality operator. In arguing for this conclusion, I will focus
on Dispositional Essentialism, and in particular on the recent book-length treatment
provided of it by Alexander Bird (2007). I will then briefly indicate why I think that

the argument generalizes to all versions of the worry I have described.

2.5.1 Dispositional Essentialism and the Laws

Dispositional Essentialism is the view that ‘[a]t least some sparse, fundamental proper-

ties have dispositional essences’ (Bird 2007, 45). This minimal characterization can be
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expanded in various ways, and various dispositional essentialists disagree on just how
it should be expanded. Thus Alexander Bird holds, but Brian Ellis denies, that not only
some but in fact all sparse, fundamental properties have dispositional essences; while
Brian Ellis holds, and Alexander Bird is neutral on the question whether, the essentially
dispositional properties are in turn essential to their bearers. I will here be concerned
only with the minimal version of dispositional essentialism, and the argument that Bird
(2007) gives for it.

Dispositional Essentialism can be understood in three simple steps:

First step: some fundamental properties have essences.

Second step: (some of) these essences are dispositional.

Third step: for a property P to be dispositional is for P to be characterized by a
stimulus condition S and a manifestation condition M, which behave very much like a
counterfactual conditional § x 0— Mx (with a ceteris paribus clause).

(The third step obviously corresponds to the standard model of dispositionality.)

Note that nothing in any one step forces us to take the next one: one might hold
that some properties have essences, but that these essences are not dispositional; or one
might hold that they are dispositional, but give a non-standard account of disposition-
ality. I believe, however, that these three steps are shared by everyone who commits
themselves to Dispositional Essentialism. So in what follows, I shall understand ‘Dis-
positional Essentialism’ (DE) as the conjunction of these three steps.

Now to DE’s account of the laws. Laws can be viewed as a special kind of regu-
larities. But what is it that makes a given regularity a law? According to the Lewisian
best system account, it is merely its place as an axiom in the best system describing
the world (Lewis 1994; for more on the best system account, see chapter 5.6). There

is nothing special about the regularity itself; taken on its own, it does not differ from
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regularities that do not qualify as laws. Realists such as the dispositional essential-
ists (but also, for instance, Armstrong 1983) object to this: laws must be explanatory,
and what they explain is precisely regularities. If the laws themselves are nothing
more than regularities, then they cannot also explain regularities; nothing can explain
itself. The realist’s own solution is to provide some metaphysical grounding for the
regularities that qualify as laws, some ‘lawmakers’. It is the lawmakers that make the
law-qualifying regularities special; and it is the lawmakers that fulfil the explanatory
job expected of a law. The lawmakers according to DE are the dispositional essences of
fundamental properties. They make some regularities special: a regularity is a law just
in case it is ‘grounded’ in the dispositional essences of fundamental properties. They
also explain the regularities in question, simply and elegantly, by entailing them. Here
is how the explanation works.

According to DE, the fundamental properties that figure in the laws have dispo-
sitional essences, characterized by a stimulus and a manifestation condition. Where
P is any fundamental property, DE says that P is essentially, and hence necessarily, a
disposition to yield a particular manifestation M in response to a particular stimulus S.
Applying the third step towards DE (and ignoring for the moment the ceteris paribus

clause), this gives us

M o(Px - (Sx > Mx)),

which in a few simple steps of first-order modal logic with modus ponens for the
counterfactual — assume Px A S x, derive Mx, discharge the assumption — leads to the

statement of a nomic generalization:

(V) Vx((Px ASx) — Mx).
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(See Bird 2007, 46.) (V) is a statement of a regularity; DE explains this regularity
in terms of its derivation from (I). (V) is also a statement of a law, and we now have a
simple way of distinguishing a regularity that is a law from a regularity that is not
a law: the former, but not the latter, can be derived from a (true) characterization
of a dispositional essence, of the form of (I). The ‘grounding’ of laws in essentially
dispositional properties has now a rather precise meaning, and coincides with their
explanatory function: both can be cashed out in terms of logical entailment.

Presented in this abstract manner, the account seems to work out just fine. But
let us fill in the schema and look at an example. One of the dispositional essential-
ists” favourite examples for a fundamental property that has a dispositional essence is
charge. The law that characterizes charge, or rather: that should be grounded in charge,
is Coulomb’s Law. Coulomb’s Law states the relation between any given determinate
charge Q and any other charge ¢;, the distance r; between Q and g;, and the attractive

or repulsive force F; that is exerted:
(CL) F; = e

Clearly, (CL) does not look anything like (V). A first and minor point of dissimi-
larity is that (V) is, and (CL) is not, stated in the form of a conditional. What is more
important is that (CL) states a function, and the variables in it range over quantities.
Charge, force, and distance are quantities: they are determinable properties that come
with an ordered range of determinates. An object is not merely charged (positively
or negatively), it has a particular determinate charge, say, charge e or charge 2e¢. The
same holds of exerting a force and being at a distance from something. Coulomb’s Law,
accordingly, states not merely that an object with a (positive or negative) charge will
manifest a certain kind of force (attractive or repulsive) in response to a certain kind of

stimulus condition (say, another charge at some distance from it); it states exactly how
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much force the object will exert in response to exactly how much charge at how great a
distance.

(D and (V), on the other hand, appear rather to be designed for qualitative prop-
erties; they can tell us merely that if such-and-such properties are instantiated, then
such-and-such other properties will be instantiated too. But as Bigelow and Pargetter
(1988) note, with quantities ‘the simple “on” or “off”” of being instantiated or not being
instantiated seems to leave something out’ (Bigelow and Pargetter 1988, 287). Can the
quantitative nature of charge and Coulomb’s Law be integrated into the derivation of
(V) from (I)?

To see how this might be done, we need to fix the minor dissimilarity and formulate
Coulomb’s Law in the form of a conditional. Now, (CL) is a function with several
variables, and we do not want any free variables in a (V)-like statement of a law. There
are two things we can do with the free variables: we can fill in determinate values for
them, or we can quantify over them. For simplicity’s sake, let us focus on a particular
determinate charge, say, electric charge (charge ¢). Then the first strategy yields an

infinity of rather specific statements, one of which is

(V-1) Vx ((x has charge e A xis 5.3 x10~!'m from a charge of 1.6 x10~'°C) — x exerts

a force of 8 x1078N).

The second strategy, on the other hand, yields only one, multiply quantified, state-

ment:

(V-¥) VxVri¥q; ((x has charge e A x is at a distance of r; from a charge g;) — x exerts

a force of F; = e% )
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Note that (V-V) is closer to Coulomb’s Law, but (because of its multiple quantifi-
cation) is not quite of the same form as (V). (V-1), on the other hand, is an instance of

(V). Accordingly, (V-1) can be derived from an instance of (I):

(I-1) O (xhas charge e — (x is 5.3 x10~''m from a charge of 1.6 x10~'°C O~ x exerts

a force of 8 x1078N)).
(V-V), on the other hand, can be derived from the following:

(I-Y) O (x has charge e — V charges ¢; ¥ distances r; (x is at r; from g; O— x exerts

force F; = 1))

i

Again, (I-1), while an instance of (I), is not a characterization of charge ¢; and (I-V),
while being a better candidate for characterizing the dispositional essence of electric
charge, is not quite of the same form as (I). There is a tension here: we can either keep
strictly to the form of Bird’s derivation, or we can capture the law (Coulomb’s Law)
and the property (electric charge) that we intuitively want to capture; but we cannot do
both. I will argue that this tension is no mere appearance: there is a real conflict here,
and it cannot be resolved without giving up some part of DE.?

The question that I put to the dispositional essentialist, then, is this: which is the
fundamental property, and which is the law to be derived: (I-1) and (V-1), or (I-¥) and

(V-Y)?

2.5.2 Multi-Track Dispositions

Bird’s answer to this question is hidden in an early and somewhat peripheral section
on multi-track dispositions (Bird 2007, 21-24), and is curiously forgotten in the rest

of the book. In the section on multi-track dispositions, Bird argues for the priority of

2 Alice Drewery has raised worries very similar to the ones I am going to discuss in a talk given at the
Metaphysics of Science conference in Nottingham, September 2009.
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(I-1) and (V-1) over (I-Y) and (V-V). Here is what he says (slightly rephrased to fit my
set-up).

(I-V) is equivalent to a conjunction of (infinitely many) statements such as (I-1).
Given the nature of dispositionality as outlined in the third step towards DE, it would
seem that (I-1) characterizes some disposition. The question then is, which of them is
more fundamental, (I-1) and its cognates, or (I-V)?

Bird defines a ‘pure disposition’ as one ‘which can, in principle, be characterized

. as a relation between a stimulus and a manifestation’ (Bird 2007, 22). (I-1) gives
the characterization of a pure disposition; (I-¥), as we have seen, is equivalent to a

conjunction of pure dispositions. And Bird continues:

It is my view that all impure dispositions are non-fundamental. Fun-
damental properties cannot be impure dispositions, since such dispositions
are really conjunctions of pure dispositions, in which case it would be the

conjuncts that are closer to being fundamental. (Bird 2007, 22)

The fundamental properties are those characterized by (I-1) and its many cognates,
and not properties such as charge e, which is better characterized by (I-V). It turns
out not only that charge, or even charge e, is not, after all, one of the fundamental
properties. It also turns out that Coulomb’s Law, or even (V-VY), is not, after all, a law
that can be derived from the dispositional essences of the fundamental properties. What
can be so derived are the infinitely many law-like statements such as (V-1).

What, then, is the status of Coulomb’s Law, or even the instance of it expressed in
(V-¥)?

(V-Y) certainly states a regularity; but does it, on the present account, state a law?
We have seen that a regularity will qualify as a law just in case it is entailed by the

dispositional essence of a fundamental property, as expressed in (I). But there is no
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such dispositional essence to entail (V-Y); (I-Y), which does entail it, does not state
the dispositional essence of any fundamental property. So (V-Y) does not seem to state
a law. Similarly, there is no dispositional essence to entail Coulomb’s Law in its full
generality; so Coulomb’s Law is not a law.

The same point can be made the other way around: assuming that Coulomb’s Law,
or at least (V-Y), is a law, what is this law grounded in? By the explication of grounding,
it would have to be electric charge, i.e. the disposition expressed in (I-Y); but that
disposition has questionable ontological standing. If the property expressed by (I-V) is
‘really’ just a conjunction, as Bird tells us, then it is ‘really’ nothing but its conjuncts. It
is, metaphysically speaking, nothing over and above the conjuncts. But if it is nothing
over and above the conjuncts, then it cannot provide the ontological grounding for
anything over and above what its conjuncts provide the grounding for.

If regularities are to be explained by the laws (or the lawmakers), then dispositional
essentialism has not delivered the explanation it had promised. Its laws, (V-1) and
its cognates, can explain some regularities — the regularity, for instance, that a given
object exerts a force of 8 x10™N whenever it is 5.3 x10™"'m from a charge of 1.6
x10~1°C. But the crucial regularity is the similarity between these specific regularities:
the fact that they all exhibit the same mathematical correlations between stimulus and
manifestation.

How is that regularity to be explained? It is clear that the ‘impure disposition’ (I-Y)
will have to play arole. And indeed Bird says that ’[w]hile it is possible to gerrymander
impure dispositions of all sorts, it is clear as regards the cases we are interested in,
[such as] charge [...], that the conjunctions are natural or non-accidental.” (Bird 2007,
22) That is clear indeed; but it is far less clear how the dispositional essentialist is to

account for the naturalness of these conjunctions. It will not do to say that (V-V) is
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grounded in a non-fundamental disposition captured by (I-¥). For as we have seen,
that non-fundamental disposition could not be, and hence could not ground, anything
over and above the fundamental conjuncts of which it is made up.

If a single determinate charge such as charge e and the instance of Coulomb’s Law
that is expressed in (V-Y) cannot be captured by DE, then even less will the deter-
minable property charge and Coulomb’s Law be captured. So I conclude that, with
Bird’s preference for (I-1) over (I-V), DE fails to accomplish its explanatory task when
it comes to the property of charge and Coulomb’s Law. To see just how damaging
this conclusion is, we need to consider how far the argument I have given generalizes
beyond the one property and the one law that I have been considering.

How far, then, does the argument generalize? The answer is: very widely. It may
be, in fact it is rather likely, that charge and Coulomb’s Law are not fundamental. But
my argument did not turn on any specific features of charge, or of Coulomb’s Law.
It turned only on charge being a quantity, and Coulomb’s Law being a functional law
that states mathematical correlations between quantities. Every candidate fundamental
property that participates in a functional law will be subject to the same line of ar-
gument. Bird conjectures, I believe for the reason stated, that the really fundamental
laws will not have any constants, such as € in Coulomb’s Law (Bird 2009). But not
only is that an undesirably strong prediction; it will not be enough to avoid the kind
of argument I have given. The argument applies to properties and laws that involve
any mathematical operation — multiplication or division is enough. And Bird should
certainly not predict that there will be no mathematical operations whatsoever in the
fundamental laws. That would not only be a daringly strong prediction. It would make

it utterly mysterious what could count as a fundamental law at all.
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We can see now that Bird’s argument for the fundamentality of (I-1) rather than
(I-¥) has very damaging consequences for DE. The natural solution is to give up the
multi-track view and adopt (I-V) as fundamental instead. That, of course, means that
we must reject Bird’s argument for the priority of ‘pure’ dispositions. Let us see how

that can be done.

2.5.3 Beyond Multi-Track Dispositions

Bird said that dispositional properties such as the one expressed in (I-Y), or electric
charge, are ‘really conjunctions of pure dispositions’ (Bird 2007, 22). Now, what is the
status of that ‘really’? What makes the pure dispositions any more fundamental than
the ‘impure’ ones such as that characterized by (I-V)?

The answer lies in what I have called the third step towards DE: the characteriza-
tion of what it is for a property to be dispositional. Dispositionality, we have seen, is
understood in DE as connecting a stimulus property and a manifestation property, the
connection amounting to something like a counterfactual conditional (with a ceteris
paribus clause). The ‘pure’ dispositions are pure simply in that they perfectly conform
to that characterization.

If we look at (I-V), however, the characterization of dispositionality fails: we cannot
take it apart in the way we can take apart (I-1), factoring it into two separate properties.
With (I-1), the stimulus condition is: being 5.3 x10~"'m from a charge of 1.6 x10~'°C;
the manifestation condition is: exerting a force of 8 x108N. In (I-¥), we have quan-
tifiers ranging over g; and r; in both the stimulus and the manifestation condition. If
we try to separate them and specify one in separation from the other, we lose the very
correlation which (I-Y) has been formulated to capture. But not only can the properties

not be separated from each other; the counterfactual conditional is not doing any work.
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What (I-V) says is that everything with charge e will always exert a force that stands
in a certain mathematical correlation to whatever other charges are present and their
distance from it.

We can see now why Bird went for his multi-track view.® It is the third step towards
DE, the characterization of dispositionality, that forced it on him. If we think that a
disposition has to come with separable stimulus and manifestation conditions, related
in a counterfactual-like way, then the best (I-Y) can hope for is to count as a conjunction
of such dispositions. If (I-Y) is to stand on its own, a new conception of dispositionality
will be needed: to begin with, dispositionality will look more like a one-place operator,
but one that takes complex functions as its complements. Dispositions will have to
be construed not as dispositions to ... if ..., but as dispositions to ..., fullstop — in other
words, the standard model will have to be discarded, and my alternative model adopted.

Exactly how dispositions such as electric charge fit into the schema I have described
earlier is a question that I have to leave open for further research. To begin with, an
account will be needed of how electric charge, the dispositional property characterized
by (I-Y), is related to such specific sub-dispositions as (I-1) if it is to be more than just
a conjunction of them. Note that, while the apparatus of determinables and determi-
nates may enter in some way or other, it cannot be used to characterize the relation
between electric charge and the many sub-dispositions. For the determinates of one
determinable exclude each other: while having charge entails having some determinate
charge, having any one determinate charge entails not having any other determinate
charge. In the case at hand, however, having electric charge entails not merely having

some, but indeed having all the many parallel sub-dispositions.

3Note that Ellis (2001) does not seem to subscribe to the multi-track view: he ascribes to dispositional
properties or ‘causal powers’ the ‘required unifying power ... to explain an infinite range of quantitatively
distinct dispositions’ (Ellis 2001, 132). However, as far as I see, Ellis does not tell us zow causal powers
unify these distinct dispositions. When he explains how the laws are grounded in dispositional properties
(Ellis 2001, 130), he too uses a conditional with determinate values.
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I do not claim to know how these questions should be answered. But they are
questions to be asked within the scope of the alternative model. My closer look at
DE has shown that DE has no more reason to adhere to the standard model than does
the philosopher who is trying to understand the dispositions, such as fragility, that we
ascribe with the dispositional terms of ordinary language.

I believe that this result generalizes beyond DE, though I can do no more than
sketch that generalization here. The objection that I imagined to be brought against
my alternative model was this: the dispositional properties that play a role in scien-
tific thought should be understood so as to ‘encode’ the laws that correspond to them.
(Whether those dispositions are identical to the natural properties, such as charge or
mass, that figure in the laws, does not matter for this point; nor does it matter whether
those dispositions are the ontological grounds for, or whether they themselves are
derivative from, the laws.) If this ‘encoding’ is best understood by using the standard
model, then that model should not be dismissed.

I agree with the conditional but reject the antecedent. The laws to be encoded are
laws such as Coulomb’s Law, and the standard model does not allow for an ‘encoding’
of these laws that retains their most important feature, the quantitative correlations. To
encode a law such as Coulomb’s Law, a disposition must be of the kind that is expressed
in (I-¥), not of the kind that is expressed by (I-1); and that means that it must be of the
kind that conforms to the alternative model, not the standard model. This point, though
I have argued for it with DE in mind, is perfectly general.

Of course, dispositions that are in accordance with the standard model can be stip-
ulated here as elsewhere (recall the multi-track strategy in section 2.3.1), but we have
no more reason to take them to be the ‘real’ dispositions than we had reason to do the

same with the specific fragility-dispositions — not, that is, unless we have already sub-



CHAPTER 2. DISPOSITIONS 60

scribed to the standard model. Science does not force them onto us; science is better

understood by adopting a conception of dispositions in line with the alternative model.



Chapter 3

Towards an Account of

Potentiality

3.1 Introduction

In chapter 2.4.1, I distinguished two versions of the view I proposed, a reductionist
and a non-reductionist version. On the reductionist version, dispositionality is just a
species of possibility: x has a disposition to F just in case x F’s in some relevant world,
with some special condition for relevance. On the non-reductionist version, possibility
of any kind provides no more than a rough model and an illuminating parallel for
dispositionality. My argument of the previous chapter remained neutral between these
two versions. It is now time to take a stand: I want to provide a non-reductionist
account of dispositions and other related properties, which I call ‘potentialities’. In
this chapter, I provide some preliminary motivation for such an account, by following

two different threads: the link between potentiality and essence, and the link between
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potentiality and the modal auxiliary ‘can’. First, let me make a few brief introductory
remarks on ‘potentiality’.

Dispositions, I have said earlier, are modal properties: they do not, or not primarily,
concern what objects are actually doing, but rather what they can do. A fragile object
is one that can break or be broken easily; a breakable object is one that can be broken.
Adjectives ending with ‘-able’/‘-ible’, I have suggested, appear to take passive com-
plements: an F-able object is one that can be F’ed. With active verbs, ‘can’ is often
used to express a different kind of modal property, abilities: I can play the piano, you
can speak English, etc. Like dispositions, abilities are properties of individual objects;
and like dispositions, they are possibility-like properties. We can extend the list of such
possibility-like properties: there are potentials, tendencies, propensities, inclinations,
capacities, and capabilities. In order to have a somewhat technical term that covers all
such properties, I call them ‘potentialities’. All potentialities are properties of individ-
ual objects that concern what the objects can do. In section 3.3, I will suggest that the
link between potentiality and ‘can’ is an even more intimate one: that ‘can’ in general
is used to ascribe potentiality, not to express possibility. Before I do so, I will look at
another link: that between potentiality and essence.

Potentiality is the ‘local’ analogue of possibility; potentialities are, as it were, possi-
bilities rooted in individual objects. Potentiality stands to possibility as essence stands
to necessity: both are ‘local’ versions of a ‘global’ modality. Potentialities and essences
are potentialities and essences of particular objects: x has a potentiality to do so-and-
so, and y is essentially such-and-such. Possibility and necessity are possibilities that
and necessities that; there is no question whose possibility or necessity is at issue. In
section 3.2, I will look at Kit Fine’s arguments concerning the relation between essence

and necessity, and provide a parallel argument for the case of potentiality and possi-
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bility. According to Fine, essence cannot be reduced to necessity, but is in fact prior
to it: necessity is constituted by the essences of objects. I will suggest that for sim-
ilar reasons, potentiality plausibly cannot be reduced to possibility, and that perhaps
we should think of possibility as constituted by the potentialities of individual objects.
The second part of the suggestion must remain tentative, at least as long as no general
and non-reductive account of potentiality has been given. I will proceed to give such
an account in chapter 4, and then apply it to an account of possibility in chapter 5. The

two threads of this chapter serve to motivate these two accounts.

3.2 Essence, Potentiality, and Possibility

3.2.1 Fine on Essence and Necessity

Kit Fine has famously argued that the notion of a thing’s essence cannot be reduced
to, or derived from, that of metaphysical necessity (cf. especially Fine 1994, but also
Fine 1995b and Fine 1995c). Using Fine’s notation 0O, p for ‘it is true in virtue of the

essence of x that p’, the modal account of essence says that the equivalence
O, Fx=0Fx

not only holds, but also characterizes what it is for any object x to be essentially
F. (The equivalence may be complicated considerably, most obviously by condition-
alizing the right-hand side on x’s existence; but for present purposes it is sufficient to
employ the simplest version.)

Fine argues that the modal account fails because the equivalence does not hold:
it has false instances when read from right to left. Thus it is true that Socrates is

necessarily a member of {Socrates}, and that Socrates is necessarily such that 2 +2 = 4;
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but neither of these properties is essential to Socrates. The modal account fails to
distinguish necessary from essential properties.

Fine gives a general diagnosis of this result:

Given the insensitivity of the concept of necessity to variations in source,
it is hardly surprising that it is incapable of capturing a concept which is
sensitive to such variation. Each object, or selection of objects makes its
own contribution to the totality of necessary truths; and one can hardly
expect to determine from the totality itself what the different contributions
are. ... Indeed, it seems to me that far from viewing essence as a special
case of metaphysical necessity, we should view metaphysical necessity as

a case of essence. (Fine 1994, 9)

In this passage, Fine is claiming more than merely that essence does not reduce
to modality. He is suggesting further that, on the contrary, necessity reduces to (or is
constituted by, based on, or what have you) essence. Let me label these two claims for

further reference:

First claim: Essence does not reduce to necessity. (Necessity is not prior to essence.)

Second claim: Necessity is constituted by essence. (Essence is prior to necessity.)

In the passage I have quoted, the second claim is offered as an explanation of the
first. If the essences of individual objects each contribute their share to the totality of
necessity, we should not expect to be able to trace back the individual contributions
when given merely the totality (any more than you can determine the lines of each
particular singer by listening to a piece of complicated choral music). If the second
claim can be given a satisfactory and non-metaphorical formulation, then the first claim

will provide evidence for its truth.
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How, then, can the second claim be spelled out? How is necessity to be understood
as ‘a case of essence’? Fine has an answer to that question. First, we need to adjust the
essence operator: instead of names, it will now take predicates as a subscript: Op p says
that it is true in virtue of the nature of (all) objects which are F that p. (The singular
case is included as a special case: O,y.x=,p says that p is true in virtue of the nature of

(the objects identical to) a.) The propositions p such that Of p are the F-necessities:

[E]ach class of objects ... will give rise to its own domain of necessary
truths, the truths which flow from the nature of the objects in question.
The metaphysically necessary truths can then be identified with the propo-
sitions which are true in virtue of the nature of all objects whatsoever.

(Fine 1994, 9)

(The idea of ‘domains’ or ‘spheres’ of necessary truths is spelled out in more detail

in Fine 2002.) So we get the following equivalence:

Op = Opxx=xP

Unlike the equivalence proposed by the modal account of essence, this one is true;
however, it can serve as a definition not of essence but of (metaphysical) necessity. Note
that in explicating the right-hand side of the equivalence, we use a universal quantifier:
the necessities are those propositions that are true in virtue of the nature of all objects.
The structural connections between the universal quantifier and necessity have been
studied and employed by accounts of necessity that appeal to possible worlds; there is
no reason why, in a different way, it should not also be used by the essentialist account.

So much for a quick summary of Fine’s essentialist views on essence and necessity.

Potentiality, I have said, stands to possibility as essence stands to necessity. It will be
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interesting to see, therefore, whether an analogue of Fine’s two claims can be developed

for the case of potentiality and possibility. The next section will suggest that it can.

3.2.2 Potentiality and Possibility

Fine’s second claim, that essence is prior to necessity, was motivated as an explanation
of the first claim, that essence is irreducible to necessity. Let me therefore begin by
considering such an argument for a potentiality-analogue of the first claim: potentiality
is irreducible to possibility.

In the debate about dispositions, arguments against a reduction of dispositions (to
the counterfactual conditional) often appeal to finks, masks, and antidotes, mechanisms
which prevent the manifestation of a disposition even if its stimulus is present, as well
as reverse finks and mimics — mechanisms which elicit the manifestation given the
stimulus in the absense of the disposition (see, for instance, Martin 1994, Bird 1998,
Molnar 2003, Everett 2009). In this section, I will give a similar argument, but I must
adapt it in two ways. First, I am not concerned with reducibility to counterfactuals; I
have argued in the previous chapter that the modality we should be thinking about is
possibility. Secondly, I am not concerned with the reducibility of dispositions only, but
rather with properties of a wider category, potentialities. Potentialities include more
than dispositions, they include abilities, and for all I have said, they might include even
more. (I will argue later that they do.) So it is difficult to prejudge the extension of the
concept of potentiality, and accordingly difficult to provide (relatively uncontroversial)
counterexamples of the form ‘it is possible that x is F, but x has no potentiality to be
F’. One such counterexample should be safe to rely on even without a firm grasp on
the extension of ‘potentiality’: nothing has a potentiality not to exist, hence I do not

have a potentiality not to exist; but it is surely possible that I did not exist. But rather
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than make much of this one counterexample, I will concentrate on a more pervasive
phenomenon: potentialities have degrees, and there appears to be no way to capture
these degrees correctly in a reductive account of potentiality in terms of possibility.

Potentialities come in degrees: some glasses are more fragile than others, and some
of us possess the ability to play the piano to a much greater degree than others. More-
over, those degrees are contingent: a given glass might have taken a little crack and
thus been more fragile than it is; had I practised the piano more when I was a child, I
would now possess the ability to play it to a much greater degree.

Incidentally, this shows that potentiality is more than just the dual of essence. We
might have thought that having a potentiality to F was equivalent to not being essen-
tially not-F, just as ‘possibly p’ is equivalent to ‘not necessarily not p’. Whether that
equivalence holds, I cannot yet determine since I have not said enough about the exten-
sion of the term ‘potentiality’; it is certainly not the case that an object has an ability or
disposition to F whenever F-ing is not precluded by its essence. But even if the equiva-
lence were to hold (I argue below in chapter 4.8 that it does not), it would fail to capture
an important aspect of potentiality: its degrees. With potentiality and possibility, things
are a little more complicated.

Treating potentiality along with possibility, and understanding possibility in terms
of possible worlds, we would have to say: an object x has a potentiality to F just in
case x F’s in some possible world. That approach would have to be extended to ac-
commodate degrees of potentialities; and of course it can be so extended. In particular,
possible worlds talk allows us to introduce degrees of possibility, thus promising to
satisfy the constraint that we must capture the gradability of potentiality. The degree to
which an object x has a potentiality to F will then simply be the degree of the possibility

that x F’s.
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There are two ways to understand degrees of possibility on a possible-worlds frame-
work: one is in terms of closeness to the actual world, the other is in terms of a
probability-like measure or proportion of possible worlds. Let me look at these two
options in turn.

First, closeness. On this conception, to what degree it is possible, at w, that p
depends on how close to w the closest p-world is. Closeness of worlds is determined
by contextually determined similarity relations between worlds. (Classic statements:
Lewis 1973, Lewis 1986a.) The degree of a possibility, on this account, is contingent
like that of a potentiality: which worlds are close differs from world to world; and
as time progresses, worlds that were initially close may diverge and others that were
initially farther away may converge. So far, all is well. But while closeness does deliver
contingency, it delivers the wrong contingency.

The problem is known as ‘accidental closeness’ (Manley and Wasserman 2008). On
the present proposal, the degree of a glass’s fragility just is the degree of the possibility
that the glass breaks, which in turn depends on how close to the actual world the closest
world is in which the glass does break (times being held constant). Now take two
glasses that are equally fragile, store one of them safely on a shelf above a soft carpet,
and place the other one at the edge of a table on a stone floor. On any reasonable
closeness relation, there is a close world where the second glass breaks — one careless
movement is enough — but no equally close world where the first glass breaks. But by
hypothesis the two glasses were equally fragile. Hence the closeness account gave us
the wrong degree for at least one of them (or more likely, for both: too low for the first,
too high for the second).

Second, proportion. On this account, to what degree it is possible (at w) that p

is determined by the measure of worlds at which p, or the proportion of p-worlds to
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non-p-worlds. This is not subject to problems of accidental closeness: any possible
circumstance, stone floors as well as soft carpets, will be among the worlds measured,
no matter how close to actuality. However, we can see immediately from the charac-
terization above that degrees of possibility on this account are not contingent: there is
no relativization to w in the right-hand side (and no space for such relativization). If
degrees of potentiality were identical to degrees of possibility on this conception, then
worlds where this glass had taken an additional crack would count towards determining
its degree of fragility, and worlds where I had violin lessons (which in fact I have not
had) would count towards the degree of my ability to play the violin.

If closeness yields the wrong contingency, and a measure/proportion account yields
none at all, how about combining the two? Let us say that the degree of the possibility
that p is determined by the measure of reasonably close worlds where p. Then close-
ness may take care of the contingency of degrees of potentialities, while the proportion
rids us of the problem of accidental closeness. Among the close worlds, there should
be those with stone floors and those with soft carpets, and in general enough variation
of external circumstances to preclude accidental factors such as the glass’s actual stor-
age from mattering. Not everything must be varied, however. We want a measure of
breaking-worlds out of all the worlds where the glass has taken all and only the cracks
that it has actually taken, and of violin-playing-worlds out of all the worlds where 1
have had exactly the amount of violin lessons I have had (that is, none). In general,
we want to measure the manifestation-worlds out of the worlds where the potentiality-
possessing object is intrinsically just as it is in the actual world (including, if you like,
its history). This is the closeness relation that should be at work: closeness is deter-
mined by similarity to the actual world with respect to the intrinsic constitution of the

object whose potentialities are at issue. The degree of x’s potential to F is determined
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by the proportion of worlds, out of those where x is intrinsically just like it is in the
actual world, where x F’s. (This proposal is close to what Manley and Wasserman 2008
suggest for the case of dispositions, cf. ch. 2.3.2.)

Yet this is still not fine-grained enough. For the requirement of intrinsic similarity
is both too strong and too weak.

It is too strong because there are extrinsic potentialities. To determine the degree
of my vulnerability you have to consider exactly those worlds where not only am I
intrinsically just as I am actually, but where certain features of my surroundings are
too. Which features? Well: those which count towards my vulnerability. In general, the
relevant worlds have to include those and only those where the potentiality-possessing
object and the relevant features of its environment are just like they are in the actual
world. Which are the relevant features of the environment? They are those, if any, that
possession of the potentiality in question depends on.

Moreover, and more importantly, the requirement is too weak. Suppose I have had
piano lessons, but have made a firm decision never to play the piano. That decision
is part of my intrinsic make-up, just as much as my ability to play the piano. So con-
sidering only worlds where I am intrinsically just as I am in actuality (in the supposed
scenario) will yield very few if any worlds where I do play the piano, thus misrepre-
senting the degree of my ability. This is not a far-fetched kind of case: anyone who is
irascible but well-bred, disposed to cry but disciplined, or prone to overeat but strictly
following a diet will serve as an example. The suggested treatment would have us
say that by adhering to a diet, one loses the tendency to overeat — a claim which goes
strongly against the phenomenology of dieting. In general, that the potentialities I have

mentioned are not lost but only masked in such cases can be seen from the effort that
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it takes to avoid or ‘mask’ their manifestation.! To capture all and only the relevant
worlds for an object’s potential to F, we have to include worlds with some variations in
the object’s intrinsic make-up. But only some variation: in fact, variation in anything
but the potentiality itself. Again, the specification of the close worlds cannot help but
refer to the very potentiality that is to be reduced — and that cannot constitute a reduc-
tion. (This line of argument will be pursued in more detail, though from a different
angle, in section 3.3.)

My argument has been sketchy, but it suggests that an analogue to Fine’s first claim
can be maintained for potentiality: potentiality plausibly does not reduce to possibility.
We thus have some motivation to consider an analogue of Fine’s second claim: could
it be that possibility is in fact ‘constituted’ in some sense by potentiality? If so, how
can that claim be spelled out?

Fine’s characterization of necessity in terms of essence made use of the structural
similarity, studied and used in possible-worlds semantics, between necessity and the
universal quantifier; we might similarly make use of the structural similarity between
possibility and the existential quantifier. One thing’s potentiality is enough to create
a possibility; or less metaphorically: it is possible that p just in case something has a
potentiality for p. If more than one thing has the relevant potentiality, then the degree
of the possibility will be determined somehow by all of them.

We could then paraphrase Fine’s comments and explain the first claim, that po-
tentiality is not reducible to possibility, by the second claim: if the potentialities of
individual objects each contribute their share and degree to the totality of possibilities

and their degrees, we should not expect to be able to trace back the individual contri-

'Tt will be obvious to everyone familiar with the literature on dispositions that I am appealing to intrinsic
masks or antidotes here. I do not say they exist at the fundamental level, but it seems obvious that they exist
in complex beings such as ourselves. Recent arguments for the existence of intrinsic finks, masks, etc. can
be found in Clarke 2008, Everett 2009 and Ashwell 2010.
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butions when given merely the totality (any more than you can determine the lines of
each particular singer by listening to a piece of complicated choral music).

However, such an account of possibility would face many immediate questions.
First, what is a ‘potentiality for p’? Have we not understood potentialities so far as
potentialities to ... ? A second, and more pressing, question is one that I have noted
earlier: what is the extension of ‘potentiality’? If dispositions and abilities are the
only potentialities there are, they will not suffice to deliver all the possibilities that we
intuitively think there are. (It is possible that my granddaughter becomes President
of the United States. Who should have a disposition or an ability to that effect?) Both
questions point us in the same direction: we need a general account of potentiality. And
if we have been convinced by the argument of this section, we will want that account
to be a non-reductive one; we should understand potentiality on its own terms, not
through the apparatus of possible worlds. I will provide such an account of potentiality
in chapter 4, and return to the second claim, a potentiality-based account of possibility,
in chapter 5. But first, let me look at another important aspect of potentiality: its link
with the modal auxiliary ‘can’. It will provide us with further motivation for a general

account of potentiality.

3.3 The Semantics of ‘Can’

3.3.1 ‘Can’ and Potentiality

In chapter 2, I have linked dispositions closely to the expression ‘can’: a breakable
thing is one that can be broken, a fragile think is one that can easily be broken. The
link with ‘can’ holds even more obviously for abilities: the most natural way to ascribe

to oneself an ability to play the piano is to say ‘I can play the piano’. I have so far
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treated ‘can’ as philosophers (and philosophically inclined linguists) standardly do:
namely, as expressing possibility. On that standard construal, ‘x can F’ is true iff it is
possible that x F’s, or equivalently, iff there is some (relevant) possible world in which
x F’s.

Given the surface grammar of ‘can’, however, that standard treatment is somewhat
surprising. ‘Can’ is a predicate modifier: it takes a verbal expression (e.g. ‘play the
piano’) to form a new, more complex verbal expression (‘can play the piano’). As a
predicate modifier, ‘can’ contrasts with sentence-modifying adverbs such as ‘possibly’.
A sentence-modifying adverb can be prefixed to a whole declarative sentence to yield
another declarative sentence: ‘possibly, I play the piano’ is a declarative sentence; ‘can
I play the piano’ is not.

If we go by surface grammar, then, the form of ‘x can F’ is not ‘Can(Fx)’, but rather
‘(Can(F))(x)’. In ‘I can play the piano’, the complex predicate ‘can play the piano’ is
predicated of me. If the semantics of ‘can’ follows surface grammar, it should construe
the sentence as ascribing a property to me that is a function of the semantic values of
‘can’ and ‘play the piano’. That property, unsurprisingly, is most naturally taken to be a
potentiality: “The vase can break’ ascribes to the vase a potentiality, the disposition of
being breakable; ‘I can play the piano’ ascribes to the speaker a potentiality, the ability
to play the piano. Or so the surface grammar suggests.

The standard semantics of ‘can’ has it that surface grammar is misleading: semanti-
cally (so the story goes), ‘can’ behaves like the sentence-modifying adverb ‘possibly’.
Deep down, on the level of logical form, it is a sentence modifier. Or so it is thought.

To be sure, surface grammar may be misleading; there may be good reason to go
against it in semantics. But the default option should be to explore a semantics that is

in line with surface grammar; the burden of proof is on those who are contravening it.



CHAPTER 3. TOWARDS AN ACCOUNT OF POTENTIALITY 74

The standard semantics is so deeply ingrained in philosophical discourse that this

burden is rarely felt. However, it is relatively clear why it is that the standard se-

mantics ignores surface grammar: the treatment of ‘can’ as, deep down, a sentence

modifier goes best with a possible-worlds semantics. The possible-worlds semantics in

turn comes with a range of advantages that may not be shared by a potentiality-based

semantics. Here is a list of them.

®

(i)

(iii)

(iv)

With possible-worlds semantics, we can provide a unified semantics of modal
expressions of all categories, syntactic (verbs, adverbs, etc.) and semantic (cir-

cumstantial, deontic, epistemic).

Possible-worlds semantics provides the most elegant account of the context-

dependence of ‘can’.

According to Humean supervenience, potentialities are not part of the basic fur-
niture of the world; any expressions (such as ‘can’) which seem to ascribe them
should be analysed in terms of some Humeanly acceptable resources. Possible-

worlds semantics does just that.

Possible-worlds semantics is ‘wide’ enough to account for all sentences contain-
ing ‘can’. It is not clear that potentialities can do the same: which potentiality
is ascribed, for instance, in an utterance of ‘Children can be hit by a car when

playing on this street’?

I will address these considerations in the order in which I have listed them, though

in a somewhat scattered way. (i) will be addressed in this section, (ii) and (iii) together

are the subject of sections 3.3.2 to 3.3.5. (iv) can be addressed only by providing an

account of potentiality that is wide enough to accommodate all uses of ‘can’, a task
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which is to be accomplished in the next chapter. I will therefore briefly return to the
issue of a semantics of ‘can’ at the end of that chapter.

First, let me address (i).

Modality is standardly partitioned into epistemic, deontic, and circumstantial modal-
ity. Roughly, epistemic modality is about what is compatible (or not) with our knowl-
edge, deontic modality is about permission and obligation, and circumstantial modality
is about developments that are open (or not) given how things really are. In linguistic
treatments, circumstantial and deontic modality are often grouped together as ‘root’
or ‘agent-oriented’ modality, but I will not consider deontic modality in this section.
While being mostly associated with circumstantial modality, ‘can’ also has some de-
ontic and epistemic uses. It is sometimes used, like ‘may’, to express permission, as in
“You can go now.’” In its negated form, it is regularly used epistemically: ‘This cannot
be true!” (For more on linguistic treatments of the modalities, see, e.g., Coates 1983,
Kratzer 1991 and the articles in Frawley 2006.)

The uses of ‘can’ in which I am interested are only the circumstantial ones. I am
going to argue that there is an important contrast between the circumstantial ‘can’ on
the one hand and epistemic modals on the other which suggests that the latter, but not
the former, are ‘deep down’ sentence modifiers. The contrast thereby tells against an
overly unified approach to the semantics of circumstantial and epistemic modals that
assimilates the former to the latter by treating both as sentence modifiers.

Thomason and Stalnaker (1973) have proposed a test to establish whether a given

adverb, ‘Q-ly’, is a sentence modifier or not:

Criterion 4

Only if Q-ly occurs as a sentence modifier can one paraphrase the sentence
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by deleting the adverb and prefacing the resulting sentence by It is Q-Iy

true that. (Thomason and Stalnaker 1973, 205)

With adverbs, the criterion seems to work well (try ‘unfortunately’ as an example
of a sentence modifier, and ‘slowly’ as an example of a predicate modifier). Before
applying it to the case I am here interested in, we should note two caveats. First,
the Thomason/Stalnaker test is proposed as a criterion for application to adverbs, not
auxiliaries like ‘can’. Second, it is formulated explicitly as a sufficient condition, not
a necessary one, for being a sentence modifier, though Thomason and Stalnaker do
suggest that it ‘comes close to being a necessary and sufficient condition’ (Thomason

and Stalnaker 1973, 206). With this in mind, let us apply the test:

1.a She can play the piano.

1.b It can be true that she plays the piano.

2.a The child can be hit by a car.

2.b It can be true that the child is hit by a car.

Are 1.b and 2.b successful paraphrases of 1.a and 2.a, respectively? It seems to
me that they are not. Neither 1.b nor 2.b sounds very natural in English. But on the
(by far) most natural reading, 1.b expresses an epistemic possibility of her playing the
piano, which would be more idiomatically expressed by ‘It can be that she is playing
the piano’. 2.b, which would sound more natural with a past tense ‘... that the child has
been hit by a car’, similarly expresses an epistemic possibility that the child is being
(or has been) hit by a car. Note how naturally 1.b and 2.b are followed by ‘... but I'm
not sure’; the same is not true of 1.a and 2.a.

In general, it seems that when we turn ‘can’ into a sentence modifier, then on the

most natural reading, we get (if anything) epistemic instead of circumstantial possibil-
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ity. The epistemic uses of ‘cannot’, on the other hand, do seem to pass the test for being

a sentence modifier, as does the epistemic ‘might’. Consider

3.a John cannot be the murderer.

3.b It cannot be true that John is the murderer.

4.a John might be the murderer.

4.b It might be true that John is the murderer.

Here the paraphrase sounds successful, suggesting with epistemic ‘cannot’ and
‘might” we do have good reason to contravene surface grammar and construe them
as being sentence modifiers ‘deep down’. No such reason has emerged for the circum-
stantial use of ‘can’.

The phenomenon generalizes: circumstantial possibility tends to be expressed by
predicate modifiers (the verb ‘be able to’, the suffixes ‘-ible’/‘-able’), epistemic pos-
sibility by sentence modifiers (‘perhaps’, ‘it is possible that’). This observation is not

limited to English. Witness Angelika Kratzer about modality in German:

[t]he distinction [between epistemic and circumstantial modality] is clearly
marked in the vocabulary. Verbs with inherent modality, modal adjectives
on -lich and -bar [‘-ible’/*-able’] and phrases like imstande sein or in der
Lage sein [‘to be able to’] never express epistemic modality.

Sentence adverbs like wahrscheinlich or moglicherweise [ ‘perhaps’ and
‘possibly’] always express epistemic modality — if they express modality

at all. (Kratzer 1981, 56)

In a similar vein, DeRose (1991) has noted that the sentence modifier ‘It is possible

that...” is used in English to express epistemic, not circumstantial, possibility. Circum-
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stantial possibility is expressed by ‘It is possible for ... to ... (e.g., ‘It is possible for me
to go’), which is, again, most naturally construed as a predicate-modifying expression.

If all this is correct (and I have provided no more than good but defeasible evi-
dence), then a unified treatment of circumstantial and epistemic modality which takes
all modal expressions as ‘deep down’ sentence modifiers may sacrifice, for the sake
of formal elegance, important insights about their differences. In particular, it over-
looks the divide between them which suggests that circumstantial modality in general
is most naturally construed as ascribing properties to objects, while epistemic modal-
ity in general is most naturally construed as applying to whole propositions. That
divide is best explained if we think of expressions of circumstantial modality as ascrib-
ing modal properties (and in particular, of ‘can’ as ascribing potentialities) to objects,
while construing expressions of epistemic modality as expressing the epistemic stand-
ing of propositions. What is compatible with our knowledge, like knowledge itself,
is propositional, so it is unsurprising that it (but not the modal properties ascribed by
circumstantial modals) should be expressed by a sentence modifier.

Consideration (i), then, is weaker than it might at first look. For a unified treatment
of circumstantial and epistemic modals as sentence modifiers sacrifices one feature that
is distinctive of circumstantial modality as opposed to epistemic modality: its being
expressed, quite generally, by predicate modifiers.

I now turn to (ii) and (iii) on my list. To address them, I first need to say more
about the possible-worlds semantics of ‘can’. My argument will not refute these con-
siderations. Rather, I will show that they are in tension with each other: adherence
to Humean supervenience prevents us from giving the most informative and elegant

account of the semantics of ‘can’ that possible worlds afford, for that account requires
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appeal to potentialities. I will concentrate in particular on one kind of potentialities,

abilities.

3.3.2 The Kratzer/Lewis Semantics in Outline

Work on the formal semantics of modal expressions has been shaped by Angelika
Kratzer’s approach, as outlined in Kratzer (1977), Kratzer (1981) and Kratzer (1991).
According to Kratzer, the semantics of any modal expression is determined along three
axes: its modal force (roughly: possibility or necessity and various gradations in be-
tween), a modal base, and an ordering source. An expression’s modal force is the
only fixed component; the modal base and ordering source are determined by context
(though some modal expressions also come with a restriction on which modal bases
and ordering sources they admit).

A modal base is a function which assigns to every world w a set of worlds, the
worlds accessible to w in the relevant context; it is only these worlds that the modal
force is then applied to. An ordering source is a function from a world to an ‘ideal’
(a world which may or may not itself be accessible); the accessible worlds are then
ranked by their closeness to that ideal, and those that are too remote from it may be
excluded from consideration.

Modal bases come in two main kinds, epistemic and circumstantial. An epistemic
modal base comprises the worlds in which all that we know (or perhaps, all that we do
or could easily come to know, or so DeRose 1991 suggests) is true; a circumstantial
modal base comprises the worlds in which certain contextually selected features of the
world are as they actually are.

The English ‘can’ (like the German ‘kdnnen’), according to Kratzer, expresses pos-

sibility and goes with any modal base and ordering source. A sentence ‘x can F’ is true
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at a world w relative to a modal base f(w) and an ordering source g iff x does F in some
world w” € f(w) that is ranked high enough by g. (In the circumstantial cases I am
concerned with, the ordering source will typically be a so-called ‘stereotypical’ one,
which excludes worlds where abnormal things happen — sorcery, quantum blips, what
have you — as too remote from the ideal. I will omit mention of ordering sources from
now on as they play no part in my argument.)

In linguistics, the treatment of the modals that I have outlined so far is associated
with Angelika Kratzer; in philosophy, with David Lewis. Lewis’s formalism is slightly
different from Kratzer’s, but there is no difference in principle. Lewis (1979) sketches
a way to deal with the ‘relative modality’ expressed by terms such as ‘can’. Lewis
compares the items that enter into the context in a conversation or other linguistic
interaction with the score of a baseball game. Sentences depend on the score for their
truth-value or acceptability, and other expressions for their intension or extension. In

the case of modals like ‘can’,

[t]he boundary between the relevant possibilities and the ignored ones
(formally, the accessibility relation) is a component of the conversational
score, which enters into the truth condition of sentences with “can” or

“must” or other modal verbs. (Lewis 1979, 247)

The ‘relevant’ possibilities, or the accessible worlds, are none other than Krat-
zer’s modal base. In another context, Lewis speaks of compossibility with a set of
facts, or of holding fixed certain facts (Lewis 1976). This again amounts to the same:
conversational score determines the facts to be held fixed, and thereby the relevant or

accessible worlds: they are those worlds where the said facts are ‘fixed’, i.e. are as



CHAPTER 3. TOWARDS AN ACCOUNT OF POTENTIALITY 81

they actually are. ‘x can F’ is true iff x F’s at some accessible world, i.e. at some world
where the contextually determined facts hold.?

But how does the modal base (the accessibility relation, the relevant possibilities,
or the facts held fixed) get selected? Neither Lewis nor Kratzer gives a fully systematic
answer to this question, and presumably neither of them believed there could be such
an answer. But Lewis (1979) tells us that the conversational score at any time in a
conversation is determined by such factors as what has been said before, what has been

conspicuous to all participants, and importantly by a ‘rule of accommodation’:

conversational score does tend to evolve in such a way as is required in
order to make whatever occurs count as correct play. [...] Here is a general

scheme for rules of accommodation for conversational score:

If at time ¢ something is said that requires component s,, of conversa-
tional score to have a value in the range r if what is said is to be true,
or otherwise acceptable; and if s,, does not have a value in the range
r before t; and if such-and-such further conditions hold; then at ¢ the

score-component takes some value in the range r.

(Lewis 1979, 347)

Kratzer too postulates a rule of accommodation: cf. Kratzer (1981, 61).

3.3.3 Kratzer on Dispositions and Abilities

Intuitively, a sentence such as ‘I can play the piano’ ascribes an ability. What does the
possible-worlds semantics make of such uses of ‘can’? The answer is suggested by

some remarks made in passing by Kratzer (1981) about dispositional terms. Typical

2Kratzer’s ordering source has no analogue in these Lewisian sketches; since this difference is irrelevant
to my discussion in the following, I will treat Kratzer and Lewis as defending the same account in this
respect.
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expressions of dispositions are adjectives ending in ‘-ible’/‘-able’ or ‘-ile’, and Kratzer
counts these suffixes among the modal expressions to be covered by her account. The
dispositional ‘fragile’, for instance, in a sentence ‘This cup is fragile’ expresses ‘purely
circumstantial” possibility: ‘It is in view of certain properties inherent in the cup, that
it is possible that it breaks. The ordering source seems to be empty.” (Kratzer 1981,
64) The modal base, then, consists of those worlds where the relevant properties are
possessed by the cup.

Which are the relevant properties that determine the modal base? In the case of the
glass, we might just want to say: its internal constitution. Is the same sufficient for the
apparently ability-ascribing uses of ‘can’?

Consider the following story (a variation of the unwilling piano player in chapter
3.2.2): Jenny was trained to be a pianist from a very early age; in fact, she was a child
prodigy on the piano. Then terrible things happened, which were connected to her
playing the piano and which severely traumatized her. Now when Jenny sits down at a
piano the memories overcome her and she is paralyzed, unable to move, let alone play
the piano. When asked to sit down and play something on the piano, Jenny may truly

say

(=C1) I cannot do it [play the piano].

When we learn about her past, however, we can equally truly say

(C1) Jenny can play the piano.

The suggested treatment can account for (=C1) but not for (C1): in all the close
possible worlds where Jenny has the same internal constitution as she actually does
(including both her mental and her physical properties), she does not play the piano.

How, then, is the modal base picked for (C1)? It must be more fine-grained: some of
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Jenny’s properties must enter into it — her ability to play the piano and all the physical
and mental properties associated with it — while others must not — most importantly, the
traces of her traumatic experience and her disposition to become paralyzed whenever
confronted with a piano. It is difficult to see how we could separate the factors which
do enter into the modal base from those which do not, except by reference to the very
ability that is being ascribed: the modal base comprises those worlds where Jenny’s
ability to play the piano is as it actually is, while other factors, external and internal,
may vary.

Angelika Kratzer might very well agree with what I have said so far. In fact, she
explicitly includes modal properties such as abilities and dispositions among the factors
that enter into the modal base. They facilitate the semantics, by providing the right kind

of modal base; and a systematic formal semantics is all that she is concerned with.

3.3.4 Lewis on Relevant Facts and Conversational Score

David Lewis is pursuing a more ambitious programme. According to his well-known
doctrine of Humean Supervenience, ‘all there is to the world is a vast mosaic of local
matters of particular fact, just one little thing and then another ... we have an arrange-
ment of qualities. And that is all.” (Lewis 1986b, x) Abilities, dispositions and their
like are not part of the basic furniture of our world; they supervene on the Humean
basis, which consists solely of local, intrinsic, and purely categorical properties. Any
expression that makes reference to abilities or dispositions can in principle be replaced
by one that does not. And it is one central task of modal semantics to show how this
replacement is achieved. Thus Lewis must have a rejoinder to my argument in the

preceding section; and he does. Here it is.
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To say that something can happen means that its happening is compossi-
ble with certain facts. Which facts? That is determined, but sometimes
not determined well enough, by context. An ape can’t speak a human
language—say, Finnish—but I can. Facts about the anatomy and opera-
tion of the ape’s larynx and nervous system are not compossible with the
ape’s speaking Finnish. The corresponding facts about my larynx and ner-
vous system are compossible with my speaking Finnish. But don’t take
me along to Helsinki as your interpreter: I can’t speak Finnish. My speak-
ing Finnish is compossible with the facts considered so far, but not with
further facts about my lack of training. What I can do, relative to one set
of facts, I cannot do, relative to another, more inclusive, set. (Lewis 1976,

77)

This does not directly pertain to the kind of case that I have been considering,

although we get a similar pair of statements:

(C2) David Lewis can speak Finnish.

(—=C2) David Lewis cannot speak Finnish.

(C2) is true because David Lewis’s speaking Finnish is compossible with certain
facts about his larynx and nervous system. Or more precisely: (C2) is true because the
conversational score at this point has it that the accessible worlds are those where facts
about Lewis’s larynx and nervous system are held fixed, and Lewis does speak Finnish
at some such world. (—C2) is true because his speaking Finnish is not compossible
with the former facts and facts about his lack of training. Or more precisely: (~C2)

is true because the conversational score at this point has it that the accessible worlds
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are those where facts about Lewis’s larynx and nervous system and about his lack of
training are held fixed.

Analogously, Jenny can play the piano — (C1) is true — because her playing the
piano is compossible with certain facts about her nervous system, her hands, and her
early training. (—Cl1) is true because Jenny’s playing the piano is not compossible
with facts about all of the above and facts about her later, traumatizing, experiences.
(Precisify as before. Note, incidentally, that we have some leeway in choosing to speak
about her history — the training — or her intrinsic features — the neurological traces of
said training; nothing much seems to depend on which one we choose. Lewis seems to
prefer the former.)

Now, how does context determine, in any one of the cases Lewis and I have de-
scribed, which facts are to be ‘held fixed’ across the accessible worlds? Why is it
aspects of David Lewis’s biology on one occasion, aspects of his history on another?
Why one part of Jenny’s history (piano lessions) on one occasion, and another part (her
trauma) on another?

For the answer, we need to look back to Lewis (1979) and the ‘rule of accommoda-
tion’ that I have described earlier: as Lewis told us, ‘conversational score does tend to
evolve in such a way as is required in order to make whatever occurs count as correct
play’ (Lewis 1979, 347). Thus (C2) requires for its truth (I will neglect other aspects
of ‘correct play’) that it is facts about David Lewis’s larynx and nervous system (but
not his lack of training) that are held fixed across the relevant worlds; and so they are.
(=C2) requires for its truth that facts about David Lewis’s lack of training be held fixed
in addition to the above; and so they are. And so on for (C1) and (=C1).

However, that is not quite true: the truth of, say, (C2) does not require that the

relevant facts be facts about David Lewis’s larynx and nervous system: other facts, say,
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facts about his stomach, would do just as well. Those facts are certainly compossible
with David Lewis’s speaking Finnish. Similarly, in the case of (C1), holding fixed facts
about Jenny’s stomach or her hair-colour would make the statement come out true. If
the rule of accommodation could select only what is required for the truth of a given
statement, it could not select at all.

In response to this, it may seem that all we need to do is rephrase the rule of accom-
modation and say: conversational score tends to evolve in such a way as is sufficient
to make whatever occurs count as correct play, and in particular, to make an utterance
come out true. (Perhaps that is precisely the import of Lewis’s appeal to a ‘range’ of
values in his formulation of the rule.)

That, however, only raises another question: how does the conversational score
‘choose’ among the different eligible facts: why should the conversational score select
facts about David Lewis’s larynx rather than his stomach, or about Jenny’s hands rather
than her hair-colour? Nothing in the conversations we were given had made larynxes
or hands more salient (by mentioning them or making them otherwise conspicuous)
than stomachs and hair-colours.

Lewis’s account seemed plausible because because we already know that larynxes
and training are relevant to one’s ability to speak Finnish, and hands and (another type
of) training are relevant for one’s ability to play the piano. It would lose much of its
appeal if it turned out that those facts had been arbitrary examples and Lewis might just
as well have referred to stomachs and hair-colours. For a semantic account of a type of
sentence, it is not enough that all the right sentences (or utterances of them) come out
true or false, as the case may be; they should do so for the right reasons. If (C2) comes
out true because David Lewis’s speaking Finnish is compossible with facts about his

stomach, then something has gone wrong.
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So far, Lewis has given his semantic mechanism nothing to go by but the rule
of accommodation, and that rule, properly rephrased, has no resources to distinguish
between stomachs and larynxes when it comes to the truth of (C2). Intuitively, it is
clear what makes larynxes good candidates and stomachs bad ones when it comes to
the truth conditions for (C2) (and similarly for the other examples): facts about David
Lewis’s stomach or Jenny’s hair-colour are irrelevant to their abilities to speak Finnish
or play the piano, respectively; but the larynx and the nervous system are the physical
base of the ability to speak Finnish, and training is causally related to one’s ability to
speak Finnish or play the piano. In general, it is by appeal to the abilities ascribed that
‘good’ candidates are distinguished from ‘bad’ candidates for score-entering facts: the
good ones are facts that contribute (most obviously, as causes or physical bases) to the
ability in question.

The rule of accommodation is a very general device that applies to many expres-
sions besides ‘can’. Why not, then, add an extra clause to the semantics of sentences
‘x can F’ to specify that conversational score prejudices facts that are relevant to the
ability to F? Lewis says no such thing, and that is no accidental omission. He cannot
say any such thing because of the role that the analysis of expressions such as ‘can’

plays for Humean supervenience. Let me look at that role in a little more detail.

3.3.5 Humean Supervenience

Here is David Lewis’s own much-quoted characterization of Humean supervenience:

Humean supervenience is named in honor of the greater [sic] denier
of necessary connections. It is the doctrine that all there is to the world
is a vast mosaic of local matters of particular fact, just one little thing and

then another. (But it is not part of the thesis that these local matters are
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mental.) We have geometry: a system of external relations of spatiotem-
poral distance between points. Maybe points of spacetime itself, maybe
point-sized bits of matter or aether or fields, or both. And at those points
we have local qualities: perfectly natural intrinsic properties which need
nothing bigger than a point at which to be instantiated. For short: we have
an arrangement of qualities. And that is all. There is no difference with-
out difference in the arrangement of qualities. All else supervenes on that.

(Lewis 1986b, ix f.)

It will not come as a surprise that I reject Humean supervenience. I believe that the
supervenience base, if there is one, is not Humean: it must include potentialities.

(Note, incidentally, that imagery aside, the quote does not clearly say that poten-
tialities are excluded from the supervenience base: being possibility-like, potentialities
need not bring with them any necessary connections, and on a non-reductionist view it
is hard to see why all potentialities should require more than a point to be instantiated.
The reason for this is not, of course, that Lewis was open to potentialities at the super-
venience base, but that his main target — and the main issue in debates about Humean
supervenience — is the package of laws, causation, and dispositions according to the
standard model. The exclusion of potentiality from the supervenience base is implicit
in his talk of ‘qualities’, which I take it we are to understand as categorical properties,
properties with no essential modal features, or ‘quiddities’. Potentialities surely are not
such properties.)

Lewis’s semantic analyses of modal terms such as ‘can’ is best understood in the
context of his project of defending Humean supervenience. In particular, they are
aimed at reconciling common sense and ordinary language, both of which abound in

modality, with Humean supervenience: to show that the Humean supervenience base,
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enriched by other possible worlds, is all we need to make the statements of ordinary
language come out true or false exactly as common sense dictates. Since that is its goal,
the analysis must not appeal to anything other than the Humean supervenience base.
Lewis does not claim that analyses (such as Kratzer’s) which do appeal to more than
that supervenience base are false, and do not serve their own purposes, whatever they
may be. From the point of view of Humean supervenience, they are simply incomplete;
and from the point of view of defending Humean supervenience by reconciling it with
common sense, they are useless.

We can think of the semantics as a mechanism that assigns semantic values to to-
ken linguistic expressions (say, propositions to utterances of sentences) based solely on
the linguistic facts and the facts concerning the Humean supervenience base. Lewis’s
account of the ‘conversational score’ tells us something about how that mechanism
works; the rule of accommodation, in particular, tells us that ceteris paribus the mecha-
nism assigns true propositions wherever possible. To vindicate Humean supervenience,
the mechanism should ‘know’ nothing about the world except for how things stand with
the Humean supervenience base. In describing the mechanism, or giving the semantics
of a language such as English, we should in principle be able to use a metalanguage
whose terms refer to nothing but token linguistic expressions and the supervenience
base.

We can see why Lewis did not adopt the view that I earlier attributed to Angelika
Kratzer, a view on which an object’s possessing a particular ability was part of the
facts that are held fixed across the relevant worlds. To operate in accordance with
that view, the semantic mechanism must ‘know’ about abilities; otherwise it could not
hold them fixed across the relevant worlds. But then the analysis is of no use to the

defender of Humean supervenience. Larynxes and training events, to be sure, aren’t
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part of the Humean supervenience base either, but they are certainly one step closer
to it. In particular, they are closer to it in being non-modal. The examples illustrate
how the semantics of a modal expression is given without appeal to modal constituents
of the world in which it is uttered. Since the supervenience base is non-modal, that
illustration takes us one step closer to the final reductive project.

We can also see why Lewis did not provide any general guidance for the semantic
mechanism to help it pick out larynxes rather than stomachs, etc.: if such guidance
were phrased (as it would most naturally be) in terms of abilities, then the semantic
mechanism would again need to ‘know’ about abilities. Abilities need not be con-
stituents of the facts to be held fixed across worlds (as they are on the view I attributed
to Kratzer), but they are still a vital input for the mechanism: without knowing about
abilities, the mechanism would not know which facts to hold fixed.?

This, then, explains why Lewis relies on examples alone and does not make the
natural appeal to abilities in explaining those examples; if he did, the analysis would
no longer serve its purpose in the defense of Humean supervenience. Is there any
other, Humeanly acceptable, way of providing what I asked for: a way for the semantic
mechanism to distinguish the good from the bad candidates for relevant facts? It seems

to me that there are two broad strategies available to Lewis. One is to accept the

3What if abilities could be reduced to the Humean supervenience base plus other worlds in some other
way than the Lewisian? Kenny (1976) has argued that the possibility operator ¢ of any normal modal logic
is unsuited to express ability, not because of the kind of worries that I have formulated, but because it has
the wrong logical structure: ability, according to Kenny, does not distribute over, nor is it closed under,
disjunction. Possibility, even on the weakest normal modal logic, does both. Brown (1988) and Horty
and Belnap (1995) have taken up Kenny’s challenge by providing non-normal modal logics of ability. The
basic idea of both their systems is that ability includes an aspect of necessity, or ‘control’, as well as of
possibility. Brown introduces the notion of ‘clusters’ of worlds, which ‘correspond to different logically
possible actions.” He takes ‘relevant clusters to correspond to choices of actions of which I am actually
capable.’” (Brown 1988, 5) Then informally, ‘I can bring it about that p’ is true iff there is some relevant
cluster of worlds in each of which p holds; i.e., iff there is some action of which I am capable and which
ensures the truth of p. I do not wish to take a stand on Kenny’s challenge. The important thing to note in the
present context, however, is that Brown’s semantics for the formal system, like Kratzer’s semantics for the
English ‘can’, is non-reductive: the notion of an action ‘of which I am capable’ is built into the semantics
unanalysed. The same is true of Horty and Belnap’s system.
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challenge and provide an answer to it without appeal to abilities; the other is to reject
the challenge altogether.

If Lewis were to take the first option, I think the most promising strategy would
be to focus, not on the abilities as I have suggested, but on their exercises. In consid-
ering (C2), the relevant facts are those about David Lewis’s larynx and nervous sys-
tem because larynxes and nervous systems are normally involved in someone’s speak-
ing Finnish; stomachs aren’t. In considering (—C2), the relevant facts further include
those about David Lewis’s (lack of) training, because training-events normally precede
events of people speaking Finnish. In considering (C1), Jenny’s hands, nervous system
and previous training are relevant because hands and nervous systems are normally
involved in playing the piano, and training-events normally precede events of people
playing the piano. And so on. The idea is that the relevant facts are those which are
normally connected to the exercise of the ability I have appealed to; normality will be
understood as some statistical (intra- or inter-world) measure. In general, the strategy
is to replace my earlier talk about the bases and causes of an ability to F with talk about
what is normally involved in F’ing, and what normally preceeds F’ing.

This strategy fails because abilities and their exercises are multiply realizable. We
speak (Finnish or otherwise) using our larynxes but other beings might not. The failure
becomes more obvious when we look at (i) cases where F’ing normally involves, or
is preceded by, X, but a particular individual possesses the ability to F not in virtue of
X but in virtue of some atypical base or cause, Y — say, someone can play the piano
not with their hands but with their feet; or (ii) cases where there is no ‘normal’ base or
cause, where F’ing is not only multiply realizable but is in fact performed by different
individuals in so many different ways. We might say of someone ‘He can deceive

anyone’ or ‘He can adapt to new environments’; there is no normal way of deceiving
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or adapting, no typical training preceding them, or anything of that kind; what needs to
enter the conversational score here is simply the actual cause or base of the ability in
the given individual.

The second option is one that I suspect Lewis would have preferred all along: refuse
the challenge. I have pointed out that our linguistic practices concerning ‘can’ are more
restrictive than his rule of accommodation can account for, and have challenged him
to provide a general explanation of these restrictions. To refuse this challenge is to
say that, for all we know, context might fix on David Lewis’s stomach in the truth-
conditions for (C2), and on Jenny’s hair-colour in the truth-conditions for (C1); but if
semantics (like nature) is kind to us, then it won’t.

I cannot refute that claim, but it seems to sacrifice a great deal. The account cer-
tainly becomes less informative; it thereby becomes less attractive too. The two ver-
sions of possible-worlds analyses that do make reference to abilities (the one that I have
attributed to Kratzer, which admits abilities into the ‘modal base’ or relevant facts, and
the alternative that merely allows the semantic mechanism to be guided by knowledge
of abilities) certainly seem to do better as far as the explanatory value of the semantics
goes.

Where does that leave us in the enterprise of trying to give a possible-worlds seman-
tics of ‘can’? The only reason for adopting the Lewisian version is its role in defending
the tenability of Humean supervenience. Tenability, officially, is all that Lewis ever
seeks or claims to establish for Humean supervenience: ‘Really, what I uphold is not
so much the truth of Humean supervenience as the tenability of it. If physics itself were
to teach me that it is false, I wouldn’t grieve.” (Lewis 1986b, xi) Now, the viability of
Lewis’s semantics may serve as a defense for the tenability of Humean supervenience.

But the tenability of Humean supervenience in itself is no reason to adapt our seman-
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tics to its defense. It is certainly not good methodology to try to provide a semantics
that could serve to defend all tenable theses in metaphysics, not least because there are
many tenable theses that contradict each other.

If Humean supervenience were true, of course, that would be a different matter. But
it is much more likely to be false.

As Maudlin (2007) notes, it is unclear why we should believe in Humean super-
venience in the first place. Lewis’s own stated motivation is ‘to resist philosophical
arguments that there are more things in heaven and earth than physics has dreamt of’
(Lewis 1994, 474). But, as has frequently been pointed out, there are more things in
physics itself, or to be precise: in quantum physics, than Humean supervenience has
dreamt of; physics itself does teach us that Humean supervenience is false. At the heart
of Humean supervenience lies the idea that the world is ‘Separable’: the total physical
state of the world supervenes on the local, intrinsic states of each spacetime point and
the spatio-temporal relation between them; ‘the world as a whole is supposed to be
decomposable into small bits laid out in space and time’ (Maudlin 2007, 51). Separa-
bility is built into classical physics but rejected by part of our currently best physics,
quantum theory. According to quantum theory, two electrons may be in an ‘entangled
state’. If they are, then the state of the system consisting of a pair of electrons e; and
e, does not supervene on the intrinsic states of e; and e;. On one construal, if e; and e,
are in an entangled state, then neither of them ‘has any local state, i.e. a state that can
be specified without reference to the other member of the pair’ (Maudlin 2007, 61)
Obviously, if there are no local states to begin with, then the ‘global’ state of the pair
has no local states to supervene on. Another construal allows us to attribute intrinsic
local states to each of e; and e,, but a given combination of such local states of ¢;

and e, plus a given spatiotemporal relation between them is compatible with more than
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one ‘global’ state, so again that global state does not supervene on the local states, and
Separability fails. (See Maudlin 2007, 61, for this way of putting the point. Objections
along the same lines are mounted, for instance, in Oppy 2000 and Karakostas 2009.%)

There is also good reason to believe that the fundamental properties, those which
make up the supervenience base, are also not ‘qualities’, that is, nonmodal quidditistic
properties. Science, as Simon Blackburn and others have argued, ‘finds only dispo-
sitional properties all the way down’ (Blackburn 1990, 63; see also Molnar 1999 and
Bird 2007).° In maintaining that there is more to the properties discovered by science,
namely, a quiddistic nature, it is Humean supervenience that is guilty of supposing that
‘there are more things in heaven and earth than physics has dreamt of”.

Apart from seeming unwarranted by the standards of physics, the supposition of
quidditistic fundamental qualities leads to various problems. If Humean supervenience
is true, then the fundamental properties are not the dispositions that physics prima fa-
cie takes them to be. Accordingly, the names of such a fundamental property (say,
‘charge’) do not refer to dispositional properties, but to the categorical properties that
plays the role specified in the disposition’s description (see Lewis 1970). This, how-
ever, leads to a rather unattractive proliferation of possibilities: on the assumption that
charge and mass are categorical properties that play their dispositional roles only con-
tingently, it should be possible that they completely swap their roles (see Black 2000,

who adapts an argument from Chisholm 1967 concerning haecceitism). So there should

It has even been suggested that quantum physics is best understood in terms of fundamental potentialities
(see Karakostas 2007, who quotes Heisenberg to the same effect). However, I do not know enough about
quantum physics to fully understand, let alone evaluate, that claim.

SIn the same paper, Blackburn suggests that this finding should cause concern: ‘To conceive of all the
truths about a world as dispositional, is to suppose that a world is entirely described by what is true at
neighbouring worlds. And since our argument was a priori, these truths in turn vanish into truths about yet
other neighbouring worlds, and the result is that there is no truth anywhere.” (p. 64) Holton (1999) has
shown that the worry is ungrounded if it is one of incoherence. The worry that remains is one of regress
or circularity, if the fundamental properties are dispositions whose manifestations are in turn dispositions,
whose manifestations ... and so forth. As Holton points out, it is not entirely clear what is so bad about
circularity in this case. For a more detailed argument, see chapter 6 of Bird (2007).
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be possible worlds just like the actual one in every detail except that mass plays the
charge role and charge the mass role (and the same goes for any number of properties).
Perhaps more worryingly, there is no reason why the same role should not be played
by two distinct, indeed by any number of, categorical properties, in the actual world.
But that would make it impossible for our theoretical terms such as ‘charge’ to refer to
anything at all: if there is no one categorical property that plays the charge role, then
there is no property for ‘charge’ to refer to (compare the definite description ‘the word
on this page’), and the best science that we could possibly achieve would merely deal
in empty words. (The argument is from Alexander Bird 2007, 76-79.)

To conclude. It is hard to see why we should impoverish our semantics and deny
ourselves a great deal of explanatory value for the sake of a speculative thesis that is
most likely to be false. Kratzer’s version of the semantics is superior to Lewis’s as a
semantic theory, and the independent motivation for Lewis’s version has been found
wanting: the view is designed to align philosophy with our best science, but it seems
not in accord with either our best scientific theories or with scientific practice. My
argument has been sketchy, and its conclusion is far from definitive. But once again,
it seems that the burden of proof is on the opposite side: on those who hold that the

speculative thesis of Humean supervenience should constrain our semantic theory.

3.3.6 A Provisional Conclusion

In section 3.3.1, I proposed that given its surface structure, ‘can’ is most plausibly con-
strued as a predicate modifier that ascribes potentialities to objects. I suggested four
reasons for the wide-spread resistance to this idea, and the view that ‘can’ should in-
stead be treated as a sentence modifier expressing truth in at least one possible world.

Those reasons were: (i) the possibility of providing unified treatment of circumstan-
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tial and epistemic modality; (ii) the elegant account afforded by the possible-worlds
semantics of the context-dependence of ‘can’; (iii) Humean supervenience; and (iv)
the worry that there will not be enough potentialities for a comprehensive semantics
of ‘can’, a worry which does not affect possible worlds. I addressed (i) immediately,
and have been concerned with (ii) and (iii) in the last four sections. While my dis-
cussion has not been entirely conclusive, its upshot is this: (ii), the elegant account of
the context-dependence of ‘can’, is best achieved without (iii), the attempt to defend
Humean supervenience. The reductive project of Humean supervenience stands in the
way of the best possible-worlds semantics of ‘can’; that semantics makes reference to
abilities in determining the modal base or relevant facts. (It may be conjectured that it
will also have to make reference to other kinds of potentialities in other cases.) The pro-
posal I made in section 3.3.1 has an explanation for this: abilities are indispensable to
the best and most informative semantics of ‘can’ because ascribing abilities (and other
potentialities) is precisely what ‘can’ does. Of course, that is not the only explana-
tion available for the superiority Kratzer’s over Lewis’s version of the possible-worlds
semantics for ‘can’. But it makes the burden of proof on those who reject surface
grammar in favour of a possible-worlds semantics just a little heavier.

My proposal is left with two challenges, arising from (ii) and (iv). First, it re-
mains a fact that the possible-worlds semantics gives a very elegant treatment of the
context-dependence of ‘can’; has the proposed potentiality-based semantics anything
comparable to offer? Second, the challenge posed by (iv) has not been addressed: are
there enough potentialities to provide for all (true) uses of the circumstantial ‘can’?
Both challenges can be met, if at all, only once a general account of potentiality has
been developed. The second thread of this chapter ends with the same desideratum as

the first: the need for an account of potentiality in general. I will go on to provide such
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an account in the next chapter. The account should address the challenge that arises
from (iv). I will not be able, in the scope of this thesis, to address the challenge of
context-sensitivity (ii), though I will make some preliminary remarks on how it might
be addressed at the end of chapter 4. I hope to have given some reason to take the
proposal of a potentiality-based semantics of ‘can’ seriously; no more than that, but

also no less.



Chapter 4

Potentiality

4.1 Generalizing

In chapter 3, I have provided some motivation for the development of a general and
non-reductive account of potentiality — where ‘potentiality’ is understood as the com-
mon genus of dispositions, abilities, and whatever other properties of the same kind
there are. Apart from its intrinsic interest to anyone with nonreductionist inclinations, I
indicated two further aims which a general account of potentiality might serve. One is
the development of a potentiality-based account of possibility; that will be my focus in
chapters 5 and 6. The second is a semantics of ‘can’. That second aim is not my main
target in this thesis, but it will be addressed in a sketchy and somewhat scattered man-
ner along the way in this chapter. In particular, section 4.2 will introduce a conception
of potentiality that is by stipulation weak and inclusive enough to serve in a semantics
of ‘can’; and I will then argue that this conception should indeed be adopted. (Its use

is not limited to the semantics of ‘can’; since the weak conception is plausibly closed

98
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under logical entailment, it will also enable me to formulate a more elegant logic of
potentiality in chapter 6.)

In order not to lead to circularity when serving these two aims, the general account
of potentiality should be developed without appeal to either the analogy between po-
tentiality and possibility or the link between potentiality and ‘can’. My method will
instead be one of natural extension using the examples that helped introduce the notion
of potentiality: dispositions, such as fragility, and abilities. I will argue that such ex-
tension takes us very far. The general strategy will be to provide examples from these
two familiar classes of potentialities and then to argue for the inclusion of less familiar
cases by arguing that any line between the familar and the unfamiliar case would be
arbitrary.

To begin, consider fragility: there are some very fragile things, such as old parch-
ments and long-stemmed champagne glasses, and others that are less so, but still frag-
ile, such as an ordinary tumbler. Among the non-fragile things, there are some that
come closer to being fragile, such as a robust plant-pot, and others that are far remote
from being fragile, such as my desk or (even further) a rock. There seems to be a
continuous spectrum that leads all the way from the champagne glass to the rock, and
somewhere on that spectrum we can find the cut-off point — or perhaps we cannot, since
it is a vague matter precisely where that cut-off point is. Even if we could precisely lo-
cate it, however, that cut-off point would not be likely to cut nature at its joints; it might
have been a little more to one side of the spectrum or the other (and in another context
we would probably say it is), thus excluding the tumbler or including the plant-pot.

I have said that there is a continuous spectrum; but a spectrum of what? The answer
seems to be: of possibility-like properties that come in varying degrees of strength; in

other words, of potentialities. Potentialities provide the non-reductionist with a way
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to understand the context-sensitivity of dispositional terms such as ‘fragile’: context
determines the degree to which a given object must possess the potentiality to break in
order for that object to count as fragile. But context can operate in this way only against
the background of something that is not context-sensitive. Standardly, that background
is taken to be possible worlds: which possible worlds there are (whatever they are)
is not a matter of context; context merely determines which of them are relevant on
a given occasion. On the non-reductionist view of potentiality, the background for
contextual variation is provided by the potentialities that things possess and the degrees
to which they possess them.

Perhaps that has not yet taken us beyond the realm of dispositions; the potential-
ity to be broken that comes in degrees and provides the background for the context-
sensitivity of ‘fragile’ may, after all, be expressed by another dispositional term, ‘break-
able’. (For the distinction between these two, see chapter 2.4.) But adjectives of the
form ‘F-able’ provide limited expressive resources; they take only a single verb as a
complement, and (if my conjecture is correct) only in the passive form. (Again, see
chapter 2.4.) We can go further.

Consider abilities. I am hopeless at sports; I cannot even catch a ball if you throw
it at me. That is to say, I have no ability to catch a ball if you throw it at me. Having an
ability requires some kind of control, and I do not have that control. (Spelling out the
kind of control required is complicated by cases such as our traumatized piano player
in chapter 3.3.3; but my case is clearly not like this.) Still, I may be lucky in some
cases, and catch the ball thrown at me. There is nothing about me that prevents me
in principle from catching a ball thrown at me, in the way that lacking arms would
prevent me from catching a ball, or in the way that a table is in principle prevented

from catching a ball. Compared to my desk, I can catch a ball. (And compared to an
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ape, David Lewis can speak Finnish.) This is a fact about me, a property of me, just as
its potentiality to break is a property of the plant-pot. It seems reasonable to say, then,
that I have a potentiality to catch a ball when it is thrown at me, a potentiality which
my desk lacks; but that my potentiality to catch a ball, unlike (perhaps) yours, is not an
ability.

Potentialities, again, provide the non-reductionist with a way to understand the
context-sensitivity of certain expressions, in this case ‘can’. I truly said above that I
cannot catch a ball. But of course, there is a perfectly good sense in which I can catch
a ball, and it is evoked by the comparison with my desk. In the first context, ‘can’
was used to ascribe a potentiality that qualifies as an ability; in the second, it is used
to ascribe a potentiality whether or not that potentiality qualifies as an ability. What
makes a potentiality qualify as an ability? I do not have an answer to this question.
(I wish I did!) Answering it may require doing a substantial amount of work in the
philosophy of action. But we clearly have some intuitive grasp of the distinction even
without being able to give a general account of it.

It would seem, then, that there are more potentialities than there are dispositions
and abilities; but just how many more are there? That question is of course ill-phrased.
To reformulate it, let me first say something about the individuation conditions for
potentialities.

In general, a potentiality is individuated by its manifestation and nothing else. (I
have argued this point at length for dispositions in chapter 2.) It is a potentiality to ...;
and that is all that it is. A potentiality to F may be possessed by different individuals,
or by the same individual at different times, to different degrees; and it may or may not

come with certain features that make it qualify as an ability. I have professed ignorance
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on the question of just what those features are, but for the time being I submit that
whatever they are, they are additional features of one and the same potentiality.

If a potentiality is individuated by its manifestation, and its manifestation alone,
then the obvious reformulation of my ill-phrased question is this: what manifestations
can a potentiality have? The answer is: in the widest possible sense of ‘property’, every
property is the manifestation of some potentiality.

This widest possible sense includes complex properties: if there is a property of be-
ing F and a property of being G, then there are also properties of being F-and-G and of
being F-or-G, for instance. Why should there by potentialities for such manifestations?
Here are some intuitive examples.

Many potentialities have complex manifestations. Take, as a simple example, the
ability to walk. Walking is an intricate combination of movements: lifting one foot
while leaving the other on the ground, moving the lifted foot forward and putting it
back on the ground while lifting the other, and so on. In having an ability to walk,
I already have an ability for a conjunctive manifestation: the ability to lift one foot
and move it forward and leave the other foot on the ground, etc. If things never had
potentialities for conjunctive manifestations, then I could not have an ability to walk. I
take that to be a reductio.

What about disjunctive potentialities? Here the intuitive example is determinate
and determinable properties.

‘Breaking’ is a determinable with such determinates as: breaking into two pieces,
breaking into three pieces, and so forth. Having one determinate, say breaking into
seven pieces, is a way of having the determinable property, breaking. In fact, it is the
only way: there is no other way to possess a determinable property than by possessing

one of its determinates. Everything that breaks must break into some number of pieces.
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Conversely, possession of any one determinate ensures possession of the determinable:
by breaking into seven pieces, an object must break.

In these respects, determinables and determinates behave exactly as a disjunctive
property and its disjunct properties do: being F is a way of being F-or-G; in fact, being
F and being G are the only ways of being F-or-G (nothing can be F-or-G without being
F or being G); and finally, having one of the disjunct properties already ensures having
the disjunctive property. The determinates of a given determinable exclude each other,
while the disjuncts of one disjunctive property do not, but that seems to be the only
notable difference in the formal structures. Having a determinable property at least
entails having the disjunctive property that has all its determinates as disjuncts.

Given that fragile objects have the potentiality to break, and that breaking is a
determinable property, it is therefore extremely difficult to see how a fragile object
should fail to have the potentiality for a disjunctive manifestation: the potentiality to
break into two pieces or to break into three pieces or .... And given that there are fragile
objects, we should conclude that there are objects with potentialities for disjunctive
manifestations.

This type of reasoning carries over to more arbitrary disjunctive manifestations,
and also to tautological ones. Do I have a potentiality to walk or not to walk? If I
do, then that is a potentiality which I am constantly manifesting. That in itself should
not be a problem: an animal’s ability to breathe is manifested throughout the animal’s
life; fire constantly exercises its disposition to release heat. But how do I exercise the
potentiality to walk or not to walk? Very simply: by walking, or by not walking, as
the case may be. Walking and not walking are both ways of having the tautological
property of walking-or-not-walking, just as breaking into two pieces and breaking into

seven pieces are ways of breaking. Similarly, I possess the potentiality to walk or not
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to walk by possessing the potentiality to walk, or by possessing the potentiality not to
walk, or both.

We can go further still. There are not only potentialities for complex properties,
there are also potentialities for ‘such-that’ properties. (A ‘such-that’ property is a
property that is possessed either by everything or by nothing, depending on whether
a particular proposition is true. Semi-formally, it is a property that can be expressed
with a lambda operator expression, Ax.p, where p contains no free occurrences of x.
An object possesses a ‘such-that’ property usually without making any contribution to
its possession of that property.) I begin with a complex property. I have an ability to
walk in the rain; I do not have an ability to walk in a tornado. In other words, I have
an ability to walk while it is raining, or an ability to walk and be such that it is raining.
In order for me to exercise that ability it must be the case both that I am a certain way
(namely, walking) and that things stand a certain way outside me (namely, that it is
raining). Once we have admitted ‘such-that’ properties as parts of complex manifes-
tations, there is no reason for not allowing them to form a potentiality’s manifestation
on their own: by having a potentiality to walk, I have a potentiality to be such that I
am walking, and indeed to be such that someone is walking. The manifestations of the
former two potentialities (to walk, and to be such that I am walking) by me will always
consist in the very same events or states, namely, my walking. Nevertheless, the mani-
festation properties themselves are to be distinguished: their possession by anyone but
me will take very different forms.

By stretching our notions of the familar kinds of potentialities only a little, we have
now already reached a rather liberal conception of potentiality. It is liberal in two ways.

First, it is liberal concerning which things have which potentialities. Rocks have

potentialities to break, and someone as hopeless at sports as I am has a potentiality to
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catch a ball. To be sure, there are differences between rocks and champagne glasses
in terms of the potentiality to break, and differences between me and a professional
handball player in terms of the potentiality to catch a ball. But those, I submit, are best
construed as differences berween potentialities — differences in their degree, or (more
vaguely) differences in the control that their possessors have over their exercise — and
not as differences between having and lacking a potentiality.

Second, the conception we have arrived at is liberal concerning which properties
can be the manifestations of potentialities: they include complex properties of the con-
junctive or disjunctive variety, as well as ‘such-that’ properties, and complex properties
involving ‘such-that’ properties.

Taking these two strands of liberalism together, it seems plausible that for every
property F that an object a possesses, a’s possessing F is a manifestation of a poten-
tiality of @’s. For why should it not be? It might be because, while a did possess a
potentiality to have F, its possession of F did not come about in the right way. Given
the first strand of liberalism, it is difficult to see how that should be the case. (If you
catch a ball accidentally, that may not count as an exercise of your ability to catch a
ball, or of your potentiality insofar as it is an ability; but it will still be an exercise of
that potentiality, just as much as my catching a ball is an exercise of my potentiality
which does not qualify as an ability.) Or it might be because F is not the kind of prop-
erty that things (of a’s kind) might ever have a potentiality to possess; but given my
second liberal strand, it is not obvious that there are any such properties left. Or are

there?
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4.2 Two Notions of Potentiality

Take two apples, a; and a,, and suppose that at a certain time ¢, a, changes its colour
to a bright red, while a; does not. a, has acquired a property: the property of having a
certain shade of red. a,, too, has acquired a property: the property of being such that
a, is red. So how many potentialities have been manifested?

I believe that the intuitive answer is: one. a, has manifested a potentiality to turn
red. a; has not manifested any potentiality by a, turning red: that event had nothing
to do with a;. One way of taking account of this is to simply forbid potentialities for
‘such-that’ properties: nothing, and a fortiori not a;, has a potentiality to be such that a,
is red. But we have seen that those properties are needed to account for some intuitive
examples (for instance, my ability to walk in the rain). Moreover, once we have allowed
for there to be such a property as the property of being such that a; is red, we must allow
that a, has acquired that property by turning red. It would then be arbitrary not to allow
that a, has manifested its potentiality to be such that a,, itself, is red. To do justice to
the intuition to which I pointed, we do not need to forbid potentialities for ‘such-that’
properties; we need to forbid merely that objects (e.g., a;) have potentialities for ‘such-
that” properties that do not concern themselves (e.g., the property of being such that
ap is red). A restriction is to be posed not on what properties things, in general, have
potentialities for, but on which things have potentialities for which properties. a, may,
but @; may not, have a potentiality to be such that a; is red.

The intuitive idea behind this reply, I take it, is this. An object’s manifesting or
exercising a potentiality should be something that the object itself does, though in the
weakest possible sense of ‘does’. No matter how weakly we understand ‘do’, however,
it is plain to see that @; would do nothing at all in manifesting a potentiality to be such

that a, is red; the doing is all a,’s. An object must exercise its potentialities itself, not
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have other objects exercise them, as it were, for it; and we should attribute to an object
only such potentialities as it could exercise itself. Exercising a potentiality may require
some contributions from objects other than the potentiality’s possessor (witness my po-
tentiality to walk in the rain — in order for me to exercise this potentiality, the weather
must comply), but it will always require some contribution from the potentiality’s pos-
sessor itself; or so the thought goes. Intuitively, a; has not contributed to, and could
never contribute to, being such that a, is red. Hence @, is in principle excluded from
having a potentiality to be such that a; is red, since it is in principle excluded from ex-
ercising such a potentiality. We certainly do not ascribe any dispositions or abilities for
such properties; if potentialities are introduced by extending our concepts of abilities
and dispositions, it is hard to see how they should ever ‘reach’ any such potentiality as
a potentiality possessed by a; to be such that a; is red.

However, there is an alternative train of reasoning in response to my earlier ques-
tion: how many potentialities were manifested in a,’s turning red and a;’s acquiring
the property of being such that a, is red? The alternative answer, unsurprisingly, is:
two. This answer goes with the idea that ‘can’ is used to ascribe potentialities. For,
while it is quite unusual to say that a; can be such that a, is red, it still seems true; and
it is certainly false to say that a; cannot be such that a, is red. Hence, if (as I suggested
in chapter 3.3.1) ‘can’ is to be construed as ascribing potentiality, we must ascribe,
rather than deny, to a; a potentiality to be such that a; is red. In fact, it would seem that
if usage of ‘can’ were to be our guide to potentiality, things would have potentialities
for whatever is compatible with their existence. For not only can a; be such that a; is
red; a; can be such that all apples are red, that all cacumbers are green, and it can be

the only apple in the world (try negating any of these sentences!). This explosion of
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potentialities stops short only of what is incompatible with a;’s existence: a; cannot be
such that there are no apples, or such that it, a;, does not exist.

For convenience, let me label the conception that motivated the first answer the
‘strong’ conception of potentiality, and the conception that motivated the second an-
swer the ‘weak’ conception. Which of the two answers to my initial question should
we adopt? The fact that the second, weak, conception goes with usage of ‘can’ may
not, of course, count as evidence for the correctness of that conception; that ‘can’ al-
ways ascribes potentialities is a thesis still to be established. It merely makes the weak
conception desirable for the purposes of such a semantics. There is a second reason to
find that conception desirable.

If we go with first, the less inclusive suggestion and the strong conception, then
potentiality is certain to create hyperintensional contexts. Given the existence of both
a; and a,, being such that a; is red or not red, and being such that a, is red or not red
are logically equivalent: whatever has one of these properties must have the other one
too, as a matter of logic, since both are tautologous. Now, a; is red or not red; it makes
its contribution to that state of affairs by being not-red (let us suppose); its being red
or not red should, then, count as a manifestation of its potentiality to be red or not red.
So a; has a potentiality to be such that it, @, is red or not red; yet it has no potentiality
to be, because it has no way of contributing to being, such that a, is red or not red.
With a,, matters are directly reversed. Hence both a; and a, will have one and lack
the other of a pair of potentialities whose manifestations are logically equivalent. On
the more inclusive ‘weak’ understanding, however, there is no reason to deny to a; the
potentiality to be such that a; is red or not red, and in general no prima facie reason to
doubt that potentiality is congruent, i.e., closed under logical equivalence. Congruence

is not quite the same as intensionality, i.e., closure under necessary equivalence; but



CHAPTER 4. POTENTIALITY 109

given congruence, it may be hoped that potentiality on the weak conception would even
turn out to be intensional (as opposed to hyperintensional). For the purposes of logic,
congruence is already a great advantage. (More on this below in section 4.7.)

Other formal aspects of potentiality will also differ depending on whether the strong
or the weak conception is adopted: on the weak conception, whenever an object has a
given property, that property is a manifestation of a potentiality of that same object; if
x is F, it follows that x can be F. (Try saying: ‘x is F, but x cannot be F’!) On the strong
conception, that is not so: a;’s being red is a manifestation of its potentiality to be red,
but a,’s being such that a, is red is no manifestation of any potentiality of a,’s. (More
on this entailment below: section 4.9.)

None of the considerations so far have provided evidence that the weak conception
is the metaphysically more adequate one. However, I believe that we should indeed
adopt that weak conception. The reason, in a nutshell, is that there is no sharp and
non-arbitrary distinction to be drawn between what is admitted and what is excluded
by the stronger, less inclusive conception. That is a problem if we believe that the
stronger, and not the weaker, conception articulates the most inclusive sense we should
give to the term ‘potentiality’, that it provides the boundaries to the potentialities that
things have. For if the boundary drawn by the stronger conception is a metaphysically
substantial one between being and not-being, it had better be a sharp and non-arbitrary
one. If, on the other hand, we adopted the weaker conception of potentiality, we might
still make sense of the somewhat fuzzy boundary between potentialities that fulfil some
further condition (the ‘strong’ potentialities) and those that do not. Distinctions among
things that exist, and properties that things have, need not be sharp; but distinctions
between what exists and what does not, and between what properties things have and

which they do not have, do need to be sharp.
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So: if there is no sharp and non-arbitrary delineation between what qualifies as
a potentiality on the strong conception and what does not, then we should adopt the
weaker conception. To see that the antecedent of this conditional is true, let us consider
how the distinction between the strong and the weak conception is to be articulated.

Note, first, that my strong conception is still very, very weak — it is not meant to
capture a causal element, nor is it intended to describe ‘active’ powers as opposed to
passive ones. The reason for this is not that I am not interested in causal elements,
or that I am opposed to the active / passive distinction. There are potentialities to
cause something, and in fact many of the potentialities we are ordinarily interested in
may be potentialities to cause something or be caused to do something. The active
/ passive distinction is a puzzling one, but probably one that should play a role in
understanding the special kind of potentiality that we call ability. However, in this
chapter I am concerned to stretch the notion of potentiality to its limits; to find the most
general and inclusive conception of potentiality that can still count as a conception of
potentiality. The question then is, how far can we stretch that notion? And there are
two candidate answers, which I labeled the weak and the strong conception. The weak
conception requires only that an object be compatible with the manifestations of its
potentialities; the strong conception requires that it contribute to these manifestations.
(We might think of them, and I will occasionally refer to them, as two senses of the
term ‘potentiality’. My question is not, of course, what the real sense of that word is —
I have deliberately chosen a term of art with few linguistic intuitions behind it. Rather,
the question is which sense we should give to the word.)

I have been using the somewhat vague term ‘contribute’ to capture that which must
be present in a potentiality’s manifestation on the strong conception, but not on the

weak one. On the strong conception, an object x has a potentiality to be F just in case
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x has a potentiality to contribute to being F. We might try to capture the distinction
as one between the kinds of properties that a given object may have a potentiality to
possess: being such that a; is red is a Cambridge property relative to a;; a Cambridge
property of x is a property that x possesses purely in virtue of things standing one way
or another with objects entirely disjoint from x. We might think, then, that x contributes
to its being F just in case being F is not a Cambridge property of x; and hence that x
has a potentiality, on the strong conception, to be F iff x has a potentiality to possess
the property of being F as a non-Cambridge property.'

Of course, it is not entirely clear where the line is to be drawn between the (mere)
Cambridge properties and the non-Cambridge properties; or between a property to
which an object contributes, and one to which it does not. For exactly the same reasons,
it is not clear where the line is to be drawn between the potentialities that qualify in
the stronger sense and the putative potentialities that do not. Consider the following
examples.

I have argued that things have potentialities for ‘tautologous’ manifestations: aj,
for instance, has a potentiality to be red or not red, a potentiality which it exercises
(let us suppose) by being not-red. Being red-or-not-red is not a Cambridge property
of ay; it is a property to which a; makes its contribution by being not-red. I have also
argued that things may have potentialities for complex manifestations part of which
concerns objects wholly disjoint from them: a;, for instance, has a potentiality to be

red simultaneously with a», i.e., to be red while a, is red. If a; were to manifest that

't is important that ‘as a non-Cambridge property’ is in the scope of the potentiality operator. Otherwise
we might rephrase the condition as: x has a potentiality, on the strong conception, to be F just in case x has
a potentiality to be F and being F is not a mere Cambridge property (relative to x). The problem with this
formulation is that the same property may be possessed by the same object as either a Cambridge property
or a non-Cambridge property. a; possesses the property of being such that something is red as a Cambridge
property if it is not itself red, and as a non-Cambridge property if it, ap, is itself red. As a consequence, the
less inclusive conception must say that a; has the potentiality to be such that something is red if a; itself
has a potentiality to be red, but not otherwise. There is no general answer to the question: is being such that
something is red a Cambridge property relative to a;?
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potentiality and possess the property of being red-while-a,-is-red, a; would possess
that property not as a mere Cambridge property; it would contribute to its possession
by being red. Of course, by being red, a; would also contribute to being red-or-not-red
(a property to which it is now contributing by being not-red). And if a; contributed, by
being red, to being red-or-not-red as well as to being red-while-a,-was-red, then how
should a; fail to contribute to being red or not red while a; is red (the property that is
expressed by Ax.((Rx V =Rx) A Ray), R standing for ‘is red’)? Hence, should we not
ascribe to a; a potentiality to be red or not red while a, is red — even on the strong
conception of potentiality? And finally, is there really a deep distinction between that
property and the property of being such that a; is red (4x.Ra,)?

Here is another route to the same conclusion. Given that objects have potentialities
for certain tautologous manifestations (such as being red or not red), it seems plau-
sible that a; has the potentiality to be self-identical; being self-identical surely is not
a Cambridge property. And if a; has the potentiality to be red while a, is red, then
certainly a; has the potentiality to be self-identical while a; is red (the property we
might express by Ax.(x = x A Rap)). Is that property a Cambridge property for a;, or
does a; contribute to possessing it? Its contribution to being self-identical while a; is
red is minimal indeed; it is the same as its contribution to being self-identical: simply
existing is all that a; needs to do to contribute to possessing that property. Now, that
contribution is made by a; even to its possessing the property of being such that a; is
red (Ax.Ray); a; is certainly making the greater contribution here, but it does not quite
do all the work, for a; has to exist in order to possess the property of being such that

ay is red. Existing is the minimal contribution that an object makes to every ‘such-that’

property.
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Where, then, is the line to be drawn — at which point should we (according to the
stronger conception) stop ascribing potentialities to a;? Is the line between being red
while a; is red and being red or not red while a; is red? Or between being red or not red
and being self-identical? Or perhaps between being self-identical while a; is red and
being such that a, is red? None of these lines seems very natural, a ‘joint of nature’.
And if we cannot draw a line at which we should stop ascribing potentialities, then it
would seem that we should go all the way and ascribe to a; the potentiality to be such
that a; is red. In other words, we should adopt the weaker conception of potentiality.

For what it is worth, I did not initially like this conclusion very much. But I can
offer some consolation to myself and the equally concerned reader. The ‘extra’ po-
tentialities that are recognized by the weak but not the stronger conception of poten-
tiality come at no extra cost: they arise naturally from potentialities that are perfectly
acceptable even on the strong conception — or more precisely, on any version of it
(corresponding to the various ways of drawing the boundary between weak and strong
potentiality, suggested in the previous paragraph). To see how they do, we need to
take a closer look at certain features of potentiality that are acceptable even to those
who favour a stronger conception. These features will enable us to start with a con-
ception of potentiality on which a thing may have a potentiality only to be a certain
(non-Cambridge) way, and get all the way to things having potentialities whose man-
ifestations concern objects wholly distinct from themselves. For those less worried
about the weaker conception of potentiality, I hope those features are interesting in
their own right. I will return to the issue of the weaker and the stronger conception
in section 4.6. In the meantime, any unqualified use of the term ‘potentiality’ is to be
understood in the stronger sense; the fact that the stronger sense has not been clearly

delineated (or that there are various versions of ‘the’ stronger conception) will cause



CHAPTER 4. POTENTIALITY 114

no trouble, for I am going to appeal only to examples that are uncontroversially accept-
able to the proponent of that strong sense (and avoid any of the problematic borderline

cases).

4.3 Joint Potentialities

Individual things have potentialities; so do pluralities of things. I have the ability to
see; you and I have the ability to see each other. Each person in a crowd has some
potentiality to panic and run; together, the people in a crowd have a disposition to
stampede. The glass has a potentiality to break, and it has that potentiality to a degree
high enough to qualify as fragile in most contexts. Wrap the glass in styrofoam; it is
still fragile, it has the potentiality to break to the same relatively high degree as it did
before. What about the glass together with the styrofoam? They have (among others)
the following potentialities: a potentiality to break, a potentiality to be such that the
glass breaks, and a potentiality to be such that the styrofoam breaks, but not one of
these has an equally high degree as the glass’s potentiality to break.

We must be careful to draw distinctions here.

First, when I speak of the glass and styrofoam together, I genuinely mean to treat
them as a plurality, not as one composite object. If you believe in unrestricted mere-
ological composition, you will want to say that the glass and the styrofoam together
make up another object, which has them as proper parts. That composite object then
has its own potentialities that are in some way constituted by those of its parts and
relations between the parts. The same is true of more mundane composite objects such
as glasses and people: my potentialities are partly constituted in some way or other by

those of my bones, muscles, organs, etc.
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I do not object to unrestricted mereological composition, but I do not want to pre-
suppose its truth. So rather than speaking of a composite object of which the glass
is a part, I wish to speak of objects that the glass is one of. The potentialities that a
plurality of objects possess together are very much like those potentialities that would
be possessed by the composite object that the objects would make up if they did make
up one object — indeed I conjecture that they are the same, once we replace plurals
by singulars, and part-of relations by one-of relations. I will use the analogy between
the potentialities of pluralities and of composite objects below. Both are to be distin-
guished from the potentialities of the individual objects taken in separation from each
other.

This leads me to the second set of clarifications. The glass and styrofoam together
share one potentiality with the glass on its own: the potentiality to break. Of course,
the state of one thing (the glass) possessing that potentiality is quite different from the
state of other things (the glass and styrofoam together) possessing the same potential-
ity. Equally, the manifestation of that potentiality as possessed by one thing typically
takes a different form than the manifestation of the potentiality by other things: if the
styrofoam breaks, that will be a manifestation of the plurality’s, but not the glass’s,
potentiality to break.?

Besides possessing the same potentiality that would be manifested in different cir-
cumstances by each of them, the glass on the one hand and the glass-and-styrofoam on
the other also possess different potentialities that would be manifested in the exact same
events: the glass’s potentiality to break and the glass and styrofoam’s potentiality to be
such that the glass breaks. The possession of different properties by different things

may nonetheless make for the same state of affairs; for instance, it may be thought that

2[ bracket the question of whether there really is one property, breaking, that can be possessed both by
individual objects and pluralities.
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a’s being to the left of b and b’s being to the right of a are the same state of affairs,
differing merely in mode of presentation. (I do not wish to take a stand on the question
whether it indeed is the same state; I merely wish to provide an illustration.) Similarly,
it might be thought that the glass’s having the potentiality to break and the glass and
styrofoam together having the potentiality to be such that the glass breaks amount to
the same state of affairs. But whatever we may want to say about the identity condi-
tions for states of affairs (and again, I do not wish to endorse any particular view on
this), the case just mentioned certainly is not one of identity. The manifestation of the
potentiality, as possessed by either object(s), would surely be the same event. But the
glass on the one hand, and the glass and styrofoam on the other, possess their respective
potentialities to rather different degrees. The glass possesses its potentiality to break
to such a high degree that we are prepared to call it ‘fragile’. The glass and styrofoam
together, on the other hand, possess the potentiality for the glass to break to a rather
low degree. The reason for this difference in degree is, of course, that the glass and sty-
rofoam together consist, precisely, of the glass and the styrofoam; and while the glass
is disposed to break, the styrofoam has various potentialities that we may summarily
say amount to a disposition to protect the glass from breaking (more about which in a
moment).

In the previous section, I have distinguished between a stronger and a weaker con-
ception of potentiality, and announced that I would concentrate on uncontroversial ex-
amples of the former until further notice. On the stronger conception, an object can
only have potentialities for itself to be some way or other. In ascribing to the plurality
of glass and styrofoam a potentiality to be such that the glass breaks, am I not tacitly

relying on the weaker conception?
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I am not: after all, the glass is one of of the glass and styrofoam. It is not at all
surprising that a plurality such as the glass and the styrofoam together should possess
potentialities of its own, and that the manifestations of some of these potentialities
should concern only some of the things that make up the plurality. Here the analogy
with composite objects is helpful; just as composite objects have potentialities whose
manifestations concern only some of their parts, so pluralities of objects have poten-
tialities whose manifestations concern only some of those objects. I have a potentiality
to have long hair, a potentiality to think of Oxford, and a potentiality to scratch my
nose. The manifestations of these potentialities will concern my hair, my brain, and
my hand and nose, respectively; not one of them concerns, say, my right foot. Yet we
do not ascribe these potentialities to me minus my right foot (and other equally uncon-
cerned body parts). We ascribe them to me. In fact, if we did ascribe them merely to
the parts of me that are concerned in their manifestations, we should at the very least
think that they were possessed to a rather different degree. My hair, on its own, has
the potentiality to be long to a rather lower degree than the degree to which I have the
potentiality for my hair to be long; for my hair, on its own, might be detached from
my body which provides it with the biological prerequisities for its growth. The case
is very much parallel to that of the glass and styrofoam, except that in this instance the
complex system (my body) has the potentiality for its part (my hair) to be a certain way
to a higher degree than the part itself has the potentiality to be that way. That, again,
should not come as a surprise; difference in degree can go both ways. (And in both
cases we can find examples which go the other way around: thus the glass and styro-
foam together have the potentiality for the glass to withstand certain breaking forces to

a higher degree than the glass on its own has the potentiality to withstand those forces;
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my hair on its own has the potentiality to remain exactly as long as it is to a higher
degree than I have the potentiality for my hair to remain exactly as long as it is.)

In a composite object such as a human being, as well as in a plurality of objects
such as the glass and the styrofoam, the potentialities of the whole or the plurality
are in some way contributed to by the intrinsic potentialities of each of the objects
constituting it. These potentialities may ‘add’ to one another to yield a higher degree
of the potentiality for the whole object or the plurality to be such that a part or one of
them is some way; or they may ‘detract’ from each other, yielding a lower degree for
the corresponding potentiality of the whole or plurality. Thus when glass and styrofoam
are put together in the right way, the styforoam’s potentiality to absorb certain forces
detracts from the glass’s potentiality to break, thus yielding a lower degree for the
jointly possessed potentiality of the glass and styrofoam to be such that the glass breaks;
that same potentiality of the styrofoam adds to the glass’s potentiality to withstand
certain forces, thus yielding a higher degree for their jointly possessed potentiality to
be such that the glass withstands those forces. In a case described earlier, in chapter
3.3.3, our traumatized piano player’s ability to play the piano was detracted from by
her disposition to fall into paralysis when trying to play the piano. (Identifying the
parts of her which possess these two potentialities would be a matter of neuroscience.)
The potentialities of a complex object or a plurality of objects are much like resultant
forces, the potentialities of their parts like the component forces.?

Exactly how do the ‘component’ potentialities of the individual objects contribute
to the ‘resultant’ potentialities jointly possessed by these objects? I wish I had an

answer to that question, but I will have to leave it for another time. For the time

3The comparison with forces is intended to be no more than an analogy; I do not know enough about
forces to make any general claims concerning their relation to potentialities. For a more ambitious use of the
analogy, see Mumford and Anjum (2010), who represent the ‘component’ potentialities as vectors much like
component forces.
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being, I would merely like to make the claim that the potentialities of the individual
objects do in some way contribute to those which they possess together, and that the
potentialities jointly possessed by any objects are determined, at least partly, by those
of the individual objects.

I have insisted on treating the glass and the styrofoam not as one composite object,
but as a genuine plurality. However, it may be suspected that my argument has rested
on our tacitly taking them to be something very much like a composite object, or at
least a (mildly) complex system of objects; for what makes it natural to ascribe to them
joint potentialities is, primarily, their spatial contiguity. What if we unpack the glass,
and dissolve that contiguity? Can they nonetheless still have potentialities together?
Well, to begin with, they have a potentiality to be in spatial contiguity. They also have
a potentiality to be exactly 500 miles apart. Their joint potentiality to be such that
the glass breaks has a higher degree than it had when they were in close contiguity;
the styrofoam’s potentiality to absorb certain forces is now no longer detracting from
the glass’s potentiality to break, or at least not as much as it used to. Is the glass’s
and styrofoam’s joint potentiality for the glass to break now equal to the glass’s own
potentiality to break? Or does the glass’s and styrofoam’s joint potentiality for the glass
to be packed in the styrofoam still detract somewhat from that potentiality? These are
tricky questions, which I will not be able to answer here. All I want to show for the
moment is that these questions make sense; and for them to make sense, it must be
possible to ascribe the potentialities in question to the glass and styrofoam jointly even
when they no longer build a spatially contiguous system, even if they are at opposite
ends of the universe.

Once we have recognized this, examples of potentialities that are possessed jointly

by objects with no current spatial contiguity abound: the objects on my desk jointly
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have a potentiality to be in disarray, the Eiffel tower and I have a potentiality to stand
in the seeing relation, all the trees on earth jointly have a potentiality to blossom si-
multaneously, humankind — that is, all human beings — jointly have the potentiality to
make the planet uninhabitable. There is no reason to stop short of the totality of all
objects whatsoever: all the objects that exist jointly have a potentiality to co-exist with
one another (as well as several other potentialities).

I submit, then, that we say the following:

e Any objects can jointly have potentialities. It does not matter how many they
are, or whether the objects are organically connected (as in the case of the parts
making up a human being) or scattered randomly throughout (a portion of) the
universe (as in the case of the trees on earth). I will call a potentiality possessed

by a plurality of objects a joint potentiality.*

e A joint potentiality’s manifestation can take various forms: it may be a relation
between the objects jointly possessing it, such as seeing; it may be a genuine
plural property of the objects jointly possessing the potentiality, such as being in
disarray; or it may be a property that concerns only one or some of the objects,

e.g., being such that the glass breaks.

4.4 Intrinsic and Extrinsic Potentiality

Earlier on in the contemporary debate on dispositions, it was generally thought that
a disposition had to be an intrinsic property of an object. (See, e.g., Johnston 1992,

Lewis 1997, Molnar 1999.) Jennifer McKitrick (2003) has successfully challenged

4Joint potentialities have much in common with Popperian propensities: see Popper (1959). If Popper is
right that propensities are what objective chance consists in, then potentiality may form the basis not only of
possibility, as I will argue in the next chapter, but also of probability. I find this prospect attractive but will
not further explore it here. In section 4.10, I briefly address the question of how the degrees of potentialities
relate to probabilities.
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that assumption and argued that dispositions, like other properties, may be intrinsic or
extrinsic. The same line of thought applies to potentiality in general. I believe, how-
ever, that having the notion of joint potentialities at our disposal, we can say something
more informative about the relation between intrinsic and extrinsic potentialities.
McKitrick does not rely on any particular definition of intrinsicality or extrinsi-
cality, but on the following intuitive characterizations (appeal to perfect duplicates, of

course, is a reference to Langton and Lewis 1998 and related work by David Lewis):

Intuitively, a property is intrinsic if anything that has it has it regardless
of what is going on outside of itself. Perfect duplicates necessarily share
intrinsic properties. Extrinsic properties, by contrast, are simply those that
are not intrinsic. If a property is extrinsic, it is possible that a thing’s hav-
ing that property depends on what is going on outside of the thing. Perfect
duplicates can differ with respect to their extrinsic properties. (McKitrick

2003, 158)

She then argues for the existence of extrinsic dispositions by examples. I will here
look at two of her examples, which I believe to constitute a representative sample of
the list. One is a key’s power to open a particular door, another one is the disposition
of vulnerability.

By the intuitive characterization that McKitrick has given, both examples are ex-
trinsic properties, and I find no reason to quarrel with that characterization. Whether a
particular key has the power to open a particular door depends not merely on the key,
but on something ‘outside of” the key, namely, on how things stand with the door. If the
door has its lock changed or ceases to exist, then the key will lose its power to open it;
an intrinsic duplicate of the key at a world without the door, or one where the door that

has a different lock, will not have the power to open this door. A person’s vulnerability
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depends on her surroundings: I may be vulnerable walking down a dark alleyway at
night, but I am not (or: my intrinsic duplicate is not) strolling along High Street in the
daylight. A city may cease to be vulnerable by erecting a wall that is wholly outside
of its territory and hence no part of it, or: a vulnerable city may have a non-vulnerable
intrinsic duplicate which has a wall just outside its (the duplicate’s) territory. It would
seem uncontroversial, then, that these dispositions are extrinsic.

George Molnar, in defending the claim that all dispositions (or ‘powers’, in his
terms) are intrinsic, had earlier developed a counter-argument to any such putative
counterexample (Molnar 2003, 102-110). He held that there were extrinsic disposi-
tional predicates, but denied that there had to be any extrinsic dispositions or powers to
correspond to them. What makes it true that a given object satisfies an extrinsic dispo-
sitional predicate is the fact that the object itself and other objects in its surroundings
had certain intrinsic powers, which combined in certain ways. While his examples dif-
fered slightly from McKitrick’s, his strategy is equally applicable to her examples. We
can imagine him replying to McKitrick as follows:

“The key does not really possess a power to open this particular door (if it did, then
that power would admittedly be extrinsic). Rather, the key only possesses the power to
open a door with a lock of such-and-such shape. That potentiality is not at all extrinsic:
its possession by the key does not require that there exists any door with such a lock,
or any door at all. In addition, the door has the intrinsic property of having a lock of
such-and-such shape, and thereby the intrinsic power to be opened by a key of a certain
shape (a shape which is, in turn, possessed by the key). Their intrinsic properties, and
in particular their intrinsic powers, combine to make it true that ‘the key has the power

to open this door’. No such property as a power to that effect is required.”

5See Molnar (2003, 105) for Molnar’s actual treatment of the example, which I am not reproducing here
because it contains terminology that is due to its context in the book and would be of no help here.
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So far my imagined speech by George Molnar. I agree with much of what he says:
the key and the door both have intrinsic properties, among them powers or potential-
ities, and those intrinsic properties combine in such a way as to make it true that the
key has the power to open this door. In fact, this process of intrinsic potentialities com-
bining with each other is precisely what I described in the previous section as giving
rise to joint potentialities. The key and the door, I suggest, together have a joint po-
tentiality for the key to open the door. That joint potentiality is intrinsic too, but it is
intrinsic to a pair of objects rather than to one object; it is an intrinsic relation, rather
than an intrinsic (one-place) property. In saying that there is a genuine potentiality,
jointly possessed by the key and the door, I may already be disagreeing with Molnar.
I am certainly disagreeing with him when I go one step further and say: in virtue of
standing in this intrinsic relation to the door, the key has the extrinsic potentiality to
open the door. My disagreement with Molnar, however, is not really one about powers,
or potentialities: it is one about ontology. I am perfectly happy to say that all it takes
for the key to have the extrinsic potentiality to open the door is that both key and door
possess certain intrinsic potentialities; but I do not conclude that there is no such thing
as the extrinsic potentiality possessed by the key. The disagreement is about parsimony,
and about whether we should look to reduce things (or properties) ‘away’. This is not
a disagreement I will try to settle here.

Now for the second part of the imagined speech by George Molnar:

“As for vulnerability, here we have an implicitly extrinsic predicate. In our earlier
case, the predicate made it clear which objects’ intrinsic powers were supposed to make
it true that the key had ‘the power to open this door’. In this case, however, some of
the objects whose intrinsic powers are relevant are contextually determined: the street

and whatever is on and around it in the one case, and the objects in the more or less
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immediate surroundings of the city in the other case. Nonetheless, what makes it true
in any particular case that a given object is vulnerable is the intrinsic powers of that
object, plus the intrinsic properties (powers and non-powers) of a contextually selected
range of other objects.”

Again, I agree with everything except the reductive spirit. For x to be vulnerable
is for x to have, with a contextually selected range of other objects, a joint potentiality
to be such that x is hurt or harmed. If an object stands in that relation to, i.e. has such
a joint potentiality together with, the contextually salient objects, then the object pos-
sesses the extrinsic potentiality that, in the given context, is denoted by ‘vulnerability’.

Note, however, that the example of vulnerability is complicated by focussing, as I
do, on potentialities in general and not just on dispositions. The city surrounded by a
wall still has some potentiality to be harmed, as do I walking along High Street in the
daylight. The surrounding objects still make a difference: they determine the degree
of that potentiality, and thereby also whether it counts as vulnerability (which appears
to have a proportion-like modal force similar to that of ‘fragile’). It is unlikely that
any surroundings could diminish an object’s potentiality to be harmed so much that
the object, relative to those surroundings, did not possess an extrinsic potentiality to
be harmed to any degree. What makes the potentiality to be harmed extrinsic, if it is
extrinsic, is that its degree, not its possession, depends on how things stand outside of
the potentiality’s possessor.

The example is further complicated by the fact that we can make sense of a po-
tentiality to be harmed that is not extrinsic, not even in this reduced sense. Just as the
glass remained fragile (i.e., retained the same high degree of its potentiality to break)
while packed in styrofoam, so it may be said that my own (intrinsic) potentiality to be

harmed remains the same wherever and whenever I take my walks. Do I, then, have
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two distinct potentialities to be harmed, one intrinsic (and varying in degree only if I
undergo intrinsic change) and one extrinsic (and varying in degree depending on my
surroundings)? If so, then the glass has an intrinsic potentiality to break, as well as
an extrinsic one, the latter being grounded in its joint potentiality with the styrofoam.
And there is no reason to stop here: the glass may have more than one extrinsic poten-
tiality to break, grounded in the the various joint potentialities that it has with various
collections of objects. That would give us reason to relativize what I said at the outset
of this chapter: a potentiality is not only individuated by its manifestation, but also by
the objects that its possession and degree depends on. Alternatively, we might try to
distinguish these different potentialities by their manifestations. Perhaps vulnerability
is not, after all, just the disposition to be harmed or hurt; perhaps it is, rather, the dis-
position to be harmed in one’s current circumstances. The glass’s extrinsic disposition
to break would then not be a disposition to break, fullstop, but a disposition to break
while packed in the styrofoam. 1 leave open the question of how exactly to deal with
these cases. For the purposes of this chapter, the simpler cases — extrinsic potentialities
such as the key’s power to open a particular door — are all that I will need to appeal
to. (And I will understand expressions of potentiality so as not to bring with them any
implicit dependence on any other objects.)

I propose, then, the following picture. Objects possess intrinsic potentialities, and
these intrinsic potentialities combine to yield intrinsic relations between objects: joint
potentialities. In virtue of standing in those relations, the objects individually possess
extrinsic potentialities.®

That should not come as a surprise: quite generally, objects that stand in relations to

other objects are thereby endowed with extrinsic properties. By standing in the sitting-

T am open to the idea that there are primitive joint potentialities, which are not grounded in the intrinsic
potentialities of the objects that jointly possess them. Such primitive joint potentialities would give rise to
extrinsic potentialities equally ungrounded in the object’s intrinsic potentialities.
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on relation to my chair, I possess the extrinsic properties of sitting on this chair, sitting
on a chair, and sitting on something.

Let me close this section with a few general notes on extrinsic potentialities.

First, potentialities for extrinsic properties are not automatically extrinsic prop-
erties: the potentiality to sit on something is not an extrinsic property, although the
property of sitting on something is extrinsic. Any potentiality to stand in a particular
relation to a particular object, however, must be extrinsic: a;’s having the potentiality
to stand in R to a, depends, at the very least, on a,’s existence, and must be based in a
joint potentiality possessed by a; and a,.

This last observation puts an (independently plausible) limit on the potentialities
that things possess to stand in relations to other objects: for an object x to have a po-
tentiality to stand in relation R to an object y, y must exist in the first place. Questions
about the existence of past and future objects will then have consequences for the po-
tentialities of things existing at a given time. Do I have a potentiality to stand in the
reading-a-book-by relation to Plato? Only if Plato, a past individual, can still be con-
sidered an existent in some weak sense. (The same goes for the question whether I
do stand in that relation to Plato when I read the Phaedo.) Did my mother, 30 years
ago, have a potentiality to give birth to me? Only if I, then a future individual, could
already be considered an existent in some sense. Even if that should not be the case,
my mother would still have had a potentiality to give birth to a daughter who was F,
where F is a complete description of my non-haecceitistic features; and we could de-
scribe that potentiality in retrospect, helpfully though inaccurately, as a potentiality to
give birth to me. Unlike the potentiality to give birth to me, however, that potentiality
would not be extrinsic, or at least not extrinsic in depending on my existence. Again,

this is not a special feature of potentiality: if objects do not exist timelessly in some
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sense, then nothing can stand in any relation, potentiality or otherwise, to any past or
future object; if objects do exist timelessly in some sense, then things can stand in
relations, including the relation of jointly possessing a potentiality, to past or future
objects. The same, of course, goes for what we might call (perhaps misleadingly) con-
tingently non-existent objects. Do I have a potentiality to meet my younger sister who
was never actually born, if we read that description referentially? For necessitists such
as Tim Williamson (Williamson 1998, Williamson 2002, Williamson forthcoming), the
answer may be yes: if there could have been something x that was my younger sister,
then there is something x that could have been my younger sister, and I may well have
a potentiality to meet that x. For contingentists, this line of reasoning does not hold:
there is no x that could have been my younger sister, hence there is no x that could be
my younger sister and that I could have a potentiality to meet. I may have a potential-
ity to meet someone of a certain description, where that description includes being a
sister of mine and being younger than me. (L.e., I may have a potentiality to meet my
younger sister, where the description ‘my younger sister’ is used attributively.) Again,
that potentiality would not be extrinsic, or at any rate not because it depended on the
existence of something that possibly was my younger sister. (For more on necessitism
and contingentism, see chapters 4.7 and 5.4.4.)

My next note arises from the observation that potentialities in general, and extrinsic
potentialities in particular, come in degrees. How is the degree of an extrinsic poten-
tiality determined? I submit that it is the same as the degree of the joint potentiality that
gives rise to it. Thus I possess the potentiality to see you to the same degree to which
you and I together possess the potentiality to be such that I see you; I am vulnerable to
the very same degree to which I and my (contextually selected) relevant surroundings

together have the potentiality to be such that I am harmed; etc. Assigning degrees to
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potentialities beyond the standard examples, in particular, of dispositions, is a difficult
matter, and one that I am unable to discuss at length here (see section 4.10). But for
the time being, my proposal seems to me to be the most reasonable one.

Finally, note that, while an individual object’s extrinsic potentialities are thus (I
suggest) grounded in joint potentialities, there are also extrinsic joint potentialities,
grounded in further (intrinsic) joint potentialities. Just as @; may have an extrinsic
potentiality to stand in R to a; in virtue of having a joint potentiality with a; to stand
in R, so a; and a, may have a joint potentiality to stand in R’ (a three-place relation) to

a3, grounded in a joint potentiality that a; and a, possess, with a3, to stand in R’.

4.5 Iterated Potentiality

Things have potentialities to possess properties. Potentialities themselves are proper-
ties. So prima facie, things should have potentialities to have potentialities. More-
over, we have intuitive examples of such potentialities to have potentialities from the
paradigm examples of dispositions and abilities. Here are some.

I do not have an ability to play the violin. Nor does my desk. Unlike my desk,
however, I possess the ability to learn to play the violin — the ability, that is, to acquire
the ability to play the violin. That latter ability distinguishes me from my desk, insofar
as playing the violin is concerned. Let me call it an iterated ability to play the violin; or
more specifically, a twice iterated ability (one iteration being what we would otherwise
call a non-iterated potentiality).

We can go further. A violin teacher possesses a particular skill: the ability to teach
students how to play the violin. The manifestation of this ability consists in another

individual, a student, acquiring an ability: the ability to play the piano.
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There are further intuitive examples that do not involve abilities. Here is one.
Whether or not colours are secondary qualities, i.e., dispositions to appear in a cer-
tain way to a normal observer, coloured objects certainly have these dispositions. Now
take an apple about to ripen and turn a bright shade of red. The apple has a potentiality
to become red; it thereby has a potentiality to acquire the disposition to look red to
a normal observer. Or take a colouring agent, used to turn white textiles red. When
that potentiality is manifested, a piece of textile becomes red and thereby acquires the
disposition to look red to normal observers.

The violin teacher and the textile dye both seem to have an iterated potentiality (a
potentiality to produce a potentiality to ...) the manifestation of which involves some-
thing other than the possessing objects, the teacher and the dyeing agent, themselves.
Having seen this intuitive evidence that there is such a thing as iterated potentiality (and
iterated potentiality for a manifestation that does not concern the potentiality’s posses-
sor), let me now turn to spelling out in some detail what these iterated potentialities
involve.

We can begin by defining an n-step potentiality, as follows. An object x has a
one-step potentiality for p just in case x has a potentiality to be such that p. x has an
n + 1-step potentiality for p just in case x has a (one-step) potentiality to be such that
something has (or some things have) an n-step potentiality to be such that p. x has an
iterated potentiality for p just in case for some 7, x has an n-step potentiality for p.

Some comments are in order.

First, the definition of n-step potentiality is inductive and can be applied to any
(natural) number n. There is no finite limit to the number of times that a potentiality

can be iterated.
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Second, I have quantified over numbers in defining iterated potentiality. I am not,
however, thereby committed to the existence of numbers (though I may be, for other
reasons). The definition could be given as an infinite disjunction of n-step potentialities;
quantifying over n is merely a matter of convenience and brevity. (For a suggestion of
how to spell this out more formally, see chapter 6.5.1.)

Third, I have included potentiality simpliciter as once-iterated potentiality; but my
definition explicitly includes only potentialities to be such that p. For the sake of having
a catch-all phrase, I will adopt the following convention: when an object, x, has a
potentiality to be F, I shall say that x has an iterated potentiality for x (itself) to be F.
This is innocuous, for if x has a potentiality to be F, x thereby has a potentiality to
be such that x is F, and vice versa. (Mutual entailment may not amount to identity
either of the potentialities or of the state of affairs of x possessing them, but it is good
enough for my purposes.) That potentiality can then be expressed, in accordance with
my definition, as a one-step potentiality for x to be F. (Note that we can apply this little

1}

trick even when ‘F’ is already of the form ‘such that p’: thus x’s having a one-step
potentiality for p entails x’s having a one-step potentiality for x to be such that p.)
Fourth, iterated potentialities are potentialities ‘for p’; their manifestation is not
a property. The reason is straightforward: the manifestation of the iterated potential-
ity may concern something other than the iterated potentiality’s possessor itself. The
above-mentioned dyeing agent does not have an iterated potentiality to appear red to
normal observers; it has an iterated potentiality for a textile to appear red to normal ob-
servers. The iterated potentiality’s manifestation is not, then, appearing red to normal
observers; it is that a textile appear red to normal observers. It is not even the property

of being such that the textile appear red to normal observers; for that property would

still have to be possessed by the dyeing agent when the iterated potentiality is mani-
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fested. But the dyeing agent itself may have ceased to exist by the time a dyed textile
appears red to anyone; in which case it cannot have the property of being such that
the textile appears red to normal observers, yet its iterated potentiality for the textile to
appear red is still being manifested.

Iterated potentiality thereby provides us with a veritable extension of the ‘reach’ of
an object’s potentialities. Even with the strong conception of (one-step) potentiality, an
object x may have an iterated potentiality for it to be the case that p, where p is entirely
about objects distinct from x. To alleviate any suspicion that I am thereby introducing
a weak conception of potentiality through the back-door, let me provide a schematic
picture of how this extension works.

Suppose a has an iterated potentiality for b to be F, and suppose that b is an object
wholly distinct from a. a cannot simply have a potentiality, in the strong sense, to be
such that b has a potentiality to be F; this is one of the marks of this strong sense of
potentiality. But a may very well have a potentiality (in the strong sense) to stand in
a certain relation to b; that is perfectly compatible with the constraints on strong po-
tentiality. Now that relation may be the relation of having a joint potentiality together.
And as we have seen, the manifestation of a joint potentiality need not concern all of
the objects that jointly possess it. Hence the joint potentiality that a has a potentiality
to have together with » may be one whose manifestation concerns only b and not a;
in particular, it may be a potentiality to be such that b is F. So here we have the chain
linking a, by iterating potentialities, to b’s being F: a has a potentiality to have, with
b, a joint potentiality to be such that b is F. We can go further, of course: a may have
a potentiality to have, with b, a joint potentiality to be such that b has a potentiality to
be F; or, @ may have a potentiality to have, with b, a joint potentiality to be such that b

has a joint potentiality, with ¢, to be such that ¢ is F; and so on. Introduce existential
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quantification in the right places, and you have an iterated potentiality according to my
definition above: a has a potentiality to be such that some things (namely, a and b) have
a potentiality to be such that b is F: a two-step potentiality. Or, a has a potentiality to be
such that some things (namely, a and ) have a potentiality to be such that something
(namely, b) has a potentiality to be such that b is F: a three-step potentiality. And so
on.

To illustrate this schema, let me apply it to one of my earlier examples.

The textile dye has a potentiality to stand in a certain relation to a piece of textile:
the relation of possessing a joint potentiality, which typically comes with the dyeing
process, and whose manifestation is: being such that the piece of textile has a poten-
tiality to appear red to normal observers. Hence the textile dye has a potentiality to be
such that some things (the dye itself, together with a piece of textile) have a potentiality
to be such that something (the piece of textile) has a potentiality to be such that a piece
of textile (namely, itself) looks red to normal observers. Hence the dyeing agent has a
three-step potentiality for a piece of textile to look red to normal observers.

This concludes my survey of iterated potentiality. In the following, I will use the
term ‘iterated potentiality for p’ to include n-step potentialities, for any n including
1. (Potentialities simpliciter, or one-step potentialities, fo be F are covered by that
locution given the trick that I outlined under my third observation.) ‘Potentiality’ itself

will continue to be used as a predicate modifier referring to one-step potentiality.

4.6 Two Notions of Potentiality Revisited

In section 4.2, I distinguished between a weaker and a stronger conception of poten-

tiality. The weak, more inclusive conception was introduced as going with the least
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demanding use of the modal verb ‘can’ and with the minimal requirement that a poten-
tiality’s manifestation be at least compatible with the existence of its bearer; the strong,
less inclusive conception was introduced as involving a requirement to the effect that
an object must contribute to its potentialities’ manifestation, and consequently may not
be ascribed potentialities the manifestations of which do not ‘involve’ that object in
any way. The example I used to highlight the two conceptions’ disagreement was the
question whether one apple, a;, should be ascribed a potentiality to be such that another
apple, a,, is red. For the weak conception, such potentialities are acceptable; for the
strong conception, they are not. I then argued that there is no sharp and non-arbitrary
line to be drawn between the weak and the strong conception, and that therefore we
should adopt the weak conception, and I promised to show how the ‘extra’ potential-
ities that are admitted by the weak conception but excluded by the strong one arise,
at no extra ontological cost, from potentialities that are unproblematic even on (any
version of) the strong conception.’

In the last three sections (4.3—4.5), I have taken care to appeal only to such poten-
tialities as are unproblematic on the strong conception. I believe that I have thereby pro-
vided the materials to fulfil my promise. Extrinsic potentialities, understood as arising
from joint potentialities, and iterated potentialities both provide ways of extending the
strong conception of potentiality so as to ‘reach’ manifestations that no longer concern
the original possessor of the potentiality in question — manifestations, that is, which
are problematic on the strong conception of potentiality but not the weaker conception.
This is not to say that we can ascribe those potentialities on the strong conception,

but we can understand where they come from. This, I hope, should make the weaker

7In the following, I will speak of ‘the strong conception’ as if there were exactly one; this smoothes the
formulation and will not do any harm.
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conception more palatable; we have seen independent reasons to adopt that conception
in section 4.2.

Let us begin with extrinsicality. An object, a;, may have an extrinsic potentiality
to be such that p because a; together with another object, a,, jointly has a potentiality
to be such that p. Joint potentialities may concern only some of the objects that jointly
possess them: a; and a, may jointly have the potentiality to be such that a, is red. Does
that joint potentiality endow a; with an extrinsic potentiality to be such that a; is red?
Not on the strong conception. Here, then, is one way of articulating the difference be-
tween the two conceptions: on the weak conception, but not on the strong conception,
every joint potentiality gives rise to an extrinsic potentiality of each of the objects that
jointly possess it. That way of articulating the difference also provides a way of seeing
that the disagreement is not so fundamental: the weak and the strong conception agree
on the joint potentiality posessed by a; and a, to be such that a; is red. The weak
conception is simply more liberal in allowing that joint potentiality to give rise to an
extrinsic potentiality of a;’s. Generalizing from the particular case, we may conjecture
that for every such ‘controversial’ potentiality admitted by the weak conception and
not the strong conception, there is a (joint) potentiality admitted by both with the exact
same manifestation property. Since the cases of disagreement concern only potentiali-
ties for ‘such-that’ properties, properties that are possessed by everything if possessed
by anything, the uncontroversial potentialities would be manifested in exactly the same
circumstances as the controversial ones. (a; and a,’s uncontroversial joint potentiality
to be such that a; is red is manifested if and only if a;’s controversial potentiality to be
such that a, is red is manifested.)

Iteration provides another useful instrument. We have seen earlier that an iter-

ated potentiality is a potentiality ‘for (it to be the case that) p’, where p may or may
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not concern the object that has the iterated potentiality, and we have seen how this
is achieved by a series of potentialities linking one object through potentialities (in
the stronger sense) to others. In a way, this linking goes further than even the weak
conception would allow: an iterated potentiality may be manifested without its ini-
tial possessor even existing. Existence, however, was the one minimal contribution
that an object would have to make to the manifestations of its potentialities even on
the weakest conception of potentiality. Iterations, then, extend the ‘reach’ of things’
potentialities even on the weak conception of potentiality. However, iteration is also
useful in showing how the controversial ‘weak’ potentialities correspond to some un-
controversial ‘strong’ potentialities. Suppose that nothing now is a sentient robot, and
nothing has a potentiality to be one. Nonetheless (let us suppose) there could be sen-
tient robots, and I could be such that there were sentient robots; my existence is fully
compatible with the existence of sentient robots. There is nothing with which I have
the relevant joint potentiality, for nothing has a potentiality to be a sentient robot, and
hence nothing (on the strong conception) has a potentiality to be such that there are
sentient robots. Nonetheless, some things may have an iterated potentiality for there to
be sentient robots. Someone may, for instance, have the potentiality to build something
which would then have a potentiality to be a sentient robot. Jointly with them, I may
have an iterated joint potentiality for me to be such that there are sentient robots. (The
‘for me’ part is important: it carries the requirement that I must exist to exercise this
potentiality.)

While there is no proof in the foregoing, there is reason for optimism. I propose

the following generalization:
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(W1) An object, x, has a potentiality to be F on the weak conception just in case some
things, of which x is one, have an iterated potentiality for x to be F on the strong

conception.

(W1) has the welcome consequence that having a strong potentiality to be F entails
having a weak potentiality to be F (the potentialities admitted by the strong conception
are a subset of those admitted by the weak conception). We merely need to include
x itself as a trivial case of ‘things of which x is one’, and (once-iterated) potentiality
simpliciter, as suggested above, as a case of iterated potentiality. Obviously, (W1) also
holds when ‘x’ is replaced by a plural term (and other singular expressions in (W1) are
replaced by suitable plural ones).

It is easy to see how my proposed schema works for cases such as that of my two
apples: whenever x has a potentiality on the weak conception, but not the strong one,
to be such that y is F, x and y will jointly have a potentiality, on both the strong and the
weak conception, to be such that y is F. (The same holds when ‘x” and ‘y’ are replaced
by plurals.)

However, those examples are not the only controversial potentialities. On the weak
conception of potentiality, our apple a; not only has a potentiality to be such that a; is
red; it also has a potentiality to be such that all cucumbers are green, that there is a red
cucumber, or that there are no cucumbers at all. (All of these are compatible with the
existence of aj, and it is not true that the apple, a;, cannot be such that cucumbers are
green, etc.) In general, we need to consider weak potentialities to be such that p, where
p is a quantified sentence rather than a simple predication. Let me discuss the two
obvious cases, those where p is existentially or universally quantified; other quantifiers

(‘most’, ‘more than three’, etc.) may be expected to behave in similar ways.
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Suppose, first, that @; has a weak potentiality to be such that something is F. (To
make things simpler, let F not itself be a ‘such-that’ property.) There are various ways
in which this might be true. a; might simply have a potentiality to be F. That potential-
ity would qualify on the strong conception, and so, accordingly, would a,’s potentiality
to be such that something is F. Or a; might merely have an iterated potentiality for
itself to be such that something was F: a piano teacher, for instance, has an iterated
potentiality for herself to be such that something (her student) plays the piano. Further,
a; might be one of several objects, ay, ..., @,, which jointly have an iterated potentiality
for a; to be such that something is F. That in turn might be true because one of them,
say ap, had a potentiality to be F, which was preserved by the plurality. Such was the
case of the two apples: a, has a potentiality to be red, a; and a, together have a joint
potentiality to be such that a; is red, hence to be such that something is red. Of course,
a,’s potentiality may be multiply iterated: a, may be a textile dye that has an iterated
potentiality for something to be red, which is preserved by the plurality including a;,
hence a; and the textile dye together have a joint iterated potentiality for a; to be such
that something is red.

In all of these cases, a; has a weak potentiality to be such that something is F be-
cause something, a; itself or something else, has an iterated potentiality for something
to be F on the strong conception, and that potentiality is preserved in a joint potentiality
with a;. What if one of these conditions failed? It might be that nothing had an iterated
potentiality for something to be F. Could it not still be possible that something was F,
and that a; existed at the same time? Then a; would be compatible with being, and
hence should have a weak potentiality to be, such that something is F. In chapter 5, 1
will defend the thesis that such cases do not arise: for every possibility that p, there

is something that has (or some things that have) an iterated potentiality for p to be the
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case. What, then, if the second condition failed: if something had an iterated poten-
tiality for p, but that iterated potentiality was not ‘preserved’ into a joint potentiality
with a;? Why should that be the case? Perhaps a;’s very existence is incompatible
with anything’s being F. But then we should not ascribe to a; even a weak potentiality
to be such that something is F. So there is good reason to believe that, when (W1)’s
right-hand side does not hold, its left-hand side does not hold either.

Suppose, second, that a; has a weak potentiality to be such that everything is F.
There are fewer ways in which this might be true. a; itself may have an (iterated) po-
tentiality (for itself) to be F. Suppose this potentiality were manifested; and suppose
further that the rest of the world complied, so that all other things were also F. Then
a; would be such that everything was F, and a; would have contributed to being such
that everything was F, by being F. Thus a; would have manifested, hence must have
possessed, a potentiality to be such that everything is F even on the strong conception.
What if a; has no potentiality, even iterated, (for itself) to be F? Then a; could not con-
tribute to being such that everything was F, hence could not have a strong potentiality
to be such that everything was F. But nor would it be compatible with being such that
everything was F: for if a; has no potentiality, even iterated, (for itself) to be F, then for
everything to be F, a; would have to cease to exist. Hence it appears that an object will
have a weak potentiality to be such that everything is F just in case that same object
has a strong potentiality to be such that everything is F. Again, (W1) is confirmed.

In fact, the considerations adduced so far suggest that the following principle (which

will be useful in chapter 5) holds:

(W2) Something has, or some things have, an iterated potentiality for p on the weak
conception if and only if something has, or some things have, an iterated poten-

tiality for p on the strong conception.
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The right-to-left reading of (W2) follows from (W1). The left-to-right reading does
not. But it is supported by generalizing the considerations of the last few paragraphs. In
all the examples I have discussed, the relevant iterated potentiality is jointly possessed
by objects (of which x is one) because (some of) those objects, first of all, have an
iterated potentiality on the strong conception for p; if the proposition that p does not
involve x in the way required by the strong conception, the objects that jointly have
the iterated potentiality are precisely those that are involved in p, or have an iterated
potentiality for p (still on the strong conception). Those things, then, have an iterated
potentiality in the strong sense for p, not only for x to be such that p. The same goes
for every step in an iterated potentiality. It seems safe to conclude that (W2) holds in
both directions.

I propose the following. The notion of potentiality can be stretched from its in-
tuitive beginnings, dispositions and abilities, all the way to potentiality in the weak
sense that I have outlined. The distinction between potentiality in the weak sense and
potentiality in the strong sense is not a sharp one, though it can be applied without
problems to all but a few problematic cases. However, the controversial potentialities,
those which qualify as an object’s potentialities by the standards of the weak but not
the strong conception, are based in joint, iterated potentialities that do qualify (as joint
and iterated potentialities) by the standards of the strong conception.

If the Molnarian hypothesis proposed in section 4.4 is correct, then we can ob-
tain all the potentialities, in the weak sense, from intrinsic strong potentialities: those
intrinsic potentialities combine to yield joint potentialities, joint potentialities endow
objects with extrinsic potentialities, among which are the controversial potentialities.
(If there are primitive joint potentialities, then they too will make their contribution.)

If that is true, then a subset of the strong potentialities are the ontological ‘base’ in
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which the entire spectrum of potentialities is grounded: the totality of the intrinsic (and
primitively joint, if such there are) strong potentialities, on this hypothesis, determines
which potentialities there are altogether.

The controversial potentialities are in many ways rather boring potentialities. Ob-
jects possess them merely in virtue of having iterated joint potentialities with other
objects, to which they do not contribute much; and if we wanted to know what poten-
tialities (i.e., potentialities for which manifestations) the world contained, we would get
the same result whether or not we count the controversial potentialities. (If my hypoth-
esis about the degrees of extrinsic potentialities at the end of chapter 4.4 was correct,
then we would get the same result not only if we were to count the potentialities, but
even if we were to measure their degrees.) My proposal, then, is that no harm is done
by admitting them, while some good is done: we avoid drawing arbitrary boundaries.

With the weak conception of potentiality established as the best candidate, we can
now have a closer look at some of its formal features; I have said earlier that those
formal features are one advantage that the weak conception has over the stronger con-
ception. An understanding of those features will enable us to answer a question that [
left open in chapter 3.2: the question whether potentiality is the dual of essence. It will
turn out that it is not. Since the weak conception of potentiality has been introduced as
the conception of potentiality that goes best with a potentiality semantics of ‘can’, and
since that conception has now been defended on independent grounds, we may in the
following tentatively appeal to intuitions concerning ‘can’ when spelling out the weak

conception, without being led into circularity.
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4.7 Closure

4.7.1 Closure under Logical Implication and Logical Equivalence

Potentiality, in the weak sense that I have proposed to adopt, is closed under logical

implication:

(C1) If x has a potentiality to be F, and x’s being F logically implies x’s being G, then

x has a potentiality to be G.

If an object has a potentiality to be F and being F, as a matter of logic, ensures
being G, then the object should have a potentiality to be G. If it did not, then it could
not be G; since by being F, it would have to be G, it could not be F either, contrary to
the initial assumption.

Note that if we read ‘potentiality’ in (C1) in the strong sense, then this little reductio
fails. Here is a counterexample.

a; has a potentiality to be red while a; is also red. (In other words, a; has a po-
tentiality to stand to a; in the following relation: being red simultaneously.) Being
red while a, is red entails being such that a, is red; a; has a potentiality in the strong
sense to be red while a, is red, but not to be such that a, is red; hence (C1) fails for
potentiality in the strong sense.

(To put the point semi-formally: ‘Ax.(Red(x) while Red(a,))’ behaves like ‘Ax.
(Red(x) A Red(ay))’: an object’s satisfying that predicate logically implies the object’s
also satisfying both ‘Ax.Red(x)’ and ‘Ax.(Red(ay))’. a; has a strong potentiality to be
Ax.(Red(x) while Red(a,)), but not to be Ax.(Red(a,)); hence (C1) fails for potentiality
in the strong sense.)

No worry of this kind may be raised if we read ‘potentiality’ in the weak sense.

The counterexample to (C1) for potentiality in the strong sense traded on the fact that
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some properties are not suitable for a potentiality in the strong sense, possessed by a
particular object: being such that a; is red, for instance, is not suitable for a potentiality
in the strong sense possessed by a;. No such restrictions apply to potentiality in the
weak sense, so no similar counterexample can be construed for it. There would, then,
be no reason not to rely on the little argument given for (C1).

Moreover, if we treat the weak sense of potentiality as derived from the strong
sense, we can also explain how the counterexample is avoided. a;’s potentiality to
be red while a, is red is an extrinsic potentiality, just as a key’s potentiality to open
a particular door. Extrinsic potentialities, I have suggested, are grounded in joint po-
tentialities: in this case, unsurprisingly, the joint potentiality of a; and a, to stand in
the relation of being red together or simultaneously. Jointly, of course, a; and a, have
both the potentiality (read in the strong sense) to be such that a; is red, and the poten-
tiality (strong again) to be such that a, is red. But that is all it takes for a; to have a
weak potentiality to be such that a, is red, according to (W1) in section 4.6. Hence
we should not be surprised that the inference in accordance with (C1) goes through for
potentiality in the weak sense, even it if does not for potentiality in the strong sense.

Should we then conclude that (C1) holds, without restriction, for potentiality in the
weak sense? There is one worry that may be raised about such an unrestricted closure
condition. Here it is.

To be sure, things can have potentialities, in this weak sense, for properties that
involve objects wholly distinct from them, and indeed for properties that involve only
things wholly distinct from them. But might there not be a limit as to which objects
may be involved in a property, if a given thing, say a;, has a potentiality to have that
property? It may be thought that there is such a limit if there could be incompatible

objects — or, to put the idea less paradoxically, if it is the case that there could be
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an object x and there could be an object y such that it could not be that there were
both x and y. Take a given sperm s and two eggs, e and e*. s could combine with
e to form a human being, call her h; or s could combine with e* to form another
human being, call her 4*; but s cannot do both. If s combines with e, then 4 comes
into existence but ~* does not; and mutatis mutandis for e*. (The example is from
Williamson forthcoming, who also provides further examples.) Suppose & comes into
existence and has a potentiality, say, to dance. ‘x dances’ logically implies ‘x dances
and is such that 4* dances or &* does not dance’. But given the incompossibility of
h and h*, how could & have any potentialities concerning ~#*? That potentiality could
never manifest; for it to manifest, it would have to be true that #* is dancing or not
dancing, hence that h* exists; but if #* existed, then /4 could not exist, and therefore
could not manifest its potentiality.

The worry is mistaken. Since A exists, it is not the case that ~A* exists. Or to
be more precise: whether h* exists depends on whether necessitism is true, where
necessitism is the view that ‘what there is is a wholly necessary matter’ (Williamson
forthcoming, 9). It is contingent, on any view, whether s combines with e to form #,
or with e* to form A*. On the necessitist view, that just means that it is contingent
whether /& or h* (or neither of them) becomes concrete and a bearer of non-trivial
non-modal properties. On the opposed view, contingentism, ‘what there is is partly a
contingent matter’ (Williamson forthcoming, 9). Contingentism does not entail but is
most plausibly combined with the view that as a matter of contingent fact, there is no
such thing as #*, even in the weakest sense of ‘there is’ and ‘thing’.

What we say about the worrisome entailments depends on whether we are contin-
gentists or necessitists. It also depends on how we conceive of the tautological con-

junct’s logical form. To use a convenient bit of formalism, we may think (1) that an
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object’s satisfying the predicate Ax.Dances(x) logically implies the object’s satisfying
the predicate Ax.(Dances(x)A (Dances(#*) V = Dances(h*)). Or we may have in mind
(2) that the predicate Ax.Dances(x) logically implies the predicate Ax.(Dances(x) A
Ay.(Dances(y) V = Dances(y))(h*)). On the first understanding, dancing entails danc-
ing and being such that it is either the case or not the case that #* is dancing; on the
second, dancing entails dancing and being such that #* has the tautologous property of
dancing-or-not-dancing.

On the contingentist view, ‘h*’ is an empty name. There are different ways of
dealing with empty names. One is to say that sentences containing them have no truth-
value at all; on that view, neither of the inferences in (1) or (2) will go through, hence
(C1) does not apply to the case. Another option is to say that when A* is an empty
name and ® any predicate, ®(h*) will always be false but =®(h*) true. In that case
the inference in (1) goes through but is harmless; the tautological conjunct will always
be true simply because its negated disjunct — Dances(h*) is true. h’s manifesting the
entailed potentiality does not require any more than /’s dancing and there not being
any such thing as #*, hence & may safely be attributed the potentiality that is entailed
in accordance with (C1). The inference in (2) will not go through because the second
conjunct of the predicate is in fact no tautology; it is of the form ®(A*) and therefore
false.

On the necessitist view, both inferences (1) and (2) will go through, but both will be
harmless. The incompossibility of # and ~*, on the necessitist view, is not an incompos-
sibility of their existence in the most general sense of the term. It is an incompossibility
of their being concrete, or of their bearing properties other than logical ones (including
the tautologous property of dancing-or-not-dancing). (1): & may be dancing and such

that it is the case or it is not the case that 4* is dancing, by dancing and being such that



CHAPTER 4. POTENTIALITY 145

it is not the case that 4* is dancing. (2): & may, further, be dancing and such that 4* is
dancing-or-not-dancing; all it takes for this to be the case is that # be dancing and h*
not be dancing (which is guaranteed by 4* not having any non-modal properties apart
from logical ones). By having the potentiality to dance, & will have the two further
potentialities entailed in accordance with (C1), but both are harmless, since both can
be manifested simply by % dancing and /#* failing to be concrete.

I conclude that potentiality in the weak sense that I have proposed and that goes
with the use of ‘can’ is, after all, closed under logical implication. It follows directly
that potentiality in this weak sense is closed under logical equivalence, i.e. mutual
logical implication: if an object’s being F is logically equivalent to the object’s being
G, then that object’s being F logically implies its being G, and hence by (C1), the

object’s having a potentiality to be F entails having a potentiality to be G.

(C2) If x has a potentiality to be F and x’s being F is logically equivalent to x’s being

G, then x has a potentiality to be G.

Note that, again, the principle does not hold if we read ‘potentiality’ in a stronger
sense. For a;’s being red or not red is logically equivalent to a;’s being such that a,
is red or not red (given that a, exists). But on the strong conception, a; may have a
potentiality for the tautologous manifestation being red or not red, yet it may not have
a potentiality whose manifestation concerns only objects wholly disjoint from itself,
such as being such that a, is red or not red. As I have noted earlier, potentiality on the
stronger conception is hyperintensional, while potentiality on the weak conception is

at least congruent (and perhaps intensional).
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4.7.2 Consequences of Closure

From the closure of (weak) potentiality under logical implication, two interesting con-
sequences follow immediately.

First, what an object has a potentiality for is closed under disjunction. That is, if a
has a potentiality to be F or a potentiality to be G, then a has a potentiality to be F-or-G.
For, if the antecedent holds, then at least one of its disjuncts must be true. Whichever it
is, the manifestation of the attributed potentiality logically implies being F-or-G; hence
a has a potentiality to be F-or-G. This holds for both weak and strong potentiality. The
only reservation we had for strong potentiality’s closure under logical implication was
that a potentality’s manifestation must not be entirely about objects that are completely
disjoint from the potentiality’s possessor. If that requirement is met by the property of
being F, then it will also be met by the property of being F-or-G.

Second, what an object has a (weak) potentiality for distributes over conjunction:
If a has a potentiality to be F-and-G, then a has a potentiality to be F, and a has a
potentiality to be G. The reason, of course, is that being F-and-G logically implies both
being F and being G. For strong potentiality, this principle does not hold unrestrictedly:
on the strong conception, @; may have a potentiality to be red and such that a; is red,
but a; will not have a potentiality (on the strong conception) to be such that a; is red.

What about the opposite directions: is potentiality closed under conjunction, and/or
does it distribute over disjunction? (Neither of these two questions has an answer that
follows from (C1).)

The answer to the first question is easily and straightforwardly, no. It is not the case
that if a has a potentiality to be F and a potentiality to be G, then a has a potentiality
to be F-and-G. A simple counterexample suffices to show this: replace G with not-F.

Things have many potentialities whose manifestations contradict each other, without
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thereby having potentialities to have a contradictory property: I have a potentiality
to walk and a potentiality not to walk, a potentiality to speak and a potentiality to be
silent. But certainly I do not have (nor does anyone or anything else have) a potentiality
to both walk and not walk, or to speak and be silent.

The second question is more interesting, and should be answered in the affirma-
tive. To get a feel for disjunctive manifestations, we may again think of a determinable
property and its determinates, e.g., being red (the determinable) and being any partic-
ular shade of red: red;, red,, etc. (the determinates). Take, again, our apple’s, a;’s,
potentiality to be red. That potentiality is intimately linked to, and at least entails, a
potentiality with the following (disjunctive) manifestation property: to be red; or to be
red, or ... Does it follow that a; has a potentiality to be red; or a potentiality to be red,
or ... ? Isay, it does: if @; manifests its potentiality to be red, it will inevitably do so
by being some particular shade of red or other. Whichever shade it is — call it red,, —,
a; then has the property of being red,, and it has that property through a manifestation
of a potentiality of its own. There is, then, no reason to deny to a; the potentiality to
be red,,. But red,, must, by hypothesis, be one of the determinates red,, red,, ... Hence
there must be at least one disjunct in the long disjunctive property which is entailed by
being red that a; has a potentiality to have: a@; must have a potentiality to be red; or a
potentiality to be red; or ....

Now for the generalization. The crucial feature of the determinates / determinables
relation is that to possess the determinable property, an object must possess exactly one
of the determinate properties; in fact, what was crucial to my argument was merely that
to possess the determinable, an object must possess at least one of the determinates.
But that is precisely what is true of a disjunctive property. If a has a potentiality to

be F-or-G, that potentiality could be manifested in no other way than by a’s being F,
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or a’s being G. Hence a must have at least one of the corresponding potentialities: a
potentiality to be F, or a potentiality to be G.

(Note that the line of reasoning also holds when we read ‘potentiality’ in the strong
sense.)

All of these results hold for any properties, including ‘such-that’ properties. Since
those properties will be of importance when the informal results of this section are put
to a more formal use in chapter 6, we should have a quick look at them. Having a po-
tentiality to be such that p or such that ¢ entails and is entailed by having a potentiality
to be such that p or a potentiality to be such that g. The first, disjunctive, potentiality
may be a reformulated as a potentiality to be such that p or g. The reformulation does
not make a difference to the property expressed but allows us to use the connective ‘or’
as it (or rather, the corresponding connective V) is used in classical logic: as connecting
sentences rather than predicates. (The disjunctive property can then be expressed by

Ax.(p V q).) For future reference, here is the result:

(D) An object x has a potentiality to be such that p or ¢ if and only if x has a potentiality

to be such that p or a potentiality to be such that q.

The same reformulation can be given for conjunctive properties.

It will be noted that the formal features of potentiality discovered so far — closure
under logical implication, distribution over disjunction — are those of possibility, as
studied in modal logic. This fact will be used in chapter 6. First, however, I turn to the

relation between potentiality and essence.
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4.8 Potentiality and Finean Essence

Having studied some of the formal features of potentiality, I can now answer a question
that I considered at the end of section 4.6 (and earlier on, already in chapter 3.2), and
show that potentiality, even in the very weak sense that I have been examining, is not
the dual of Finean essence. To do so, I must provide a brief sketch of Fine’s formal
treatment of essence (given in Fine 1995a and Fine 2000), which will then enable me
to show that potentiality, even in the weak sense, is not straightforwardly interdefinable

with it.

4.8.1 Fine on the Logic of Essence

The logic of essence, unsurprisingly, is structurally very similar to the logic of neces-
sity. It is not, however, identical with it. (We cannot, that is, take the axioms and rules
that are given for systems of normal modal logic and simply replace the necessity op-
erator O throughout with an essence operator Of.) Fine notes one important difference

at the outset of Fine (1995a, 242): like propositions that are necessarily true,

the propositions true in virtue of the nature of given objects are taken
to be closed under logical implication; any logical consequence of such
propositions is also to be such a proposition. ... However, this closure
condition is subject to a certain constraint. For we do not allow the logical
consequences in question to involve objects which do not pertain to the
nature of the given objects. Let us suppose, for example, that the empty
set does not pertain to the nature of Socrates, then we do not allow the

proposition that the empty set is self-identical to be true in virtue of the
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nature of Socrates even though this proposition is a consequence of any

set of propositions whatsoever.

Despite the first sentence of the quote, then, what stands in the scope of the essence
operator O —read: it is true in virtue of the nature of the Fs that ... —is not closed under
logical implication. Or to be more precise: it is closed under logical implication subject
to one constraint: the implication must not ‘involve objects which do not pertain to the
nature of the given objects’.

That introductory remark can be made more precise using Fine’s notion of objectual
content. The objectual content of a sentence or predicate, intuitively, is the set of
objects that the sentence or predicate is ‘about’. A precise definition can be given for a

formal language of the usual kind:

Let M be a model and E a sentence or closed predicate whose constants
are ay, ...a, [...] Then the objectual content [E]™ of E (in M) is taken to

be {v(ay), ..(a,)} [...]. (Fine 2000, 548)%

In addition to the notion of objectual content, we need the notion of dependence.
This notion is closely linked to that of essence; indeed, so much so that it could be
defined in terms of it: x depends on y iff y is among the objectual content of some
proposition that is true in virtue of the nature of x. Or, more formally speaking, let
x < y stand for ‘x depends on y’. Let v be the valuation function that goes with a model
M. Then v(x < y) is true just in case there is a sentence A such that v(0O,A) is true

and y € [A]™. The Fs depend on y just in case some of the Fs depend(s) on y. — In

8In accordance with my own notation in chapter 6, I have replaced Fine’s ¢ (for the valuation function)
by v. Note that Fine himself does not limit the definition to constants. He uses so-called ‘rigid predicates’.
A rigid predicate is a predicate that expresses a rigid property; by ‘a rigid property is meant a property of
being identical to x; or x or ..., for certain specific objects xq, x2, ... . For example, the property of being
identical to Socrates or Plato (Ax(x = Socrates Vx = Plato)) and the property of being identical to a natural
number (Ax(x = 0V x = 1V ...)) are rigid.” (Fine 1995a, 244) Then the objectual content [E]™ of a formula
E, where aj...a,, are E’s constants and P;...P, are E’s rigid predicates, is {v(ay), ...v(am)} U {v(P1), ...v(Py)}.
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his treatment of the logic of essence, Fine does not define dependence in this way, but
stipulates the connection as an axiom. For my purposes, that is of no consequence.

Now we can reformulate the restriction on closure in the scope of Op.

If closure were unrestricted, then we would have the following principle: If it is a
theorem that A — B, then it is a theorem that 0pA — OpB. Fine poses a restriction on
this principle. To a first approximation, the restriction goes as follows: Suppose OrA
is true (in a given model M), and A — B is a theorem. Then it follows that OgB only
if B’s objectual content (relative to the model M) does not exceed the Fs and what they
depend on. We can refine this a little: if O7A is true (in M), then the objectual content
of A cannot exceed the Fs and what they depend on; that follows directly from the link
between essence and dependence. All we need to worry about, in that case, is that part
of B’s objectual content that exceeds A’s objectual content. If OfA is not true, then we
don’t need to worry about B’s objectual content at all, because it is then trivially true
that OpA — OpB. So we get the following principle (cF stands for the ‘closure of the
Fs’, the set of all objects that the Fs depend on, including the Fs themselves, |A| is the
object-language expression for the objectual content of A, all other symbols should be

self-explanatory):

[Theorem 4]
(i) If+ A — B, then+ |B| — |A| C cF — (OrA — OpB).

(Fine 1995a, 253)

So much for the precise nature of Fine’s restriction on closure. Its rationale should
be intuitively clear too. Given the systematic connection between essence and depen-
dence, OF B entails that the Fs depend on the objectual content of B. But that depen-
dence cannot hold just because of the logical implication; the Fs must, as it were,

already depend on the objects in B’s objectual content; that is, there must already be
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some truths that have those objects in their objectual content and are true in virtue of
the nature of the Fs. Logical implication by itself does not engender dependence rela-
tions; there must be some essential connection between the Fs and the objects that have

something true of them in virtue of the nature of the Fs.

4.8.2 Essence and Weak Potentiality

In Fine (1995a), Kit Fine defines an operator that is the dual of his essence operator, as

follows:
<>FA = —|E|p—|A

Let me call the converse of Finean essence, i.e., whatever is expressed by ¢, ‘E-
potentiality’ (E, of course, standing for essence). If weak potentiality (as I understand
it) is the dual of Finean essence, then it is identical with E-potentiality. In this section,
I will show that this is not the case.

Of course there is one difference between weak potentiality as I construe it, and
E-potentiality: the former operates on properties (and is best expressed by a predicate
operator), the latter operates on propositions (and is therefore expressed by a sentence
operator). Given the ‘such that’ constructions that I have allowed in the scope of a
potentiality operator, this difference is easy to get around in most instances. Another
difference that may safely be ignored is the fact E-potentiality is ascribed to groups
of objects using a predicate (the Fs), while I have been ascribing potentiality, weak
and strong, using singular terms. Fine allows 0O,A as an abbreviation for O, ,-,A, and
similarly for ¢,A.

Leaving all that aside, then, is weak potentiality (to be such that A) expressed
by Fine’s operator ¢rA? No: and the reason is that weak potentiality is, while E-

potentiality is not, closed under logical implication without restrictions.
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Remember Fine’s closure condition: If it is true in virtue of the nature of the Fs that
A, and A logically implies B, then it is true in virtue of the nature of the Fs that B —
unless B’s objectual content exceeds the Fs and what they depend on. That restriction,
of course, affects the closure condition for E-potentiality too. Here are the two closure
conditions; I repeat the condition for O for comparison (as before, cF is the ‘closure
of the Fs’, the set of all objects that the Fs depend on, including the Fs themselves,
|A| is the object-language expression for the objectual content of A, the other symbols

should be self-explanatory):

[Theorem 4]
(ii) If + A — B, thent+ |B| — |A| C ¢F — (OFA — OfB).
(iii) If + A — B, then+ |A| — |B| C ¢F — (OpA — OpB).

(Fine 1995a, 253)

In Fine’s words, these pose the following restrictions: ‘for necessity [meaning:
essence] to be preserved by a provable implication there must be no “new content” in
the consequent whereas for possibility [meaning: E-potentiality] to be preserved there
must be no new content in the antecedent.” (Fine 1995a, 254) I have sketched Fine’s
motivation for (ii) above, so let me now concentrate on (iii). The following is a rational
reconstruction.

Take an object a and a property F such that a is essentially not-F: O,—Fa is true,
and so is -0, Fa. Take, further, an object b such that a does not depend on b. Note that

Fa A (Gb Vv =Gb) logically implies Fa:
F(FaA(GbV —~Gb)) = Fa

Note, further, that (Fa A (Gb vV ~Gb)) has objectual content that, by stipulation,

exceeds a and what a depends on. The same is true of its negation, ~(Fa A (Gb V
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—GD)). Because of that excess objectual content, neither the original proposition nor

its negation is true in virtue of the nature of a. We have:

—0,~(Fa A (Gb V ~Gb),

which is by definition equivalent to

Oa(Fa A (Gb v —Gb),

However, we also have

D(,—-Fa,

and hence

-O.Fa.

This then, is a case of logical implication between two propositions without logical
implication between their corresponding E-potentiality propositions. If E-potentiality
was (what I call) weak potentiality, this should not happen; or so I have claimed. But
perhaps I was mistaken? Let me look at the example in a little more detail.

We assumed that being F was excluded by a’s very nature; a, then, cannot be F,
i.e., a does not have a weak potentiality to be F. Correspondingly, a does not have an
E-potentiality to be F. However, a does have an E-potentiality to be F and such that b
is G or b is not G. To fill in a concrete example, I may have an E-potentiality to be a
stone and be such that you are a philosopher or you are not a philosopher. Evidently,
we do not want to ascribe to me such a potentiality, in whatever weak sense of the
word, and certainly not in the weak sense I have proposed: I cannot be a stone and
such that you are a philosopher or not a philosopher, because I cannot be a stone. The

fact that the second conjunct of this conjunctive property introduces an individual, you,
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on whom I do not depend, does not endow me with even a weak potentiality to have
the conjunctive property. It does, however, endow me with an E-potentiality — which
merely goes to show that we should not think of E-potentiality as potentiality at all but
merely as the dual of Finean essence (Fine does no more than that). Potentiality, even

in the weak sense, is not the dual of Finean essence.

4.9 Potentiality and Actuality

I now turn to a final feature of potentiality that is of some formal (but not only formal)
interest. I continue to focus on the weak conception of potentiality.

It is part of the conception of potentiality that I am proposing that whenever an
object has a property, having that property is exercising a potentiality of that object. So
for every property that an object possesses, we must ascribe to that object a potentiality
at some time or other. (If we are speaking of strong potentiality, we may have to
restrict the scope of ‘properties’.) To a first approximation, we may put this principle

as follows:
(T1) xisF — 3dr: att, x has a potentiality to be F.

As it stands, this principle is too weak. After all, potentiality is forward-looking:
a potentiality cannot be exercised before it is possessed. In other words, ¢ in the con-
sequent has to be relativized to a time-index implicit in the antecedent, to make sure
we are not speaking of potentialities that are possessed later on in a thing’s career. A
potentiality’s exercise must not lie in the past; it usually lies in the future. What about
the present? Depending on how we interpret the ‘forward-looking’ nature of potential-
ities, there are two ways of answering that question. Let < stand for the ‘earlier than’

relation between times, and < for ‘earlier than or simultaneous with’. Then we have:
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(T2) xisFatr— 3¢ : ¥ < tand at ¢, x has a potentiality to be F.

(T3) xisFattr — 3¢ : ¥ <tandat?, x has a potentiality to be F.

In this section, I will first provide an argument for preferring (T3) over (T2). I will

then argue that given that argument, we should indeed adopt an even stronger principle:

(T4) xisFatr— att, x has a potentiality to be F.

Note that (T2) and (T4) each entail (T3); the consequent of (T3) is equivalent to a
disjunction of the consequents of (T2) and (T4). While (T2) and (T4) are compatible,
the reason for adopting (T2) instead of the weaker (T3) would clearly be the desire to
exclude what (T3) explicitly allows, and (T4) requires: that a potentiality is possessed
while it is exercised.

Since (T4) is the ultimate aim of my argument in this section, let me provide some
reason for finding it attractive in the first place; it derives from the weak conception of
potentiality and its connection with the modal verb ‘can’. It would seem that ‘x is F’
entails ‘x can be F’; or in other words, ‘x is F but x cannot be F’ is inconsistent. (Try
saying ‘the apple is red but it cannot be red’!) In other words, the following principle,

with no relativization to times, should hold:

(T) If an object x has a property F, then x has a potentiality to have the property F.

But for (T) to hold, (T4) must be true: there must not be a time at which the
antecedent is true but the consequent is not.

Given a choice between (T2) and (T3), why should we favour (T2)? The reason
would be the same that induced us to pass on from (T1) to (T2) and (T3): potentialities
are forward-looking; they concern the future, not the past. A disagreement between
(T2) and (T3) may be understood as the question whether the present should be classi-

fied with the future or the past. The idea behind a preference of (T2) over (T3) is a strict
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interpretation of the idea that potentiality is ‘forward-looking’: an exercise of a poten-
tiality, on that interpretation, must not be simultaneous with the possession of that very
potentiality. Potentiality concerns the future, not the past or the present. It is worth not-
ing that with (T3), I propose only a minimal revision of this: potentialities concern the
future or the present, but not the past. While future and past are long, perhaps infinitely
long, stretches of time, the present is but a single moment, the temporal equivalent of
a point. It is only this point-sized bit (not even a ‘stretch’) of time that proponents of
(T2) and (T3) disagree about. I agree that potentiality is forward-looking; with (T3),
we merely include the outer limit of what lies in the ‘forward’ direction, as a limiting
case of what lies ‘forward’.

Here is what I take to be a reductio ad absurdum, not so much of (T2) itself, but of
that motivation, the strict interpretation of ‘forward-looking’, which may be summa-
rized thus: no potentiality is possessed and exercised at the same time; the exercise of
a potentiality must always lie in the future relative to its possession.

Take an object a at t,. Suppose that at #,,, a is red, and a remains red at least until
th+1. Since a is red at t,,1, we may assume that at #,, a has a potentiality to be red.
Given the strict interpretation of that potentiality’s forward-looking nature, we would
have to say that at ¢,, a has both the property of being red, and the potentiality to be
red, but without the former being a manifestation of the latter. But a’s being red is
the manifestation of a potentiality of a’s, whether we are using ‘potentiality’ in the
weak or the strong sense. Of which potentiality, then, is it a manifestation? Answer:
of a’s potentiality, at #,_;, to be red. So a possesses the potentiality to be red both
at t,-; and at 7, but a’s being red at #, is a manifestation of its potentiality to be red

at t,_;, without being a manifestation of its potentiality at #,. This is odd. The same
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potentiality, possessed by the same thing, cannot both be manifested in a given event
and not be manifested in that same event.

(For clarification, it may be useful to contrast the potentiality to be red with the
potentiality to become red. The potentiality to become red is manifested in an object’s
becoming red; once the object is red, it no longer manifests the potentiality to become
red. Becoming red is a process with an end-point; once the end-point is reached, the
potentiality is no longer manifesting. The potentiality to be red, on the other hand, is a
potentiality that is manifested in a state, the state of the object’s being red. That state
may come to an end but it may go on indefinitely. As long as it continues to hold, the
object continues to exercise its potentiality to be red.)

The only way out of this, as far as I can see, is to say that there is not one potentiality
but two: one possessed at #,_; and no longer possessed, but manifested, at #,, another
possessed at ¢, (and probably also at 7,—;) but not manifested at either #,_; or ¢,. We
had underspecified these potentialities and made them look as if they were the same.
In fact, one is a potentiality to be red after f,,_1; the other is a potentiality to be red after
t,. If we want to avoid a’s simultaneously having and manifesting any potentialities,
we must deny that a has such a potentiality as the potentiality to be red, fullstop, and
claim instead that there are only such potentialities as the potentiality to be red after 7,,
possessed only up to t,, the potentiality to be red after #,,;, possessed only up to #,1,
etc.

That’s a rather strong claim: there is no such thing as the potentiality to be red!
There are various ways of construing potentiality according to this claim. One, and I
think the least attractive, option is to say that there are some properties — for instance,
being red — for which there are no potentialities; there are potentialities only for time-

indexed properties such as being red after t,,. Another option is to deny that there is such
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a property as being red in the first place; there are only the time-indexed properties,
hence it should not come as a surprise that there are no potentialities for anything other
than the time-indexed properties. Finally, a third option is to deny that a potentiality is
individuated only by its manifestation property; rather, we need a two-place operator
for potentiality (but quite unlike the two-place operator for dispositions that I have
argued against in chapter 2!): a potentiality is a potentiality to ... after time ... .

Note that whichever of these options we would take, the result is that there is no
one potentiality which a might retain until the end of its existence, and of which its
being red at #y, at #,, at .1, and at various other times, are all manifestations.

The choice, then, is this: either we accept that a potentiality can be manifested and
possessed simultaneously, thus perhaps giving up to a small degree on the idea that po-
tentiality is forward-looking. Or else we cling to that idea in its strictest interpretation,
and give up another intuition: that a thing’s being red at various points in its life are the
various manifestations of one and the same potentiality. I suggest we go for the first
option, and adopt (T3).

But what about (T4)? (T4) says not only that sometimes an object’s having a prop-
erty is the exercise of a simultaneously possessed property; it says that this is always
s0. (At least it is implicitly intended to say that — strictly, of course, it only says that
when an object possesses a property it also simultaneously possesses the potentiality
for that property.) Why should that be the case?

Consider again the argument for (T3). It showed that if an object possesses a certain
property F at time ¢, and continues to possess F at #,,1, then at ¢,, the object has the
potentiality to be F, and its being F at 7, must be an exercise of that potentiality.

Now consider the following proposition. Whether a given state or event e (an ob-

ject possessing a property F) is an exercise of a given potentiality, P, is a matter that
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depends only on e and P; it is an intrinsic relation between them. Whether the object
existed before the time at which e is taking place, whether it will continue to exist after
that time, and whether it will continue to possess the property F, is irrelevant to that
question. What the question depends on is merely: whether F, the property that the
object possesses in e, is the property that P is the potentiality to possess.

I cannot provide any further argument for this proposition, but I submit that it is
overwhelmingly plausible given the conception of potentiality I have been developing
in this chapter. If we put this proposition together with the argument for (T3), we get
the following result. Since an object’s being red is sometimes a manifestation of that
object’s simultaneously possessed potentiality to be red — sometimes: namely, when it
continues to be red afterwards — it must always be. For, insofar as the potentiality and
the state or event of the object’s being red are concerned, there is no relevant difference
between cases where the object is red and continues to be so, and cases where the
object is red but will cease to be so the moment after.

I conclude, then, that we should adopt (T4): whenever an object has a property,
F, the object’s possessing that property is an exercise of the object’s simultaneously
possessed potentiality to be F. Given (T4), we can drop relativization to times and
embrace the general principle (T): having a property entails having the potentiality to

have that property.

4.10 Summing Up

In this chapter, I examined various features of potentiality: potentialities may be pos-
sessed by any thing individually, or jointly by any number of objects; potentialities may

be intrinsic or extrinsic; and they may be iterated. I further suggested that these features
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allow us to extend the notion of potentiality, from the initial and intuitive examples of
dispositions and abilities, all the way to what I have called the ‘weak’ conception of
potentiality. I investigated some formal features of the weak conception: potentiality
on that conception is closed under logical implication, it distributes over disjunction,
and an object’s having any property whatsoever entails its having a potentiality to have
that property.

Potentiality on the weak conception is wide enough, and has the right kind of for-
mal features, to be used in a semantics of ‘can’. At the end of chapter 3, I noted that
two challenges remained for my proposal of a semantic theory that construes ‘can’ as
a predicate modifier ascribing potentialities to objects. One (arising from considera-
tion (iv) in chapter 3.3.1) was to provide an account of potentiality that is wide enough
to accommodate all true sentences containing ‘can’, a task that abilities and disposi-
tions alone could not accomplish. I believe that this challenge is met with the weak
conception of potentiality. A second challenge (arising from consideration (ii) in chap-
ter 3.3.1) was to match the elegance of the standard, possible worlds-based, semantic
theory in accounting for the context-sensitivity of ‘can’. It is beyond the scope of the
present investigation to meet that challenge, but let me sketch very briefly why I believe
that there is reason to hope that it can be met.

Possible-worlds semantics capture the context-sensitivity of ‘can’ a with contextu-
ally varying restrictions on the ‘relevant’ or ‘accessible’ worlds: ‘x can F’ is true iff x
F’s in some world, but we do not consider all worlds in all contexts. There is reason
to hope that a potentiality-based semantics of ‘can’ would be able to do the same: ‘x
can F’ ascribes to x a potentiality to F, but different kinds of potentiality are relevant
in different contexts. In many contexts, we use ‘can’ only to ascribe potentialities that

qualify abilities: witness ‘I can play the piano, but I cannot play the violin’. We also
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tend to ignore — for good practical reasons — potentialities that have a very low degree:
witness ‘the vase can break, but the desk cannot’. Finally, we use ‘can’ sometimes to
ascribe intrinsic potentialities, and sometimes to ascribe extrinsic ones: contrast ‘the
vase is wrapped so well that it cannot break’ (extrinsic) and ‘the vase can break easily
so I wrapped it just to be sure’ (intrinsic).

Before I move on, I would like to draw the reader’s attention to some loose ends.
One such loose end is an account of abilities. ‘Ability’ is the most natural noun to go
with ‘can’, but it seems to be used more narrowly, with a view to actions and intentions.
(‘He can fall down the stairs’ seems fine, but ‘He has an ability to fall down the stairs’
does not.) Whether that is a matter of the semantics of ‘ability’, requiring a metaphys-
ical account of abilities, or perhaps a pragmatic aspect of ‘ability’, is not entirely clear,
and I have no answer to the question what, if anything, distinguishes abilities from
potentialities in general.

Another loose end is how best to construe the degrees of potentialities. I have made
use of the fact that potentialities come in degrees. But not only does it become in-
creasingly difficult to assign comparative degrees once we leave the realm of everyday
dispositions; it is also still an open question how the structure of those degrees is best
described. A model that naturally suggests itself is that of probabilities. However, that
model comes with some undesirable features. One is the failure of non-zero probabil-
ities to distribute over infinite disjunctions. My paradigm example of potentialities for
disjunctive manifestations has been the case of determinables and determinates. Many
determinables have an infinite number of determinates, but we should certainly not
want to say that an object has a potentiality, say, to be red without having a potentiality
to be any particular shade of red, even though the probability of its having any one

of the infinitely many shades is zero. Another worry relates to the question of what
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amounts to the possession of a potentiality to the maximal degree. One suggestive
answer is: a potentiality is possessed to the highest possible degree when manifested.
Another is: a potentiality to F is possessed to the maximal degree by x iff x has no
potentiality not to F; in other words, if x must F. The second answer is the one that
would be prescribed by the probabilistic model: on that model, the degrees of the po-
tentiality to F and the potentiality not to F must add up to the maximal degree. But it
takes potentiality closer towards necessity than we might wish.? I leave the question of
how to construe degrees of potentiality open. Much as I would like to have an answer
to that question, I will now turn to an issue that does not require such an answer: an

account of metaphysical possibility in terms of potentiality.

90n the possible worlds view of possibility, there are two ways of understanding degrees of possibility:
closeness and proportion. It might be useful to formulate a corresponding distinction for potentiality. But I
have not yet been able to do that.



Chapter 5

Possibility

5.1 The Basic Idea

In chapter 3, I have briefly motivated the idea (parallel to Fine 1994’s arguments con-
cerning essence and necessity) that potentiality should not be reduced to possibility,
but understood on its own terms, and that this might be explained by potentiality being
the more basic notion from which that of possibility ought to be derived. In chapter 4, |
have then provided some steps toward the required understanding of potentiality on its
own terms, and argued that the notion of potentiality is a very flexible one. I now return
to the second and more tentative part of the proposal: can we understand possibility as
derived from potentiality?

The intuitive idea of a potentiality-based account of possibility is this. When we
think about possibility, we think about potentiality in abstraction from its bearer; a pos-
sibility is a potentiality somewhere or other in the world, no matter where; possessed

by something (or some things) or other, no matter what. Of course, the potentialities
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may be iterated: in possibility claims, we abstract not only from a potentiality’s bearer,
but also from the number of steps that it takes the potentiality to reach its manifestation.

Progressing from this intuitive idea to a more precise formulation, and using ‘iter-
ated potentiality’ to include once-iterated potentialities (i.e., potentiality simpliciter) in

accordance with chapter 4.5, I propose the following:

Possibility It is possible that p if and only if something has (or some things jointly

have) an iterated potentiality for it to be the case that p.

Obviously, it is necessary that p if and only if it is not possible that not p; i.e., if
and only if nothing has (or no things have) an iterated potentiality for it to be the case
that not-p.

I have distinguished between two senses of ‘potentiality’ in the previous chapter.
The definition of possibility may be read using either of them. I have argued that the
boundary of the stronger sense is somewhat unclear and that we should therefore accept
the weaker sense. However, I have also argued that something has or some things have
a potentiality for p on the weak conception if and only if something has or some things
have a potentiality for p on the strong conception (however exactly that conception is
delineated; see (W2) in section 4.6.) So the two ways of reading the right-hand-side of
my possibility definition are equivalent.

To prove its rank as a serious contender, my proposed account of possibility has
to meet two requirements. First, it has to be formally adequate: possibility defined
in this way must conform to the formal structure of possibility as studied in modal
logic. Second, it has to be materially or extensionally adequate: it has to make the
right possibility claims come out true (or false, as the case may be). My attempt to
meet the first requirement will be given in the next chapter, where I provide a formal

treatment of potentiality based on the metaphysics given in chapter 4, and derive from
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it, by the formal equivalent of my above clause for possibility, the logic of possibility.
In doing so, I will use the weaker sense of potentiality, which is easier to formalize.
This chapter is about the second requirement. I am going to argue that a potentiality-
based account can meet the requirement of extensional adequacy, and that it has various
options in meeting that requirement. That is to say, I am not going to put forward
a particular version of the potentiality-based account. Rather, I am going to point
out that there are various versions available, all of which preserve the spirit of the
proposal made above. I will make life harder for myself, and my answers to the various
challenges more intuitive, by restricting myself to clear examples of potentiality on the
stronger conception. My argument against that conception was based on its lack of
a sharp boundary delineating it from the weak conception. But I will not appeal to
any of the borderline cases; all the potentialities that I will be appealing to should be
uncontroversially admitted by the strong conception of potentiality as well as the weak
conception.

No matter how exactly the account is developed, it will be a realist, actualist and
modalist account: it will be an account that rejects the existence of worlds other than
ours, and that takes modality in some form (in my case: potentiality) to be an objec-
tive and primitive feature of our world. It differs from other modalist accounts in the
kind of modality that it takes to be a primitive feature of the world: not necessity, not
possibility, but potentiality. Modality, as a primitive feature of the world, is primarily
a feature of the objects of our world. Of course, like any other actualist account, mine
can admit that there is some interest in talk about possible worlds, only we should not
take the label ‘worlds’ too seriously. In fact, we should not take the label ‘possible’
too seriously either. The so-called possible worlds of modal logic are a useful device

to produce a formal model, but they are neither worlds, nor do they have any more
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intimate connection to possibility than they do to any of the other phenomena that they
can be used to model: knowledge, obligation, vagueness, and a wide variety of others.

With these general remarks in mind, let me return to the requirement of extensional
adequacy. This seems relatively easy to get in the cases of simple predicative possibil-
ities: it is possible that the apple is red because the apple itself has a potentiality to be
red; it is possible that something is red because something, the apple, has a potentiality
to be red. It is possible that my granddaughter will be a painter, even though there
is no individual yet who is my granddaughter, because I have a three-times iterated
potentiality for it to be the case that my granddaughter is a painter: a potentiality to
have a child who has the potentiality to have a daughter who has the potentiality to be
a painter.

But what about the possibility that everything is red, or that nothing is? And what
about the possibility that the laws of nature had been different? I will discuss these and
a variety of other potentially problematic examples in the remainder of this chapter.
My discussion will be primarily exploratory: trying to understand which options are
available to a potentiality-based theory of possibility. The positive conclusion will not
be an endorsement of any particular such option. Rather, it will be that there are a
great many options, several of which are promising. A potentiality-based account of
modality is a fruitful research programme, though it is one that I cannot claim to have
carried out here.

I begin with an issue that is slightly different from the ones to come. It is the ques-
tion of how to account for the context-sensitivity of modal claims in natural language
(section 5.2). After that, I will turn to worries that are more metaphysically motivated,

and outline ways to respond to them (sections 5.3-5.7).
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5.2 Restricted Modality

The possible-worlds approach to modality comes with a range of theoretical advan-
tages. One advantage is its systematic relation to possible-worlds treatments of other
areas, such as epistemic modality, semantic content, and of course counterfactual con-
ditionals. Another is the pure elegance of reducing the operators ‘possibly” and ‘neces-
sarily’ to the well-understood quantifiers ‘some’ and ‘all’. I can match only half of that
elegance: possibility and necessity, on the view I propose, are defined with existential
and universal quantifiers, but their interdefinability is not quite as elegantly rendered
as it is on the possible-worlds approach. The reduction to the quantifiers has a further
benefit apart from mere elegance, however. In everyday talk, we tend to quantify with
restrictions: if, looking into the fridge, I say ‘there is no beer’, I am not thereby claim-
ing that there is no beer to be found anywhere in the world. My quantifiers are restricted
to the contents of the fridge. (The example, of course, is Lewis’s: Lewis 1986a, 136f.)
Similarly, if I say that it’s impossible for me to be in New York an hour from now, I
am not claiming that there is no world where I am in New York an hour from now (or,
where my counterpart is in the counterpart city of New York an hour after the time that
corresponds to now) — rather, I am restricting my quantifiers to worlds that are like this
one in terms of history up to now (in all of which I am in Oxford now) and in terms of
the laws of nature. We can easily accept a sense in which it is possible for me to be in
New York an hour from now — if we had some more advanced, science-fiction technol-
ogy, I might travel to New York from Oxford in less than an hour. In saying this, I am
widening the scope of my quantifiers to include worlds that are much like this one but
contain more advanced technology than ours. Of course, even with such technology, I
could not travel faster than the speed of light. Or could I? That last question invites us

to drop the restriction to worlds that share our laws of nature. In everyday language, we
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almost invariably use some restricted sense of possibility, and it is a matter of context
just how restricted it is. When we do metaphysics, we try to drop these restrictions
and talk in a context that poses no restrictions at all, about what is possible in the most
general sense. Similarly, in everyday language, we almost invariably restrict our quan-
tifiers to some relevant subset of the objects there are, and just which subset it is that
we quantify over is a matter of context. When we do metaphysics, we try to drop these
restrictions and talk in a context that poses no restrictions on our quantifiers, about
what exists in the most general sense. Understanding modal talk as quantification over
possible worlds allows us to understand the first phenomenon, the context-dependence
of modal talk, as merely a case of the second phenomenon, the context-dependence
of our quantifiers’ range. The account I am proposing should provide the resources to
explain the context-dependence of modal talk without appealing to quantification over
possible worlds.

I believe that it can. A first point to note is that given the metaphysics of potentiality
and the evidence provided in chapter 3.3.1, there is reason to believe that many puta-
tive possibility statements are ascriptions of potentialities. Any sentence of the form ‘x
can F’, on the potentiality view, may be construed as ascribing to x a potentiality to F.
However, there are possibility statements (of the metaphysical, not the epistemic) vari-
ety that do not specify a subject. While I have advised caution about those statements
(chapter 3.3.1), I will here sketch how contextual variation can be accounted for, on the
potentiality view of possibility, in those statements that do express circumstantial or
metaphysical possibility, rather than ascribing potentialities. On my view, ‘It is possi-
ble (for it to be the case) that p’ (or ‘It could have been that p’, etc.) is true just in case

something has an iterated potentiality for it to be the case that p. There are two places
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in this formulation that may be subject to contextual restriction: one is the existential
quantifier ‘something’, the other is the potentiality.

First, the existential quantifier: notwithstanding their very different metaphysics,
my proposed account of possibility shares a crucial structural feature with any possible-
worlds semantics: the existential quantifier. To be sure, mine quantifies over things in
this world, while Lewis’s quantifies over worlds. But both are existential quantifiers;
both provide an opportunity to restrict the domain to which those quantifiers are ap-
plied. In fact, since my existential quantifier quantifies over the things of this world,
there are precedents for the mechanism by which it is restricted (not just the formal
mechanism, but the details of what goes into it): whatever we say in general about
quantifier domain restriction in ordinary speech contexts may be transferred without
alteration to the restriction of the quantifier inherent in possibility statements. That
makes life easier in one way: a potentiality-based account does not have to say any-
thing new about the way in which the existential quantifier in its clause for possibility
is restricted. It also makes life more difficult: there are independent ‘guidelines’ for the
kinds of restriction that are plausible and the kinds that aren’t. I take this to be a virtue
of the account: it allows an independent test of how plausible some of its explanations
are, a test that is not available for possible-worlds treatments of modality.

Obviously, I cannot give a comprehensive account here of the kinds of such restric-
tions that there are; but I will point out a few typical examples. Lewis’s beer example
illustrates some of them. First, we tend to quantify over things in our vicinity: the
things in the fridge that I am looking into, or the flat in which the party is taking place,
or perhaps the flat and the near-by shops (if I've tried them). Second, we tend to quan-
tify over things of a certain relevant kind (not necessarily a natural one): if I say that

there is nothing in the fridge, I ignore everything that is not food or drink (after all,
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there’s a rack). Third, we tend to ignore even things of the right kind and distance
if they are inaccessible for us to interact with in some salient way. Thus in saying
that there is no more beer I may include items in the flat and in the nearby shop that
I have just been to, but ignore items in my neighbour’s fridge (my neighbour is out,
and I don’t have his key). This third aspect may even be the source of the first two:
we are more likely to interact with things in our vicinity, and certain salient kinds of
interaction require certain kinds of objects for us to interact with.

Second, restrictions on the potentiality ascribed: in the very short sketch of a
potentiality-based semantics of ‘can’ that I have given at the end of the previous chap-
ter, we have already seen that and how context can pose restrictions on the kind of
potentiality that is relevant. Here are two ways in which a given context may plausibly
restrict the relevant potentialities. (i) Potentialities come in degrees, and we tend to ne-
glect those that have a degree below a certain threshold. Thus we call things fragile that
have the potentiality to break to a certain minimal degree, and mostly ignore the fact
that desks and rocks are also ‘breakable’, or can break. Potentialities with low degrees
escape our notice when we talk about potentialities explicitly; it should not come as a
surprise that they escape our notice too when we quantify over things that have them.
There is good reason for this: the lower the degree of a potentiality, the less imminent
(ceteris paribus) is its manifestation. (ii) The proposed account of possibility is phrased
in terms of iterated potentiality. The recognition of iterated potentialities required some
argument from my part. Iterated potentialities escape our notice when we talk about
potentialities explicitly; it should not come as a surprise that they escape our notice too
when we quantify over things that have them. Again, at least in practical contexts there
is a good reason for our neglecting those potentialities: their manifestations are not, in

general, particularly imminent.
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With these observations in mind, we can formulate provisional truth-conditions
for possibility statements in natural language that respect their context-sensitivity. An
utterance of the form ‘it is possible for it to be the case that p’ (or: ‘it can be that p’,
etc.) is true just in case there is or are some salient object(s) that (jointly) have a salient
iterated potentiality for it to be the case that p. Which objects and which potentialities
are salient is for the utterance’s context to determine.!

Now let me apply my provisional truth-conditions to a few examples.

The restriction of our quantifiers to things that we can expect to interact with helps
us understand a kind of case that would otherwise be puzzling. Suppose that I am
moving to a new house, and discuss how to handle the furniture. I say ‘the vase is quite
fragile, but it cannot break (it is virtually impossible for it to break) — it’s been packed
so well in styrofoam.” Here I have attributed a potentiality and gone on to deny the
possibility of its being manifested; applying the possibility clause above, I have said
that the vase is fragile (has the potentiality to break to some non-minimal degree) and
yet nothing (salient) has a (salient) iterated potentiality for the vase to break.

Contextual salience may shift within the course of one sentence; even the range
of the quantifiers may (cf. Lewis 1986a, 6, who cites the example: ‘Nowadays there
are rulers more dangerous than any ancient Roman’). In the second part of the quoted
sentence, the vase is no longer salient. There is a simple reason for this: being packed
in styrofoam, the vase on its own is not one of the objects I can reasonably expect to
interact with in the relevant ways — lifting it, dropping it, putting it in the van. What I

do interact with is the vase-cum-styrofoam, and this has the potentiality for the vase to

INote that the verbs on both sides of the biconditional may be read as tensed or time-indexed. On that
reading, ‘it is (now) possible for it to be the case that p’ is true just in case now, at the time of utterance,
something has an iterated potentiality for p. Potentialities may be lost over time: nothing now has a poten-
tiality to avoid World War I, though some individuals had such a potentiality in 1914. This goes well with
the idea that the past is in some sense necessary: it is not (now) possible for World War I never to take place,
though it was possible in July 1914.
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break to a negligible degree — where, of course, context determines what is negligible
and what isn’t. The quantifier that (I say) is implicit in the possibility statement does
not differ from other quantifiers: when asked how many things are still left to be put
into the van, I do not count vase and styrofoam as two; I count them as one, because
the relevant interaction (putting in the van) can be expected to involve the vase-cum-
styrofoam, not the vase on its own.

What of the examples I started with? It is not possible — so I say in an everyday
context — for me to be in New York one hour from now. No salient things in the world,
including myself, New York, and aeroplanes, have a salient (joint) potentiality for me
to be transported to New York from Oxford in one hour. Well: what about the poten-
tialities that engineers, or the potential parents and teachers of engineers, etc., possess
for science-fiction technology to be developed which would have the potentiality to
transport me from Oxford to New York in one hour? The counterfactual supposition
‘if we had science-fiction technology’ invites us to widen the domain of relevant po-
tentialities: in particular, it invites us to consider such iterated potentialities as the ones
I have pointed to. Thus the domain is expanded, and it appears possible after all that
I should travel to New York in one hour. How much further can we widen that scope,
and will we finally have to include the possibility of my travelling faster than light?
This questions leads us already into the worry that will be discussed in the remainder
of this chapter: the worry that there might not be enough potentialities around to pro-
vide grounds for all the possibilities to be found in metaphysics; that possibility, on the

potentiality-based account, is construed to narrowly. It is to this worry that I now turn.
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5.3 Objections and Strategies

There is one obvious form of objection to the view I have proposed: counterexamples
of the form ‘It is possible that p, but nothing has a potentiality (no matter how many
times iterated) for it to be the case that p’. These counterexamples are best understood
as a challenge: a challenge to point out where in the world something has an iterated
potentiality for it to be the case that p.

Here are some examples.

Alien properties. David Lewis has argued (see Lewis 1986a, 15911.), and has con-
vinced many, that there could have been properties that are completely alien to our
world. For David Lewis, a property is alien to a world iff it is never instantiated in
that world. Of course my proposal allows for the possibility of alien properties in
this sense: some potentialities may never be manifested, and hence their manifestation
property never instantiated; so some properties that are never instantiated are nonethe-
less possibly instantiated. However, there is no guarantee that the potentialities of
actually existing objects ‘reach’ all the alien properties there might have been; there
may be uninstantiated potentialities for some alien properties but not others. Or so it
may be argued.”

Alien objects. It is contingent which objects there are; there might have been differ-
ent objects from the ones there actually are. In fact, it might have been that none of the
actually existing objects had existed, and that the world had consisted of a completely
different set of objects. Now, the actually existing objects may have potentialities for
there to be a whole range of other objects: people have unmanifested potentialities to

have a child of such-and-such description, to build a watch of such-and-such descrip-

2Lewis uses alien properties to argue against ersatzist views on possible worlds. More recently, Divers
and Melia (2002) have argued that Lewisian modal realism itself has difficulties in dealing with certain
intuitions concerning alien properties without appealing to modal concepts. So whatever the potentiality
view’s standing is with regard to alien properties, it will not face problems alone.
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tion, etc.; things jointly have potentialities to constitute (to jointly be all the parts of)
infinitely many objects that they never actually constitute; and so on. But, once again,
that may not seem sufficiently far-reaching: could there not have been objects that were
not produced by any actually existing objects (or by anything that actually existing ob-
jects have a potentiality to constitute or produce, or ...), nor constituted by any of the
actually existing objects (or anything that actually existing objects have a potentiality
to produce, or ...)? Moreover, which actually existing object(s) should possess a poten-
tiality, even iterated, for it to be the case that none of the actually existing objects ever
existed?

Laws of nature. The world is governed by certain laws, the most fundamental of
which are probably the laws of (real) physics. But it might have been governed by a
different set of laws; the laws of nature are contingent. Yet how could any of the things
that are actually governed by the actual laws have an (iterated) potentiality for those
laws to be different?

Those are typical objections to the potentiality-based account of possibility. They
take the form: surely it is possible that p; potentialities, perhaps, can take us some
way towards p, but there is no guarantee that they will take us all the way; the intuition
about p is too fundamental for the concept of possibility to be left to (epistemic) chance
concerning which potentialities there are; so the potentiality view should be rejected.

I find some of these counterexamples genuinely worrying (and others less so). Be-
fore looking at them in more detail, it is important to be aware of the options that are
available to the potentiality view in responding to them. The potentiality view has a
variety of strategies at its disposal, and of course different strategies may be applied to

different cases. Here is a general outline of these options.
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Strategy 1: The Piecemeal Strategy. This strategy takes the counterexamples one
by one and tries to offer potentialities of objects that take us ‘all the way’ to the alleged
possibility that p. We have seen in the previous chapter that the notion of a potentiality
is more flexible than we might at first have thought; it has been stretched far indeed
from its humble beginnings with dispositions and abilities. That should be reason for
some (guarded) optimism: with a little ingenuity, we should find the potentiality that is
responsible for its being possible that p.

Strategy 2: Biting the bullet. The piecemeal strategy, by its very nature, may work
in some cases but not in others. Where it does not work, we may consider simply
biting the bullet and saying: yes, we thought it was possible that p, but we were wrong.
There are precedents for this kind of claim: before Kripke, did people not think it was
possible that water # H,O? There are precedents even for some particular such claims:
the view that the laws of nature are metaphysically necessary, for instance, has been
increasingly popular in the last decade or so. In biting that bullet, the potentiality view
will at least not have to stand alone. However, in denying what appeared (at least to the
opponent) to be a reliable intuition regarding the possibility of p, this strategy incurs
an obligation: to explain how we (or, at any rate, the opponent) came by that intuition.

Sydney Shoemaker, in defending one restriction to what is metaphysically possible
(viz., only what is nomologically possible), says that ‘the main theoretical obstacle to
[recognizing this restriction] has been the deeply rooted conviction that necessary truths
should be knowable a priori’, a conviction that metaphysicians after Kripke should long
have abandoned (Shoemaker 1998, 74). Of course, we cannot know a priori what the
laws of nature are, and we cannot exclude variant laws a priori — but then, we could
not know a priori that water is H,O, and hence could not exclude a priori that it was

XYZ. In general, the problematic possibilities (problematic, that is, for the potentiality
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view, which does not accord to them the status of possibilities) are not metaphysical
possibilities but only, in some way, epistemic ones.

One way of substantiating this strategy is to borrow from linguistics. I earlier (chap-
ter 3.3.1) pointed out that sentence-modifying modal expressions (‘It is possible that’,
‘possibly’, etc.) usually express epistemic modality (compatibility with our knowl-
edge of the world) rather than circumstantial modality (ways the world could really
be), while circumstantial modality is typically expressed by predicate-modifying ex-
pressions such as ‘can’. (Cf. Kratzer 1981, DeRose 1991) Linguistically speaking,
metaphysical possibility should be a generalization of circumstantial possibility: like
circumstantial possibility, it concerns ‘real’ possibility; it differs in not relativizing that
possibility to how things stand actually and contingently. So the modal intuitions that
we rely on in doing metaphysics, insofar as they are based on linguistic intuitions,
should be based on expressions of circumstantial, not epistemic, possibility. They are,
however, very often phrased in the form ‘it is possible that p’ (and other sentence-
modifying expressions) — expressions of epistemic possibility par excellence. In adopt-
ing the strategy of biting the bullet, then, the defender of a potentiality view may claim
that the apparent intuitions regarding the metaphysical possibility of a proposition that
p are based on the opponent’s misunderstanding her own linguistic intuitions: it is pos-
sible that p in some generalized epistemic sense, but not metaphysically. (It may be
replied that these expressions are artifacts of philosophers, and that we can stipulate
them to mean whatever we please. Of course we can: but if we do, then we have
no right to appeal to our linguistic ‘intuitions’ about the truth of sentences containing
them. We have linguistic intuitions as speakers of a natural language; if we stipulate
what our terms mean, then we neither need to, nor can we, appeal to our intuitions

about them.)
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Of course strategies 1 and 2 may be used together, accounting piecemeal for some
possibilities while rejecting others, and giving some principled reason for drawing the
line right where it is drawn. This mixed strategy may be called a strategy of Divide and
Congquer. It will be applied throughout sections 5.5 to 5.7. First, however, I will look
at an alternative: a catch-all solution.

Strategy 3: The Catch-all Solution. The strategy of Biting the Bullet is as piecemeal
as the Piecemeal Strategy itself: we can bite the bullet in some cases but not others,
and when we do, we are committed to some explanation of the misled intuition in the
particular case. The strategy I am now going to suggest is different: the idea here is
to solve all problems in one go. This strategy takes seriously the opponent’s worries
about epistemic chances above: the opponent wants a guarantee that potentiality is
always going to go far enough? She can have it. (Or, perhaps, she can have it for the
majority of important cases. Some bullet-biting may be unavoidable in the end.) The
catch-all solution is to come up with an object or set of objects that plausibly possess
all the potentialities required for the problematic possibilities. One such object is the
world itself. Another option is to distribute potentialities more evenly and allow for
there to be many more objects than we might have thought: this option is to adopt
Timothy Williamson’s arguments to the effect that there are merely possible objects
— whenever it is possible that there be an object which is F, then there is an object
which is possibly F. Ascribing potentialities to Williamson’s merely possible objects is
another catch-all solution. Because this kind of solution is general in spirit, I will give
it a closer look on its own in the next section, before examining in some more detail

the most prominent counterexamples in the spirit of the piecemeal strategy.
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5.4 The Catch-All Solution

5.4.1 Ways the World Might Be

Suppose that nothing in the world has or ever had a potentiality to be a unicorn, or even
an iterated potentiality for there to be unicorns. Suppose further that we wanted to say
both (i) that it is possible that there existed a unicorn; and (ii) that it is possible that
there existed nothing but unicorns. (Of course, if there were unicorns, there would also
have to be parts of unicorns, etc.; I leave these implicit for the sake of simplicity. You
might also be convinced by Kripke 1981 that it is impossible for there to be unicorns; in
which case, feel free to replace the example with any other that you prefer. The points I
want to make are structural and do not depend on the nature of the illustration.) On my
account, it must then be that (i) something (or some things) has an iterated potentiality
for there to be a unicorn; and (ii) something (or some things) has a potentiality for it to
be the case that everything was a unicorn. What could that be?

There is one very simple answer: the world itself has a potentiality (i) to contain
a unicorn, and (ii) to contain nothing but unicorns. Similarly, suppose L, is the set of
all the actual laws of nature; and suppose further that we want to say that it is possible
for the world to have been governed instead by a completely different set of laws, L,.
Then something must have an iterated potentiality for the world to be governed by the
laws in L, instead of those in L;. What could that be? Again, there is a very simple
anwer: the world itself has a potentiality to be governed by the laws in L, instead of
those in L;.

That simple answer, however, needs to meet two challenges. One is to clarify
what exactly is meant by ‘the world’. Another is to make sure that the potentiality

account does not, by appealing to potentialities of the world, collapse into a particular
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version of (moderate) realism about possible worlds, namely, Stalnaker’s identification
of possible worlds with ‘ways the world might be’.

The proposal at issue is that we ascribe potentialities to the world itself. Some
such potentialities may be potentialities to contain unicorns, or to contain exactly one
unicorn, or to be governed by the laws in L,. Once that much is accepted, why not
ascribe potentialities to the world for properties that are maximal states of the world
as a whole, an entire ‘way the world might be’? And once that is conceded, why
not accept an identification that Robert Stalnaker has suggested, between such ‘ways
the world might be’ and possible worlds? Finally, once I have thus helped myself to
possible worlds, why not do away with all the potentialities of particular objects that
and simply do possible-worlds semantics like everyone else? Let me begin with a look
at Stalnaker’s view.

Stalnaker’s identification of possible worlds with ‘ways the world might be’, or
rather his interpretation of that identification, is a reaction to an argument that David
Lewis gives for modal realism. Here is Lewis, trying to convince us that possible world

are not such strange and unfamiliar entities after all:

It is uncontroversially true that things might have been otherwise than
they are. I believe, and so do you, that things could have been different
in countless ways. But what does this mean? Ordinary language permits
the paraphrase: there are many ways things could have been besides the
way that they actually are. On the face of it, this sentence is an existential
quantification. It says that there exist many entities of a certain description,
to wit ‘ways things could have been’. I believe permissible paraphrases of

what I believe; taking the paraphrase at its face value, I therefore believe
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in the existence of entities which might be called ‘ways things could have

been’. I prefer to call them ‘possible worlds’. (Lewis 1973, 84)

Stalnaker responds:

The argument Lewis gives for ... identifying possible worlds with ways
things might have been, seems even to be incompatible with his explana-
tion [elsewhere] of possible worlds as more things of the same kind as I
and all my surroundings. If possible worlds are ways things might have
been, then the actual world ought to be the way things are rather than I and
my surroundings. The way things are is a property or a state of the world,
not the world itself. The statement that the world is the way it is is true
in a sense, but not when read as an identity statement (compare: ‘the way
the world is is the world’). This is important, since if properties can exist
uninstantiated, then the way the world is could exist even if a world that
is that way did not. One could accept [the] thesis ... that there really are
many ways things could have been ... while denying that there exists any-
thing else that is like the actual world. (Stalnaker 2003, 28, first published

as Stalnaker 1976)

Stalnaker’s suggestion that possible worlds, rather than being concrete things like
this world, should be identified with uninstantiated properties of this world, is clearly
and explicitly non-reductionist. After all, those uninstantiated properties of the world
that should be counted as possible worlds are those ways that the world might or could
have been. Stalnaker is not interested in a reduction of modality: ‘modal notions are
basic notions, like truth and existence, which can be eliminated only at the cost of

distorting them. One clarifies such notions, not by reducing them to something else,
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but by developing one’s theories in terms of them.” (Stalnaker 2003, 7) The concept of
a possible world, for Stalnaker, is a functional one, like the concept of an individual in
formal semantics: a possible world is whatever plays a certain role in rational activities
such as distinguishing how things are from how things might have been. (Cp. Stalnaker
2003, 8, 38)

I agree with a great deal of what Stalnaker says. I can accept the concept of a possi-
ble world as long as it is understood to be a functional one; though I may want to restrict
the role it can play a little more narrowly than Stalnaker. I agree that modal notions are
basic; but I stress that there are more modal notions than possibility, necessity and the
counterfactual, and that developing our theories in terms of modal notions may involve
imposing an explanatory hierarchy on them, and I claim that the fundamental element
in that hierarchy is potentiality. Finally, I agree that uninstantiated properties of the
world are the best candidates to play the functional role of possible worlds, and that
singling out those among the uninstantiated properties of the world that do play this
role involves already applying our modal concepts; however, I think the modal concept
to be applied is that of a potentiality. I would take it to be an advantage if I could pro-
vide something to play the role of possible worlds, and thereby explain the success of
possible-worlds-based semantics (in logic and linguistics). But can I make sense of the
world possessing potentialities of its own, and can I make sense of it without thereby

making the definition I have given in terms of potentialities becoming superfluous?

54.2 ‘The World’

This, then, takes me back to the original challenges. To begin with: what is meant by
‘the world’? This is a question that Stalnaker, if he spelled out his suggestion, would

have to answer as well as I do.
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First, by ‘the world” we might simply mean the totality of what exists, the mere-
ological sum of all the things ‘in’ the world. But that understanding will not deliver
the results that both Stalnaker and I need. For how could the world, understood in this
sense, have contained objects other than the ones it does contain? (It does not mat-
ter whether we understand this ‘can’ as expressing possibility, as I suppose Stalnaker
would, or (joint) potentiality, as I would. No objects have a potentiality to be any ob-
jects other than they are; no mereological sum has a potentiality to be another sum, i.e.
a sum of other objects, than it is.)

Second, we might mean by ‘the world” something that is constituted by the things
that exist but could have been constituted by other things; a ‘whole’ that has all things
that exist as its ‘parts’ but is not just the (mereological!) sum of its parts. The anal-
ogy is with complex objects such as ourselves: I am constituted by my bones, organs,
etc., or further down by the molecules that make up my body, but I might have existed
while being constituted by parts other than these. The analogy is very limited, however.
A complex object such as a human being can exist with parts different from the ones
that it actually has, but there are limits as to what it can have as parts instead — in a
transplantation, my heart may be exchanged by another heart or even (with some tech-
nological advance) by an artificial heart consisting of different material, but it cannot be
exchanged with, say, the Eiffel tower. Certain structural features must be maintained in
exchanging a complex object’s parts. Does this apply analogically to the world itself?
If so, what kind of ‘structure’ should we ascribe to the world such that this structure
would be maintained if the world consisted only of a lonely apple, or of a multitude of
unicorns, or perhaps even (though I for one would be willing to give up on this option)

of immaterial souls?
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Bigelow et al. (1992) have proposed that we treat the world as ‘one of a kind’,
that is, an object which belongs to a natural kind and thereby has certain essential
properties. Their concern is to provide a grounding in natural kinds for laws of nature
that seem to concern the very structure of the world: for instance, the conservation
laws, the principles of relativity, and the symmetry principles (Bigelow et al. 1992,
371). Bigelow, Ellis and Lierse themselves are open to its being possible that instead
of the world that we inhabit, there might have been a world of a different natural kind;
indeed, that is the only way for them to make sense of the possibility that the laws had
been different. However, I am not concerned to ground laws of nature in the essential
nature of the world, but to ground possibilities in its potentialities, and if certain laws
of nature were essential to the world, then the world could have no potentiality to be
without those laws, and there is nothing that might have a potentiality for there to be
another kind of world altogether. Hence, if we understood the structural features of
the world to be those laws that are essential to it (on this view), then potentialities of
the world might take care of the possibilities of alien objects or properties, but not of
radically different laws of nature.

Joseph Almog has suggested a rather different view of the ‘structure of the world’:
it is described by logic (Almog 1989). Structural facts or ‘pre-facts’, on Almog’s view,
are those that are ‘permutation-resistant’: they are facts that would still remain facts if
the objects or properties that constitute them were ‘permuted’ with any others. On this
view, ‘Quine exists’ is not only a truth of logic, but a structural fact about the world
(substitute any other object for Quine, and the fact remains a fact — the example is
Almog’s, and the intended sense of ‘exists’ is a timeless one). Of course, Quine’s exis-
tence is contingent, and in fact Almog explicitly divorces logic from modality (Almog

1989, 203: ‘the falsehood of a proposition in a counterfactual situation is no foothold
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against its truth in virtue of the structural traits of this, very actual, world’). Again, this
view does not appear very promising for my present purposes: after all, I moved to the
second sense of ‘the world’ precisely to find a sense in which the world might have
existed without containing, or consisting of, the very objects that it does.

The second sense of ‘the world’, then, if it is to be appealed to in defending the
potentiality-based account, would have to be spelled out in some new way different
from either Bigelow et al.’s or Almog’s, or else its use as a catch-all solution may be
rather limited.

Third, we might think of ‘the world’ not as the whole made up of all existing things
as its parts, but rather as the space in which those things exist; not the totality of things
in the world, but that in which those things all are. Things would be ‘in’ the world, on
that third understanding, not in the way in which (to borrow an example from Stalnaker
for a different purpose) raisins are in a pudding, but rather in the way in which water is
in a glass, or better still, things are in space. What kind of thing is ‘the world’ in this
perhaps unfamiliar sense? If you are a substantivalist about spacetime, you might think
of spacetime as the world. If you can make sense of the idea of a structure of the world,
it might be the structure in distinction from that which is structured by it (the form
in distinction from the matter that has it) — but that understanding, of course, would
run into the same difficulties as the attempt to treat the world as a structured entity
(form and matter). Neither Bigelow et al. nor Almog provide a candidate for being
the ‘structure of the world’ that would suffice for the catch-all solution to work. That,
of course, in no way proves that no such candidate can be found. However exactly
it is spelled out, the world in this sense would be a different thing from the things it

contains; though it is a ‘thing’ only by stretching that term a little. The term must, of
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course, be thus stretched in order for it to be plausible that we ascribe potentialities to
‘the world’.

I have not defended any of these meanings we can give to ‘the world’. I admit that
I know of no defense for the claim that there is any such thing as ‘the world’ in the
second or third sense, and of no extant conception of the world in either of these senses
that would quite suffice for the catch-all solution envisaged. (It is trivial that there is
such a thing as the world in the first sense if unrestricted mereological composition is
true; and it is likely that there is not if unrestricted mereological composition is not
true. But that first sense is of no use for my present purposes.)

I began with a comparison between my catch-all solution and Stalnaker’s view
of possible worlds. It is worth noting that Stalnaker’s suggestion is in the exact same
situation as my proposed catch-all solution: for him too the interpretation of ‘the world’
as the mereological sum of all there is will not do. There is no sense in which that sum
or totality could have instantiated the property of being made up of entirely different
objects; that is not a way that this totality might have been. If the challenge can be met
of spelling out in a satisfying manner what Stalnaker must mean by ‘the world’, then

that same challenge is met for the sake of a potentiality-based view’s catch-all solution.

5.4.3 Potentialities of the World and Possible Worlds

I can now return to the second challenge: why does a potentiality account which allows
for there to be potentialities of the world not collapse into a possible-worlds based
account of modality?

In this section, I will argue that even given a commitment to potentialities of the
world and the possibility of identifying those potentialities with possible worlds, my

theory is nonetheless better off speaking of the potentialities of individual objects,



CHAPTER 5. POSSIBILITY 187

rather than just defining possibility through the potentialities of the world (and thereby
very nearly collapsing into Stalnaker’s suggested theory). The argument differs slightly
depending on which sense of ‘the world’ is adopted.

First, the world-as-a-whole (the second of my three senses distinguished above).
If we follow the analogy with a complex object, the potentialities of the whole — the
world — are constituted at least in part by the potentialities of its parts — the things in
the world. True, the whole might have had (has a potentiality to have) different parts;
nonetheless, the parts that it does have contribute to its potentialities. Thus it is true that
the world-as-a-whole has a potentiality to be such that I am sitting. However, the world
has that potentiality in virtue of my having the potentiality to be sitting, not vice versa.
The world as a whole also has a potentiality to be in various total states, some of which
include my sitting while others do not. Let S' be such a total state which includes my
sitting. (S is a ‘possible world’, if you like.) How is it that the world has a potentiality
to be in S ? That potentiality is constituted in part by the potentialities of the things in
the world, such as my potentiality to be sitting, just as my potentiality to be sitting is
in turn constituted in part by the potentialities of my legs and back, or my bones and
muscles, or my molecules, etc.

Of course, not all the potentialities of the world will be like this. If the world has a
potentiality to contain nothing but unicorns, this will not be grounded in any particular
thing’s potentiality (other than the world itself). Note here one disanalogy with the
case of a complex object. I (a complex object) can have an (extrinsic) potentiality to
have some particular other object(s) as my part(s). I have a potentiality to eat and
digest this apple, making its molecules become part of me. That potentiality, like any
potentiality concerning another object, is extrinsic and grounded in a joint potentiality

that I possess together with the molecules of the apple. The world-as-a-whole does not
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have extrinsic potentialities to contain any particular objects other than the ones it does
contain, for there are no other objects for it to have a joint potentiality with. It can
only have potentialities to contain other objects of a certain kind, just as I can have a
potentiality to contain other objects of a certain kind even if nothing of that kind exists,
e.g. an artificial heart.

Second: the world-as-container. You, I and the apple in front of me are not parts of
the world in this sense; we are merely in it. The world has the property of containing
me, but that property is not, as it was for the previous sense, an intrinsic property (just
as my property of having this particular heart is intrinsic). It is an extrinsic property
grounded in a relation between two distinct objects: the world on the one hand, and me
on the other. The ‘total states of the world’ or ways things (as a whole) could have been
are, in this sense, to be construed slightly differently: there is the way things could have
been — a total state of things in the world, call it §, and there is the state of the world
which is, strictly speaking, not S but the property of containing (all and only) things in
S.

The world, in this sense as well as the previous sense, has a potentiality to be such
that I am sitting, and a potentiality for S to be the total state of the things in it, where
S is a particular state that includes my sitting. Now, if the world-as-container has a
potentiality (as it should) to contain me sitting, then that potentiality is an extrinsic
one: it involves an object disjoint from the world itself, me. It is a potentiality that is
grounded in a joint potentiality which I have with the world: to stand in the contains-
sitting relation. On its own, the world-as-container could have no such potentiality;
its intrinsic potentialities can now not only involve no particular non-existent object
(that we have seen to be the case with the world-as-a-whole too), but also no particular

object existing in it. It can have an intrinsic potentiality to contain unicorns, or to
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contain unicorns and nothing else, or to contain someone who is sitting and is F (where
F is a complete list of my non-haecceitistic properties); but it can have no intrinsic
potentiality to contain me.

Whichever of the two suggested senses of ‘the world” we adopt, then, talk of in-
dividual objects’ potentialities will not be idle. In both cases, the potentialities of the
individual objects in the world will provide the metaphysical grounds for an important
class of the potentialities of the world: those potentialities that concern any particular
object at all. Unlike Stalnaker, I am looking for a substantial metaphysical account
of where in the world modality is to be found. On the present version of the view
I am proposing, modality is to be found in the potentialities of the world itself, and
to the extent that we accept Stalnaker’s identification of possible worlds, it is to be
found in possible worlds. But that is not, metaphysically, the most enlightening thing
to be said about it. For the source of much of the modality to be found in potential-
ities of the world is the potentialities of the particular objects in the world. That is
why a potentiality-based account of modality, even if it accepts potentialities of the
world (-as-a-whole, or -as-container), should nonetheless appeal to the potentialities of

particular objects in the world wherever that is an option.

5.4.4 An Alternative: Mere Possibilia

I have discussed in some detail one catch-all solution: the ascription of potentialities to
the world. There is an alternative catch-all solution. It is to allow that there are ‘mere
possibilia’: objects that exist but do not have any properties other than logical or modal
ones. The view to which I am referring is, of course, Timothy Williamson’s necessitism
(which I have already discussed briefly in chapters 4.4 and 4.7). Williamson has argued

that everything necessarily exists (see Williamson 1998, Williamson 1999, Williamson
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2002, Williamson forthcoming). On this view, it is not true that you and I (contingent
beings that we are) could have failed to exist. Rather, we could have failed to be
concrete. Further, if we could have been non-concrete, merely possible objects, then
nothing prevents there from being actually non-concrete, merely possible objects: I
do not have a younger sister, but I might have had one; according to Williamson, this
is to say that there is something which is possibly my younger sister but fails to be
concrete. Nothing is my younger sister; but something is, or more plausible many
things are, my possible younger sisters. Whenever it is possible that something had
been F, there is something which is possibly F, in accordance with the Barcan formula

(OAxFx — AxOF x):

On the envisaged view, two very different states are possible for one
object. It is capable of being an embodied person, knowing, feeling and
acting in space and time. It is also capable of being a merely possible per-
son, disembodied, spatiotemporally unlocated, knowing nothing, feeling
nothing and doing nothing. Is so radical a difference in properties consis-
tent with the identity of the object? But the two sets of properties are not
wholly disparate. The person actualizes the potential to have properties
characteristic of a person. The merely possible person has the unactual-
ized potential to have such properties. What they share is the potential.

Why should that not suffice? (Williamson 2002, 21)

Note Williamson’s use of the term ‘potential’. If there are such objects as his mere
possibilia, then those objects may have potentialities as well as the concrete objects
that we are more usually confronted with. We could then say that where it appeared
that no thing (save, perhaps, the world) had a potentiality to be some way (e.g., such

that everything was a unicorn), what is in fact true is that no concrete thing had a
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potentiality to be that way. But if there is more than the concrete things (plus the
more familiar abstract objects), then there are more things that have potentialities. If
it is possible that something is a unicorn and no concrete object has a potentiality to
be a unicorn, then some non-concrete object has a potentiality to be a unicorn (and
thereby concrete); if it is possible that everything is a unicorn and no concrete object
has a potentiality to be a unicorn, then there there are some non-concrete objects with
the potentiality to be a unicorn, and everything (concrete and non-concrete objects
together) jointly has a potentiality for those to be the only concrete objects while all
actualizing their potentiality to be unicorns.

But would not appeal to such mere possibilia introduce a further modal primitive,
and thereby be a grave threat to the ambition of my project: to establish potentiality as
the one fundamental source of modality in the world? It would not. Mere possibilia are
not, despite their name, in any way ‘modal’ objects. They are called merely possible
objects or mere possibilia because they possess all non-trivial, non-modal properties
merely possibly: they are not persons, not thinking, not concrete; they are merely pos-
sible persons, possibly thinking, and possibly concrete. But those possibilities, on my
account, are just unexercised potentialities. No modal primitive is needed in addition
to potentiality. By widening the realm of what there is, and ascribing potentialities
to everything in that widened domain, we can widen the space of potentiality-based
possibility without introducing a new modal primitive.

However, there is one related problem with appeal to mere possibilia, though it is
a problem of a purely dialectical nature. The main challenge to the potentiality view
of possibility is to produce ‘enough’ potentialities to account for all the possibilities
that we intuitively think there are. In responding to that challenge, the potentiality

theorist will do better if she can point to potentialities that we have independent reason
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to ascribe to objects — independent, that is, of the possibility intuition in question. Itis a
difficult question whether and to what extent we can separate our intuitions concerning
some (familiar) objects’ potentialities from general possibility claims. But using mere
possibilia as a catch-all solution leaves no room at all for such separation. Here is an
example.

Take the challenge of showing that the laws of nature could have been different
(given the potentiality view). Appeal to mere possibilia has one easy solution for this
challenge: there are some mere possibilia, that is, actually non-concrete objects, which
have potentialities to exist under laws of nature different from the actual laws. Why
should we believe in the (non-concrete) existence of such objects? Williamson can
say: if it is possible that there are things governed by different laws, then there are
things (namely, mere possibilia) that are possibly governed by different laws, or that
have a potentiality to be governed by different laws. If it were not possible that there
were things governed by different laws, then there would not be any such objects (not
even mere possibilia). There is no way of arguing for or against the existence of mere
possibilia with a potentiality to exist under different laws of nature, except by direct
appeal to the intuition that the laws could have been different, hence that there could
have been things existing under different laws.

As a strategy in defending the potentiality-based account of possibility, then, appeal
to mere possibilia runs the risk of having it too easy and thereby seeming ad hoc:
the mere possibilia we stipulate to exist will be exactly those that the theory needs,
and there is no independent touchstone for the plausibility of that stipulation. Let me
emphasise again that this is not a refutation of the view, merely a dialectical burden:
mere possibilia may seem to make life too easy for the potentiality theorist. Appeal to

the world, in any of the senses that I have discussed, is not making life equally easy: we
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have some grasp on what we mean by ‘the world’ (though that grasp leads to a variety
of different meanings), and that grasp is not already (or at least, not only) guided by
anything we know or believe about possibility. For this very reason, it may turn out
that there is no suitable sense of ‘the world” which does the job we need it to do for
a catch-all solution. Appeal to the world is riskier than appeal to mere possibilia; but
that, I have suggested, may make it theoretically more virtuous.

Having examined in some detail the third of my three available strategies from
section 5.3, I will now go on to look at some of the apparently problematic cases in
detail, to see how they might be treated by the other two strategies, the piecemeal

strategy and the strategy of biting the bullet.

5.5 Aliens

5.5.1 Alien Objects

The world contains a limited number of objects, instantiating a limited number of prop-
erties. Which objects there are, and which properties they have, seems to be mostly a
contingent matter. There could have been an entirely different set of objects; and there
could have been an entirely different set of properties instantiated. (Or rather, almost
entirely different: there may be necessary existents, e.g. the number two, and neces-
sarily instantiated properties, such as the property of being self-identical.) Or so the
intuition goes. What can the potentiality account say to accommodate (or defuse) these
intuitions?

Let me begin with the idea that there could have been different objects. This has
two sides: there could have been some objects that don’t actually exist, and some of

the objects which do actually exist might not have existed. Taking both sides together
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and to the extreme, it might have been that none of the actual existents existed (leaving
aside necessary existents, if such there are) and that an entirely different set of objects
existed instead.

There could have been objects that don’t actually exist: for the potentiality account,
this is clearly true on one reading — the de dicto reading — and clearly false on another
— the de re reading. (The latter is probably more difficult to hear, and would be better
expressed by ‘some things that don’t actually exist could have existed.”) It is not true
that for some object which does not actually exist, that object might have existed; there
are no objects that don’t exist in actuality. Nor is this a peculiarity of the potentiality-
based account: it follows from any actualist account of modality. (This includes the
Williamsonian theory of mere possibilia: they, too, exist in actuality. The de re reading
may then be true if slightly reinterpreted: there are object that are not actually concrete
but could have been.) However, it is clearly true that there might been objects other than
the ones that there actually are: my parents had the potentiality to have another child,
the machines in a car factory have the potentiality to make another car (in addition
to the ones they do make), an apple seed has a potentiality to become an apple tree
(which is plausibly another object) which bears apples of such-and-such description
that never exist if the seed is thrown away with the apple. So we have the possibility of
alien objects by the actual objects’ potentiality to produce them. We have, furthermore,
the possibility of a great many more alien objects because objects in the world jointly
have a potentialiy to constitute them: the handle of one knife and the blade of another
have a joint potentiality to make up one knife even if they are never put together;
the molecules in my body have joint potentialities to make up a great many things
of various descriptions that are very different from me, and most of which will never

come to exist; the atoms in the world have joint potentialities to make up different



CHAPTER 5. POSSIBILITY 195

molecules, which would then have potentialities to constitute different objects; etc.
Going all the way down to the fundamental particles, whatever those are (and if there
are any — if Schaffer 2003 is right, we can just keep going down), it will be possible
that there are such-and-such objects just in case those particles (or, if Schaffer is right,
something somewhere down the infinite hierarchy of levels), or some of them, have a
joint potentiality to constitute an object of such-and-such a nature.

That certainly yields a wide range of possible alien objects. It is nonetheless a
limited range. It may be said that, intuitively, there could have been objects other than
the ones that could have been made up of our particles; there could have been different
kinds of particles, or things not made up of any particles at all — immaterial souls
and their like. In response, the potentiality theorist can employ any one of the three
strategies I have outlined above. She can bite the bullet and say that this restriction may
indeed come as a surprise, but so do most interesting discoveries; the limit that it sets
to the possibility of other things existing is narrower than we might have thought, but it
is certainly not arbitrary. She can use the catch-all solution of appealing to the world in
one of the senses outlined in the previous section: the world-as-a-whole may be thought
to have potentialities to be made up of radically different things, perhaps, though this
may be one of the cases where the analogy with the complex objects familiar to us
breaks down. The world-as-container may be thought to have a potentiality to ‘contain’
radically different objects; here at least the analogy is not in our way. But, thirdly,
she may try to use the piecemeal strategy and find some way of accounting for the
possibilities at issue in some things other than ‘the world’. There are (at least) two
ways of doing this.

First: suppose that there are universals, and suppose that some of them exist de-

spite never being instantiated. Suppose further that universals, and perhaps abstract
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objects in general, have potentialities. (I will say more about this supposition below, in
section 5.7.) Then we can ascribe to those universals the potentiality to be instantiated
(if universals possess any potentialities, then it seems reasonable they all possess this
one), thus yielding the possibility for there to be the alien objects that instantiate the
universal. Similarly, we can ascribe to those potentialities that are actually instantiated
a potentiality to be uninstantiated, thus yielding the possibility that there existed no
such objects as those that actually exist.

A second alternative might be more interesting. We can ascribe to the objects that
actually exist the potentiality to exist while something instantiates an alien property;
in which case we would have extended the realm of possible alien objects to those
that some of the actual objects could co-exist with. Suppose, for instance, that there
were two kinds of fundamental particles, the Qs and the O,s. The Q;s have certain
potentialities to interact with O»s. More precisely: Take any two particulars, a and b,
where a is Q) and b is 0. a has the potentiality to interact with b in certain ways;
this is an extrinsic potentiality of a which depends on the existence of b. a also has the
potentiality to interact with any Q, in a certain way; this is an intrinsic potentiality of
a which does not depend on the existence of any particular Q,. In fact, it seems to be a
potentiality which a might possess (though not exercise) in the absence of anything that
is actually Q. And if this is so, then it seems only reasonable that a should also have
potentialities to interact with things of a certain uninstantiated kind, Qs, even though
there really are no Qss. If a has a potentiality to interact with Q3s, then @ must a fortiori
have the potentiality to be such that there are Qss for it to interact with.?> In fact, a’s

potentialities extend even further: a may have a potentiality to interact with, and hence

3In case that suspicions are raised that T am here tacitly appealing to the weaker conception of potentiality,
let me spell out this iterated potentiality according to the schema in chapter 4.5: a, which is a Qy, has a
potentiality to be such that some things of which it is one — namely, a and something which is Q3 — have a
(joint) potentiality to be such that something which is one of them — namely, the hypothetical Q3 particle —
is such that there are Q3s (namely, itself).
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to be such that there are, entities of a kind Q3, where Q3s are in turn such as to have a
potentiality to interact with, and hence to be such that there are, entities of a kind Qu,
which may in turn ... a, which is of the kind Q,, co-existing only with entities of kind
0,, may have iterated potentialities for there to be entities of any kind Q, that can be
reached via a chain of potential interactions.

We now also have the material to answer the second aspect of the question here
discussed: could it not have been that none of the actual objects existed, and an entirely
distinct set of things had existed instead? The manifestation of an object’s (more than
once) iterated potentiality, unlike the manifestation of an object’s (only once-iterated)
potentiality, may involve the object’s nonexistence. (Or so I argued in chapter 4.5.)
Thus our particle of type O, a, may have a potentiality to be such that there are objects
of (the actually uninstantiated) kind Q3, which may in turn have a potentiality to be
such that there are objects of (the actually uninstantiated) kind Q4 while there are no
objects of kind Q,. Hence the Q;s themselves, or rather, any one of them such as a,
can have a more-than-once iterated potentiality for there not to be any Q;s. (If, as I
have assumed implicitly, being Q; is an essential kind property, then that potentiality
amounts to a potentiality for there not to be any of the actual Q;s.)

Whether any of this is actually the case is, from the philosophers’ part, mere specu-
lation. It is a feature of the potentiality-based account that truths about what is possible
and what is not are hostage to the way things actually are, about which we can find out
(at best) by empirical inquiry. To a certain degree, that situation is accepted by every
(orthodox) metaphysician post-Kripke. The potentiality-based view merely intensifies
that dependence of the possible on the actual — but it does so by making the actual

deeply modal.
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5.5.2 Alien Properties

What I have been discussing in the previous section might as well have been labelled
‘alien properties’: after all, it was the possibility of actually uninstantiated kind proper-
ties being instantiated that was really at issue. When we move from kinds to properties,
the arguments can be run in exact parallel. But they face a challenge that I have not yet
discussed.

The first of my proposals — accepting that universals exist, and that they have po-
tentialities — rested on the idea that the existence of a property is independent of its
being instantiated. The second proposal — ascribing potentialities for alien kinds of
objects to the real objects, in virtue of their potentialities to interact with those objects
if they existed — did not explicitly make any such commitment. But the worry may be
raised that it secretly relies on it too. I have argued earlier that an object cannot have
a potentiality to stand in any relation to anything that does not exist: if the door did
not exist, the key would not have a potentiality to open this particular door, and if there
are no objects instantiating O3, then a has no potentiality to interact with any particular
Q3. Now the same line of thought may be applied to the properties that figure in a
potentiality’s manifestation: if there was no such property as being Qs, then a could
not have a potentiality to interact with, and hence to be such that there is, some Q3. In
some sense, the alien properties and kinds must actually exist if anything is to have a
potentiality for them to be instantiated.

This line of reasoning can then combine with a Principle of Instantiation, as pro-
posed by David Armstrong, to argue that both of the strategies that I have just reca-
pitulated will fail. The Principle of Instantiation ‘demand[s] that every universal be
instantiated ... for each property universal [it must] be the case that it is a property

of some particular[, and flor each relation universal [it must] be the case that there
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are particulars between which the relation holds’ (Armstrong 1989, 75). According
to the Principle of Instantiation, there are no uninstantiated properties. If there are no
uninstantiated properties, then of course no property could have a never-manifested po-
tentiality to be instantiated; and it becomes at least difficult to see how objects should
have potentialities for some alien property to be instantiated by themselves or anything
else.

All that this shows is that the principle of instantiation is not a particularly attrac-
tive one for the proponent of the potentiality view. That, however, should not be too
surprising. When it comes to properties, the potentiality view has much more to think
about than actual instantiation; there is more than one intimate relation in which an
object may stand to a property. One is instantiation; another is potential instantiation,
and potential for another thing’s potential instantiation, etc. If a property’s existence
is a matter of its standing in the right kind of relations to particulars (if, that is, the
particular objects determine which properties there are), then we should at least allow
for a principle of potential instantiation: there is a property of being F just in case
something, at some time, instantiates, or has a potentiality to instantiate, or has an iter-
ated potentiality for something else to instantiate that property. This principle sits very
comfortably with the second of my suggested ways to accommodate alien objects: 1
suggested that there are possibly objects with a given uninstantiated property, Q3, just
in case something has an iterated potentiality for there to be objects with that property;
now I have suggested in addition that there is an uninstantiated property, say Qs, just
in case something has an iterated potentiality for there to be objects with that property.
It follows that a property exists just in case it is possibly instantiated.

Instead of adopting any such principle, the potentiality theorist might adopt a prim-

itivist version of Platonism and say that properties simply exist, and it is an open ques-
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tion which of these properties anything has a potentiality to have. This view sits nicely
with the first of my suggested solutions in section 5.5.1, the idea that the possibility of
there being things instantiating properties that are actually uninstantiated is grounded
in the potentialities of certain abstract objects, the unmanifested properties. Again, it
would follow that a property exists just in case it is possibly instantiated, but its possible
instantiation would not be what makes it the case that the property exists.

Again, I do not want to endorse any particular view on alien properties. I have
aimed to show merely that there is a variety of attractive options for the potentiality

theorist to choose from.

5.6 Physical or Metaphysical Possibility?

The arguments of the preceding section will help in addressing a further worry: does the
potentiality-based account collapse metaphysical possibility into physical (or nomolog-
ical, or causal) possibility?

The worry goes as follows. Surely nothing has a potentiality to do what is contrary
to the laws of nature. I, for one, have no potentiality to travel faster than light; the
laws of nature constrain my potentialities. But at the same time we want to say that
the laws of nature are contingent: there might have been different laws from the ones
that actually hold. So there are possibilities, namely the possibility of the laws being
different, for which no object has a corresponding potentiality.

As before, the potentiality theorist may bite the bullet and say: yes, it may have
seemed that the laws of nature were contingent; well, we were wrong and it turns out

they are necessary. Here she would not have to stand alone. Bird (2007), Ellis (2001),
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Shoemaker (1980) and Swoyer (1982) have argued that the laws of nature are necessary

in the strictest, metaphysical sense. Witness Shoemaker (1998, 74):

As is suggested by the way “necessity” is used in ordinary speech,
and is defined in dictionaries, causal [i.e., nomological] necessity is, pre-
theoretically, the very paradigm of necessity. The main theoretical obsta-
cle to according it that status has been the deeply rooted conviction that
necessary truths should be knowable a priori. Once that obstacle has been
removed, anyone who holds that causal necessity is not really necessity,
or has only a second-class kind of necessity, owes us a reason for thinking

this.

And again, the potentiality theorist might also go for the catch-all solution and say:
nothing in the world may have a potentiality for the laws to be different, but the world
itself does. Note that this will not be compatible with Bigelow et al. (1992)’s view of
the world as ‘one of a kind’, one of the options I outlined above in section 5.4.

However, as with the worries that I have discussed so far, I would like to explore
the piecemeal strategy and see what the potentiality theorist might say to accommodate
the apparently conflicting intuition.

What is said depends crucially on the view of laws that is adopted. Accordingly,
an important point to note is that the potentiality view does not come with any par-
ticular view of lawhood. It shares, to some degree, the anti-Humean outlook of the
scientific essentialist views endorsed, in various versions, by Bird, Ellis, Swoyer and
Shoemaker, but it is by no means committed to that view. We can distinguish four
aspects in dispositional or scientific essentialism. One is essentialism about things or
substances: the idea, for instance, that an electron essentially has charge e. Another is

essentialism about properties: the idea that some properties, e.g. charge, are not mere
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quiddities but have an essence. (Not all scientific essentialists endorse both forms of
essentialism: Bird 2007, for instance, commits himself only to the second.) And a third
is the idea that those essences are their causal or dispositional profiles. Fourth, dispo-
sitions (and hence properties that are essentially dispositions) are conceived by most
of these authors as akin to counterfactuals, dispositions to ... if ..., e.g., the disposition
to repel another object if it is in the proximity. It is this counterfactual-like nature of
dispositions that makes for ‘necessary connections’ in nature, on this view. The view
of potentialities I am proposing has no such necessary connections built into it: po-
tentialities are akin, I have argued, to possibility, not to the counterfactual conditional.
Nor is the view I am proposing committed to both of the two essentialisms. First, do
objects or substances have essences? Perhaps. I can understand an object’s essence as
the limitations of its potentialities. Are an object’s potentialities limited by the laws of
nature? That is exactly what is at issue. Nothing I have said so far should prejudge the
issue. Second, do properties have essences, and in particular, do they have essentially
dispositional essences? Yes: a potentiality is the property it is by being the potentiality
for a particular manifestation. But a dispositional essence, on my view, does not auto-
matically give us any necessary connections, and need not (though it might) give rise
to a law of nature.

So much for the not-so-necessary connection between my proposed view of modal-
ity and dispositional essentialism. I believe that my proposed view could be combined
even with a metaphysically very ‘thin’ understanding of the laws, such as the Lewisian
best-system account. My view does not, of course, share Lewis’s Humean motivation
for that account, and the combination of a potentiality view of possibility with the best
system account of laws may not be a very natural one. But it may hold some attraction

for those who favour a picture of the world as ‘open’ and full of inherent possibilities
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(unlike the ‘dead world of mechanism’, to cite Ellis 2002, 60) while rejecting the idea
of a ‘governing’ instance imposing necessities on the world, even necessities inherent,
say, in the nature of properties. The anti-realist attitude towards laws that comes with
the best system account may suit such a picture as much as it suits the Humean su-
pervenience theorist. (I am not endorsing this picture, and I am not going to spell it
out in any more detail. My concern is merely to point out the great variety of options
available to the potentiality theory.)

On the Lewisian analysis, the laws are those regularities that are theorems of the
‘best system’; the best system is that one (if there is one) among the deductive systems
that truly describe our world which strikes the best balance between simplicity and
strength (Lewis 1973, Lewis 1994, 478). Lewis (1983) requires in addition that all
the predicates of that system refer to perfectly natural properties only. Probabilistic
laws are included, without the (un-Humean) assumption of real objective chances in
the world; rather, chances are assigned so as to yield, again, the best combination of
strength, fit and simplicity — fit being maximized by chances that best conform to the
actual frequencies, while strength and simplicity are a matter of covering as many as
possible of those frequencies with as uniform an assignment of chances as possible.
(See Lewis 1994.)

The best system according to these standards systematizes the way things actually
behave; it might be entirely silent on their potentialities. Alternatively, it might include
potentialities in much the same way in which, according to Lewis, it includes objective
chance: potentialities may be assigned to any object in such a way and with such
degrees as to best capture the actual behaviour of that object in terms of fit (with the
object’s actual behaviour), strength and simplicity (e.g., stipulating no ad hoc variation

in potentialities or their degrees, and ascribing similar potentialities to things that are
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otherwise similar). Both of these options leave room for things to have potentialities
that are not only not captured by the laws but that would, if manifested, go against
them. Of course, both of these options are motivated by the Humean prejudice that
potentialities aren’t among the perfectly natural properties. If you are at all sympathetic
to what has been put forward in this thesis so far, you will see little reason for retaining
that prejudice.

Suppose, then, that some of the potentialities that things have are among the per-
fectly natural properties. (Perhaps all the perfectly natural properties are potentialities,
a suggestion considered in chapter 3.3.5.) The best deductive system will ascribe po-
tentialities to objects in such a way as to achieve the best balance of fit, strength, and
simplicity. Could that balance tolerate the following situation: it is a law (a theorem
of the best system) that all Fs are G; yet some thing, a, has a potentiality to be an F
without being a G? I say it can.

Consider first that some potentialities that are perfectly natural properties may not
be instantiated. They may, of course, be potentially instantiated — something may have
a potentiality to instantiate them, or an iterated potentiality for something else to instan-
tiate them. But those potentialities need not themselves be perfectly natural properties:
if the potentiality to be F is a perfectly natural property, it does not follow that the po-
tentiality to have the potentiality to be F, or the iterated potentiality for something to
have the potentiality to be F, is a natural property too. (Recall my hypothetical funda-
mental properties Q; and Q3 in chapter 5.5.2: even if Q3 is a perfectly natural property,
a’s iterated potentiality for there to be something which has Q3 need not be perfectly
natural.) But if a property is never instantiated, then the laws, on the best-system ac-
count, may be silent about it. Hence perhaps there are potentialities which are perfectly

natural properties yet do not occur in the laws at all. Nonetheless, it is possible that
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those potentialities should be instantiated by something; and if they were instantiated,
they would very likely have to occur in the then-best system, which would therefore be
different from our actual best system.

Further, the best system will contain only predicates expressing perfectly natural
properties, but there is no requirement that the best system say all there is to say about
the perfectly natural properties. Suppose the best system says that all Fs are Gs (being
F and being G may themselves be potentialities, but that does not matter for the present
purpose). The best system does not thereby deny that anything has a potentiality to
be F without being G; it might even contain a clause saying that some things have the
potentiality to be F without being G. As long as that potentiality is never manifested by
anything, it remains a law, that is, a theorem of the best system, that all Fs are G. Now,
why should such a potentiality never be manifested? Consider my earlier examples for
joint potentialities (4.3): a fragile glass may possess the potentiality to break to a very
high degree yet be packed in styrofoam with potentialities that ‘cut across’ the glass’s;
their joint potentiality for the glass to break is of a rather low degree. If all glasses in
the world were always packed in styrofoam, they would rarely, and perhaps never, get
to exercise their potentiality to break. The best system, which describes the distribution
of properties actually possessed by objects, might then still contain an axiom to the ef-
fect that all glasses are unbroken. Of course, glasses and their potentialities to break
are unlikely to figure in any best system describing our world. But I see no reason why
the same should not happen at the level of perfectly natural properties too: some things
may have a (perfectly natural) potentiality to be F without being G but those potential-
ities may be constantly masked by some equivalent of the glass’s styrofoam so as to
never manifest. What actually happens is a function not of any one thing’s potential-

ities alone, but of the joint potentialities of all things together. Many potentialities of
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particular things may well be ‘lost’ in that their contribution to the overall joint poten-
tialities, and hence to what actually happens, is negligible. The best system, however,
is a systematization of what actually happens (including, perhaps, the possession of
perfectly natural potentialities); it may ascribe unmanifested potentialities but still not
make room for their manifestation.

So much for potentialities and the best system account. A more natural connection,
to be sure, would be with with one of my view’s anti-Humean allies, an essentialist
account of the laws as proposed, for instance, by Ellis (2001) and Bird (2007). I agree
with the essentialists that some properties are essentially ‘dispositional’, or essentially
potentialities. According to the scientific essentialists, it is these properties that provide
the metaphysical basis for the laws of nature. Exactly how this is spelled out on my
view of potentialities depends on how we capture the complex functions that would
have to form those essentially dispositional properties’ manifestation, a problem noted
but not solved in ch. 2.5.

On that view, it will indeed be necessary that those properties which figure in the
laws figure in them in exactly the way they do. But it will not be necessary that the
properties which are actually instantiated are the only properties instantiated. I have
earlier discussed the possibility of alien properties. Alien properties, if they have dis-
positional essences, would give rise to alien laws. Or more precisely, properties that
are not actually ever instantiated, if they have dispositional essences, give rise to laws
that do not actually govern anything that actually happens. Whether those ‘alien’ laws
hold in some vacuous fashion or not at all is not the material point. The point is that,
even if the laws are necessary in that nothing could ever go against them, what actually
happens in the world might have been governed by a partly or entirely different set of

laws involving some or only different properties. Bird (2007, 48f.) discusses this view
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under the label ‘weak necessitarianism’. It is a view that nominally counts as necessi-
tarianism: the laws of nature are necessary in that nothing could go against them. They
do not necessarily hold non-vacuously: they might have had nothing to govern.

Weak necessitarianism is a view that should be palatable to many critics of neces-
sitarianism: it allows for the possibility of the world being governed by very different
sets of laws. Those different laws could not, of course, have contradicted the ones
that actually govern the way things happen; they could not require different patterns
of interaction between the properties that are actually instantiated (though they might
require different patterns of interaction between those properties and other properties
that are not actually instantiated). But they could have involved properties that are just
like ours, except for being involved in laws of nature that contradict those in which our
(actually instantiated) properties figure. Weak necessitarianism thus accounts for the
anti-necessitarian intuitions: the world could have been as the anti-necessitarian claims
it could in all the phenomenal detail that you may imagine; the only caution we need to
take is not to identify the properties that would then have been instantiated with those
that actually are.

There are, of course, other accounts of the laws besides those that I have described.
Lange (2009) has developed an ingenious variety of the anti-Humean view according
to which laws are grounded in primitive ‘subjunctive facts’ (facts of the form: if p
had been the case, then ¢ would have been the case). I cannot address his view here,
as doing so would require an account of how potentiality relates to counterfactual or
subjunctive facts, an account which I do not yet have.

Another account of the laws, one that is usually thought to be intermediate between
Lewis’s Humean account and the necessitarian ones along the lines of the scientific

essentialists, is David Armstrong’s (and similar accounts proposed by Dretske 1977
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and Tooley 1977). According to Armstrong (1983), its being a law that all Fs are Gs is
a matter of a certain relation, nomic necessitation, holding (contingently) between the
universals F-ness and G-ness. Considering that Armstrong’s theory is already commit-
ted to the existence of universals and their having non-trivial higher-order properties
and standing in non-trivial higher-order relations, it is but a small step for the poten-
tiality theorist to ascribe to those universals potentialities to have those properties and
stand in those relations. By assumption, the nomic necessitation relation is contingent;
for the potentiality theorist, that is to say that the universals that stand in it to each other
have the potentiality not to stand in it, and various potentialities to stand in it to other
universals instead, hence to be such that the laws are different.

Without endorsing any particular view about the laws of nature, we can see that the
potentiality theorist has a variety of options, if she does not want to identify metaphys-

ical possibility with physical possibility.

5.7 Necessary Truths and Abstract Objects

It is necessary that 2+2=4; therefore it is possible that 2+2=4. This inference should be
validated by the potentiality-based account of possibility (and necessity). It certainly
does not follow as easily as it does on a possible-worlds based account: if nothing has
an iterated potentiality for not-p, it does not obviously follow that something has an
iterated potentiality for p. But that is only the first part of the problem. The second
part is this. The potentiality account is committed to finding, for every proposition that
is possible true, some object or objects with an iterated potentiality for that proposition
to be true. But which object or objects possess a potentiality for it to be the case

that 2+2=4? The obvious candidates are the numbers 2 and 4; but are there any such
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objects, and even if there are, can we really plausibly think of them as possessing
potentialities?

It may be thought that it is my restriction to potentiality in the strong sense that
makes these questions difficult to answer. I have argued that for any property F (in-
cluding all ‘such-that’ properties), if a given object a is F, then a has a potentiality in
the weak sense to be F. Now, of course every object is such that 24+2=4, so every object
should have a potentiality to be such that 2+2=4. However, I have also argued that
weak potentialities with manifestations that do not ‘concern’ the potentiality’s posses-
sor are grounded in joint strong potentialities, possessed together with those objects
that the manifestation does concern. Thus I possess a weak potentiality to be such that
you are in Oxford, but I possess that weak potentiality only because you and I jointly
possess a potentiality (in the strong sense) to be such that you are in Oxford. Applying
this to my potentiality to be such that 2+2=4, the question is: which are the objects
with which I jointly possess this potentiality? In accordance with my schema, it should
be the numbers 2 and 4. I have earlier appealed, albeit tentatively, to potentialities of
abstract objects, but I have always offered an alternative. When it comes to necessary
truths such as the truth that 2+2=4, it is difficult to see what the alternative should be.
This brings us back to the very same two problems: first, if there are no abstract objects,
then obviously there are no such objects as the numbers 2 and 4 to bear the relevant
potentialities here. But then what does? And second, if there are abstract objects, can
we really think of them as possessing potentialities?

Let me begin with an easier task: showing that necessity implies possibility when
concrete objects are concerned. Suppose it is necessarily the case that p; in terms of
potentialities, this means that nothing has an iterated potentiality to be such that not-p.

By contraposition on the entailment of potentiality by actuality (if x is F, then x has a
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potentiality to be F), it follows that nothing is such that not-p; which entails that p is
true. If p is true, then everything is such that p. On the weak conception of potentiality,
it would follow immediately that everything has a potentiality to be such that p. On the
stronger conception, this does not follow. But as long as p is ‘about’ some object(s)
that is (or are) in general suited to have potentialities (such as a concrete object), it
follows that that object has (or those objects have) a potentiality to be such that p.
Likewise where p is a quantified statement, say ‘something is F* or ‘everything is F’,
any concrete object which is F will have a potentiality (on the strong conception) to be
such that p. (If p is of the form ‘nothing is F’, since that is equivalent to ‘everything
is not-F’, any concrete object that is not-F will have a potentiality to be such that p.)
Hence in those cases where p is of such a form that it predicates something of, or
quantifies over, concrete objects, there will be something or some things that has or
have a potentiality to be such that p; hence it is possible that p.

The entailment of possibility by necessity, then, goes through on the potentiality-
based account, so long as the proposition that is necessarily true concerns objects which
are suited to have potentialities in the first place, such as concrete objects. But what of
those necessary truths that concern abstract objects? What about possibiliites concern-
ing abstract objects in general?

As in the previous section, the answer to this question depends on which other
metaphysical views we take. The crucial question, of course, is: are there abstract
objects?

Suppose we said yes: there are abstract objects. (I have taken this stance so far: I
have assumed that properties are universals, that universals exist. But I hope that there

is a nominalistic translation of what I said. I do not ultimately want the account of pos-
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sibility to depend on my assumption.) Do those objects then have potentialities? I do
not have a knock-down argument for this, but I can offer the following considerations.

We have already seen the notion of potentiality stretched far beyond the initial
examples, dispositions and abilities. We have seen that for an object to be some way
or other is sufficient for that object to possess (simultaneously) the potentiality to be
that way. When, outside the philosophy room, we ascribe potentialities to objects,
we usually ascribe those whose manifestation would constitute a change in the object.
There is a good reason for that: if exercising the potentiality would not constitute a
change in the object, we can say something stronger and more relevant by ascribing to
it, not the potentiality, but the manifestation property itself. That is no reason to deny
to objects the potentialities that are being manifested, even if they are being manifested
throughout an object’s existence. We have also seen that, with concrete objects at least,
the properties that an object has necessarily, it also has potentially: if I am necessarily
human, then I am human and so I have a potentiality to be human.

In denying potentialities to abstract objects, our motivation would most likely be ei-
ther that they do not change, or that they do not have any (intrinsic) contingent features.
Given what I just said, these two observations point to a rather different conclusion: not
that we should not ascribe potentialities to abstract objects, but rather that we have an
explanation for why we do not usually ascribe potentialities to them: we have stronger
and more interesting things to say about them.

I conclude that if there are abstract objects, the potentiality-based account of pos-
sibility will fare best by ascribing to them potentialities, and that our initial resistance
to such ascriptions should not mislead us into thinking that they express falsehoods.
There is a good explanation for that resistance: propositions ascribing potentialities to

abstract objects are not false, but whenever we are in a position to ascribe them, we are
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also in a position to make a more informative statement, and we have a well-known
resistance to making the less informative statement.

Suppose, on the other hand, that we said no: there are no abstract objects. What
appears to be talk about abstract objects is really a shorthand way of talking about per-
fectly unsuspicious concrete objects; what appear to be facts about an abstract object
such as the number 2 are really facts about concrete, perfectly unobjectionable, objects.
They might be particular facts about particular concrete objects that play the role which
we thought to be played by abstracta (thus concrete inscriptions or classes of perfectly
resembling concrete objects may play the role of universals; and according to Field
1980, regions of space can occupy the number role at least for the limited purpose of
Newtonian physics). Or else they might be general facts, perhaps involving universal
quantification (as some structuralists think), but quantifying only over the domain of
unobjectionably concrete objects. Whichever option is taken, it makes my task even
easier: if what appeared to be facts about abstract objects are really facts about con-
crete objects, then possibly true propositions that are apparently about abstract objects
should be replaced with possibly true propositions that really concern concrete objects.
The potentialities that account for the possibility of those propositions will then be
located in some or all of those concrete objects; there is no special problem of the

possibility of propositions about abstracta, since there are (on that view) no abstracta.

5.8 Conclusion

Developing a theory of possibility that is based on potentiality is, I have argued, a
fruitful research programme. I have not shown more than this: that it is a promising

programme. But I hope to have provided grounds for optimism, and the first steps
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towards executing the programme. I have shown that it it has the potential to deal
with the obvious problem cases — alien objects and properties, different laws of nature,
necessary truths — and indeed it has various options available in dealing with them and
proving its claim to extensional adequacy.

Of course, I have not nearly spelled out the theory in as much detail as it eventually
should have, but I hope to have made a plausible claim that it is at least a serious
competitor. There are various gaps in my treatment which I can here only note. Perhaps
the most blatant one is that I have said nothing about counterfactuals of either the
‘would’ or the ‘might’ variety. Whether the potentiality account can deal with these,
and in what way, I leave as a question for another day. A second conspicuous gap is that
I have not provided explicit semantics for complex modal expressions.* I have been
concerned primarily with straightforward metaphysics. Eventually, of course, such a
semantic account should be forthcoming.

In the next chapter, I will add a more formal treatment of what is a precondition for
extensional adequacy and a necessary condition for the potentiality-based account to
hold any promise at all: its structural or formal adequacy. I will give a formalization of
potentiality based on what I have said about it in chapter 4, and derive possibility from
it based on the informal definition in section 5.1. I will then show that possibility, so
defined, has the right kind of logical structure: the structure, that is, of the possibility
operator in normal modal logic with axiom T.

I conclude, therefore, that the metaphysics of potentiality that has been motivated
and formulated in chapters 2 to 4 provides us with a promising and intuitively com-
pelling account of possibility as being located firmly in the actual worlds and the things

that populate it.

“In particular, I have not said anything about the ‘actually’ operator which is sometimes thought to spell
trouble for modalists (see Melia 1992). However, Fara and Williamson (2005) argue that in fact it is not
modalism but counterpart theory which cannot deal with the ‘actually’ operator.



Chapter 6

Logic

In this final chapter, I am going to develop a logic of potentiality and show how to
derive from it the logic of possibility. The potentiality operator is construed following
the model of Wiggins (1976)’s de re necessity operator ‘Nec’. The derived logic of
possibility will be standard: that is, it will be a normal modal logic, and it will validate
the inference from actuality to possibility.

A modal logic’s normality can be guaranteed by various minimal combinations
of axioms and rules of inference (Chellas 1980, p.114-118, provides a list of such
combinations). One, though not the standard, option is this: The possibility operator <&

must

1. be closed under logical equivalence: if k ¢ = i, then O¢ = Oy;
2. be closed under, and distribute over, disjunction: £ (G(¢p V ¢) = (O V Oy);

3. and in addition validate the theorem £ =< L.

214
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(Cf. Chellas 1980, 118, Theorem 4.5(5).) In addition to yielding a normal modal
logic, any logic of < that purports to formalize metaphysical possibility must validate

the T theorem:
Fp— O

I will prove that this is the case, and that therefore my potentiality-based logic
of possibility is at least the system T as known from standard modal logic. The
potentiality-based account thereby shows that it can meet the minimal requirement of
formal adequacy.

I am not yet sure whether, or which of, the stronger systems of modal logic will
be validated by possibility defined in terms of potentiality. I will provide a conditional
proof of the axiom typical of S4, but say nothing about S5. For the time being, I am

content to point out that the minimal requirement is met.

6.1 Syntax

6.1.1 Vocabulary

The following are primitive descriptive expressions of the language L:
e a denumerable set of sentence letters po, p1, p2, ...
e adenumerable set of singular n-place predicates for all n > 1, Fy, Fy, Fy, ...
e a denumerable set of plural n-place predicates for all n > 1, Gy, G1, G2, ...

e adenumerable set of mixed (singular and plural) n-place predicates for alln > 1,

Ho,Hy, Hy, ...

e a denumerable set of individual constants ag, aj, daz, ...
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e a denumerable set of plural constants by, by, by, ...

In addition, there is

e a denumerable set of individual variables yo, y1, ys...

e a denumerable set of plural variables zy, 21, 22, ...

and the following syncategorematic expressions:

L4 3’ v, ™ V’ /\7 -, 5, /l’ POT

as well as the parentheses ‘(" and ‘).
A singular term is either an individual constant or an individual variable; a plural
term is either a plural constant or a plural variable; a term is either a singular term or a

plural term.

6.1.2 Formation Rules

There are two kinds of complex expressions of L, sentences and one-place predicates,

defined by the following rules:

e Every sentence letter is a sentence.

e If @ is an n-place predicate with m places for singular terms and (n — m) places
for plural terms (where n > m), t;...t,, are singular terms and t,,;...t, are plural
terms, ®¢...1, is a sentence.

(The clause applies in an obvious way to mixed predicates; ‘pure’ singular and
plural predicates are included as special cases: where @ is a singular predicate,
we have n = m; where @ is a plural predicate, we have m = 0. I adopt the

convention that the singular and plural terms are ordered so that the predicate is
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followed first by all the singular terms (if any), which are then followed by all

the plural terms (if any).)
e If ¢ is a sentence, then so is —¢.
e If ¢ and y are sentences, then so are (¢ V ), (¢ A ), (¢ — ) and (¢ = V).
o If ¢ is a sentence and x a variable, then dx¢ and Vv¢ is a sentence.

o If ¢ is a sentence and x a variable, then Ax.¢ is a one-place predicate.
(If x is an individual variable, Ax.¢ is a singular predicate; if x is a plural variable,

Ax.¢ is a plural predicate.)

e If @ is a one-place predicate, then so is POT[®].
(If @ is a singular predicate, then so is POT[®]; if ® is a plural predicate, then

so is POT[®].)

Outer brackets may be dropped. Free and bound variables, open and closed sen-

tences are defined in the usual way.

6.2 Semantics

6.2.1 Models and Assignments
A model is a pair < D, v >, where
e D is a (non-empty) set of individuals,
e vis a valuation that assigns values to primitive descriptive expressions as follows:

— to each individual constant an element of D
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— to each plural constant a subset of D'
— to each predicate a property or relation of the appropriate type,

— to each sentence letter a proposition.

All well-formed expressions receive values in a model relative to an assignment of
values to the variables. An assignment s is a function that assigns to each individual
variable an element of D, and to each plural variable a subset of D. Closed sentences
and predicates are assigned the same values relative to all assignment functions.

If s is an assignment and x a variable, s[d/x] is the assignment that differs from s

at most in assigning d to x.

6.2.2 Semantic Rules

The semantic rules extend the valuation function to give values, relative to an assign-
ment, to complex expressions.

Tuset, 1,1, as a metavariables for terms (singular and plural, names and variables),
X as a metavariable for variables (individual or plural), ®, ¥ as metavariables for pred-
icates (singular, plural or mixed), and ¢, ¥ etc. as metavariables for sentences (open or
closed).

Let v* be the function that assigns values to expressions in accordance with v, rel-
ative to the assignment function s. Then if ¢ is a primitive descriptive expression,
v¥(@) = v(¢); if x is a variable, v*(x) = s(x).

Let I1(¢, x, v, s) be the propositional function that takes every object d to the propo-
sition v*[9/¥(¢), where ¢ is a formula, x a variable, v a valuation function and s an
assignment. (If x is a singular variable, the function will take elements of D to propo-

sitions; if x is a plural variable, the function will take subsets of D to propositions.)

IT assign sets to plural constants (and variables), purely for reasons of convenience. Different treatments
of the logic of plurals should be compatible with everything I say in this chapter, but I have not checked this.
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Here are the semantic rules:

Sentences

Predicates

o If ¢ is of the form ®t,...t,, @ is a mixed predicate, t;...1,, (0 < m < n)
are the singular terms of ¢ and #,,,...t, are its plural terms, P = v*(®) and
di =V(t1),...d, = v¥(t,), then v*(¢) = the proposition that d, ...d,, and the
members of d,,,1, ..., the members of d, instantiate P.

(Again, the clause applies in an obvious way to mixed predicates, but sin-

gular and plural predicates are included as special cases.)
If ¢ is of the form —, then v*(¢) = the negation of v*(¥).

If ¢ is of the form (1 V2), (Y1 Ah2), (Y1 — ¥2), or (Y1 = ¢2), v*(#) = the
disjunction of v*(¢) and v*(i2); the conjunction of v*(¢1) and v*(i,); the
material implication from v*(i) to v¥(¢,); or the biconditional of v(i)

and v*(y), respectively.

If ¢ is of the form dxy and f = I1(y, x, v, s), then (i) if x is an individual
variable, v*(¢) = the (infinite) disjunction of f(d) over all d € D; or (ii) if x

is a plural variable, v*(¢) = the (infinite) disjunction of f(d) over alld C D.

If ¢ is of the form Vxy and f = II(y¥, x, v, 5), then (i) if x is an individual
variable, v*(¢) = the (infinite) conjunction of f(d) over all d € D; or (ii)
if x is a plural variable, v*(¢) = the (infinite) conjunction of f(d) over all

dCD.

o If @ is of the form Ax.¢ and f = II(¢, x,v, s), then (i) if x is an
individual variable, v*(®) = the property of being a d such that f(d) is a
true proposition; (ii) if x is a plural variable, v*(®) = the property of being
objects xx, where each of the xx is a member of D, such that f({d : d is one

of the xx}) is a true proposition.
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o If @ is of the form POT[¥] and P = v*(¥), then v*(®) = the property of

having a potentiality to instantiate P.

I do not assume any particular theory of properties or propositions, but I do assume

the following:

A1l An n-place property and an ordered n-tuple of objects (or ordered n-tuple of sets
of objects) together uniquely determine a proposition (that is, propositions are

Russellian, not Fregean).

A2 All propositions are either true or not true. The negation of a proposition p is true
iff p is not true, the disjunction of propositions p and q is true iff at least one of

p and ¢ is true, etc.

A3 For any objects xx and proposition p, xx instantiate the property of being such that

p is true just in case p is true.

Lemma 1 For every model M = < D,v >: where ¢ = Jxy and (i) x is an individual
variable, v*(¢) is true just in case for some d € D, v/*I(¢) is true; or, if (ii) x is
a plural variable, v*(i) is true just in case for some d C D, v*[9/¥(y) is true.
Proof. (i) Let x be an individual variable. If ¢ = Axy and f = TI(y, x, v, 5),
then v¥(¢) = the infinite disjunction of f(d) over all d € D. A disjunction, finite
or infinite, is true just in case at least one of its disjuncts is. So for at least one
d € D, f(d) must be a true proposition. f(d) = vI“/*I(y); so, for at least one
d € D, v*19¥(y) is a true proposition. (ii) Let x be a plural variable. If ¢ = Jxyr
and f = II(y, x, v, 5), then v*(¢) = the infinite disjunction of f(d) over all d C D.
A disjunction, finite or infinite, is true just in case at least one of its disjuncts is.
So for at least one d C D, f(d) must be a true proposition. f(d) = v ) so,

for at least one d C D, v*14/¥(y)) is a true proposition.
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Note: As illustrated by the proof of Lemma 1, the proofs for singular and plural
terms run in exact parallelism. In the following, I will ignore plural terms in my proofs.
All of them are easily adapted to cover plural terms and predicates as well, by simply
replacing the relevant expressions in accordance with the following schema: for d €
D, write d C D; for ‘d instantiates property P’, write ‘the members of d instantiate

property P’, etc.

6.3 The System P

6.3.1 Rules and Theorems

The system P is the set of its theorems. A sentence ¢ of the language L is a theorem of
P just in case for all models M = < D, v > and assignments s, v*(¢) is a true proposition.
I write Ep ¢, abbreviated to F ¢, for ‘¢ is a theorem of P’.

I accept classical logic:

Theorems If ¢ is a truth-functional tautology, then E ¢.

(This is guaranteed by the assumptions I made about propositions.)

Modus Ponens If - ¢ and F ¢ — i, then F .
Proof. Suppose £ ¢ and £ ¢ — . This means that for all models M = <
D,v > and assignments s, v¥(¢) is a true proposition and v’(¢ — ) is a true
proposition, i.e. the material implication from v*(¢) to v*(¢) is a true proposition.
By A2, that material implication is a true proposition just in case, if v*(¢) is a true
proposition, then so is V(). Since v*(¢) is, by assumption, a true proposition,
v¥(¥) must be true too. Since M and s were arbitrary, the same goes for every
model and assignment:  must be assigned a true proposition in every model,

relative to every assignment. Hence F .
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This proof of Modus Ponens should give a feel for how my non-standard semantics
validates classical truth-functional logic.

Given any theorem of the form £ ¢ — ¥, Modus Ponens may be used to formulate
a derived rule of the form: If £ ¢, then £ . For convenience, here is a list of such rules,

as well as one theorem, of classical logic that will be appealed to in proofs below:

) Ifep=y,ep=¢;andE Y =y, then F ¢ = Y.

(Closure of = under logical equivalence)

D) IfE ¢ = ¢, then £ Ax¢p = Axy.

(Closure of 3 under logical equivalence)

(I £ Ix(p vV ¥) = Axd V Ixyp)

(Closure under, and distribution over, disjunction of )

(AV) If e ¢p =, thenk ¢ —

V) Ife¢p >y andE Y — y,thenk ¢ — y.

(Transitivity of —)

(VI) If E ~¢ and E =, then F ¢ = ¢

(Logical equivalence of all contradictions)

In addition, there are theorems and rules validated by the semantics of POT and A.

The following are schemas for theorems of P. First, a rule and a theorem for A:

Closurel IfE ¢ = ¢, then F (Ax.¢p(f) = Axy(?))

(TA) = ¢ = Ax.¢(¢), where x is not free in ¢.

And secondly, a rule and three theorems containing POT:

Closurepor If £ ®f = Wt, then FPOT[®](¢) = POT[¥](¢)
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(POTV) E POT[Ax.(¢ V ¥)](F) = (POT[Ax.¢](¢) V POT[Ax.](1))
(Tror) F @t — POT[®](¢)

(POTC) £ - POT[Ax.L](f)

(L is an abbreviation for an arbitrary contradiction.)

6.3.2 Proofs

I will begin with the proofs for (Closured) and (TA). They will be very explicit in their
appeal to the semantics set out above. After that, my proofs will take a slightly more
condensed form. In particular, I will omit reference to the semantic clauses and to
assumptions Al to A3.

Axioms containing POT will be proved by relating the semantics for expressions

of L to the metaphysics of potentiality developed in chapter 4.

Proof of Closuret

Suppose £ ¢ = ¢, i.e. for all models M = < D,v > and all assignments s, v¥(¢ = ¢),
the biconditional of v*(¢) and v*(y), is a true proposition. By A2, then, for all models
M = < §,v > and assignments s, v*(¢) is true iff v¥(¢) is true, i.e. v*(¢) and v*(y) are
either both true or both false. In particular, for all d € D, v*19/¥(¢) is true iff v*[4/¥(y)
is true, i.e. v*[9/1(¢) and v*1“/*I(i) are either both true or both false.

Take an arbitrary model M = < D,v > and an arbitrary assignment s. Let f =
(¢, x, v, 5), the function that takes every d € D to the proposition ysld/ "](q&), and let
f = Y, x,v, s), the function that takes every d € D to the proposition vs[d/x](n//).
Since for every d € D, v*1/*I(¢) is true iff v*[9/¥1(y)) is true, it follows that for all d, f(d)

is a true proposition just in case f’(d) is a true proposition.
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Now, v*(Ax.¢) = the property of being a d € D such that f(d) is true. By A3, every
d € D instantiates that property just in case f(d) is true. By exactly parallel reasoning,
every d € D instantiates the property v*(Adx.y) just in case f’(d) is true. So, for every
d € D: d has v’(Ax.¢) if and only if f(d) is true; f(d) is true if and only if f’(d) is
true; f’(d) is true if and only if d has v*(Ax.i/); hence d has v*(1x.¢) if and only if d has
Vi(AxY).

Furthermore, for every term ¢, v*(Ax.¢(¢)) is true just in case v*(¢) instantiates v*(Ax.¢),
and v*(Ax.¥ (1)) is true just in case v*(¢) instantiates v¥(Ax.yy). Take a term ¢ and object
d € D such that d = v*(¢). Then v*(dx.¢(?)) is true just in case d instantiates v*(Ax.¢); d
instantiates Ax.¢ if and only if d instantiates v*(Ax.¢); and d instantiates v*(Ax.¢) just in
case V' (Ax.y (1)) is true; hence v*(Ax.¢(?)) is true if and only if v*(Ax.4(?)) is true. Hence
the biconditional of v*(Ax.¢(¢)) and v’ (Ax.y(¢)) is true; hence vV (Ax.¢(t) = Ax.y(1)) is
true.

Since M and s were arbitrary, the same holds for all models and assignments:

E Ax.@¢(1) = Axy(1).

Proof of (T1)

Take a model M = < D,v >, an assignment s, and a variable x such that x is not free in
¢, and let f = T1(¢, x, v, 5). That is, for any d € D, f(d) = v*[“/*(¢). Since x is not free
in ¢, v19/¥1(¢) = v¥(¢), and hence f(d) = v*(¢), for every d € D.

Now, v¥(Ax.¢(?)) is true just in case the object v*(#) instantiates the property v*(Ax.¢).
V¥(Ax.¢) = the property of being a d € D such that f(d) is true. By A3, anyd € D
instantiates that property if and only if f(d) is true; since f(d) = v*(¢), it follows
that every d € D instantiates v*(Ax.¢) if and only if v¥(¢) is true; in particular, v*(¢)

instantiates v*(Ax.¢) if and only if v¥(¢) is true. Hence v*(Ax.¢(#)) is true just in case
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v¥(¢) is true. So the biconditional of v*(¢) and v¥(Ax.4(¢)) is true; hence v¥(¢p = Ax.¢(¢))

is true. Since M, s were arbitrary, the same holds for all models and assignments:

F ¢ = Ax.¢(2).

Proof of Closurepor

Suppose £ @t = ¥t. Take an arbitrary model M = < D,v > and assignment s and let
Py =v(D), P, = v¥(¥) and d = v*(r). Then as a matter of logic (the logic of system
P), d instantiates P; if and only if d instantiates P,; d’s instantiating P, is logically
equivalent to d’s instantiating P,.

Now suppose that v'(POT[®](¢)) is true. Then d has the potentiality to instan-
tiate P;. Since d’s instantiating P; is logically equivalent to d’s instantiating P,
it follows by principle (C2) in chapter 4.7.1 that d has the potentiality to instanti-
ate P, and hence that v*(POT[W](?)) is true. So if v*(POT[®](¢)) is true, then so
is v'(POT[Y](?)). By exactly parallel reasoning, if v*(POT[W](¢)) is true, then so is
v (POT[®](#)). Hence v*(POT[®](¢)) is true if and only if v*(POT[W](?)) is true; so
v (POT[®](r) = POT[Y](?)) is true. Since M, s were arbitrary, the same holds for all

models and assignments:  POT[®](¢) = POT[Y]().

Proof of (POTV)

Take a model M = < D,v > and an assignment s. Let f(d) = [I(¢, x,v,s), f'(d) =
[, x,v, s), and f’(d) = I((¢ V ¥), x, v, s). For any d € D, f”(d) is a disjunction with
exactly two disjuncts: f(d) and f’(d).

Given principle (D) in chapter 4.7.2, an object d € D has a potentiality to be such
that f”'(d), the disjunction of f(d) and f’(d), is true just in case d has a potentiality to

be such that f(d) is true or d has a potentiality to be such that f’(d) is true. Take d € D
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such that d = v*(¢f). Then we can again reason by a chain of equivalences:

VI(POT[Ax.(¢ V ¥)](¥) is true
iff
d has a potentiality to be such that f”/(d) is true
iff
d has a potentiality to be such that f(d) is true or d has a potentiality to be such that
f'(d) is true
iff
V¥ (POT[Ax.¢](?)) is true or v (POT[Ax.](?)) is true
iff

VS (POT[Ax.8](1))V POT[Ax.](¢)) is true.

So: v (POT[Ax.(¢V)](1)) is true iff v (POT[Ax.¢](1))V POT[Ax.4/](£)) is true; hence
V(POT[Ax.(¢ V ¥)](?) = (POT[Ax.4](r) V POT[Ax.4/](1))) is true. Since M, s were arbi-

trary, (POTV) is a theorem.

Proof of (Tpor)

Take a model M = < D,v > and an assignment s. Let d = v*(¢f) and P = v*(®), and
suppose that v*(®¢) is true. Then d instantiates P. By (T) in chapter 4.9, if d instantiates
P, it follows that d has a potentiality to instantiate P, and hence that v*(POT[®](?)) is
true. So if v*(®¢) is true, then so is v'(POT[®D](¢)); v!(Ddr -POT[®](¢)) is true. Since

M, s were arbitrary, (Tpor) is a theorem.
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Proof of (POTC)

For (POTC), I cannot appeal directly to chapter 4, but I can appeal to the connection
between potentiality and the modal verb ‘can’ and the idea that nothing can be such
that a contradiction is true.

Take a model M = < D,v > and an assignment s. Let f = II(L, x,v, s). Since
a sentence that is a contradiction remains a contradiction under any assignment, f(d)
will be a contradiction for all d € D. Let d = v*(¢). d cannot be such that f(d) is true,
for f(d) is a contradiction. Hence it is not true that d has a potentiality to be such that
f(d)istrue. So v*(=POT[Ax.L](¢) is true. Since M and s were arbitrary, the same holds

for all models and assignments; (POTC) is a theorem.

6.4 The Operator ¢

I now introduce an operator <, which can serve as a first approximation to possibility.

It is defined as an existential generalization on POT:
Defd) O¢ =4 Ix POT[Ax.¢](x), x the first variable not free in ¢.

Intuitively, ¢ says that something has a potentiality to be such that ¢.

6.4.1 Theorems and a Rule
Closured IfE ¢ =y, then E O¢ = O
(OV) EQ(@V Y) = (0hV oY)

(TO) Fp— 0o

(©C) E=OL
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The following corollary captures an intuitive connection between potentiality and
possibility: if an object has (or some objects have) a potentiality to @, then it is possible

that that object @’s (or that those objects ®):

Corollary 1 k POT[®](r) — O(®r)

6.4.2 Proofs

Proof of Closure®

Suppose E ¢ = i, and let x be the first variable not free in ¢ or . By (T4), we have in

addition

E¢ = Ax.d(x)
and

Ey = Ax(x)

By classical logic (I),

E Ax.¢(x) = Ax.p(x).

And then by Closurepor, it follows that

£ POT[Ax.¢](x) = POT[Ax.](x)

By classical logic (II), it follows that

£ dx POT[Ax.¢](x) = dx POT[Ax.¥](x),

so by (Def¢)

EO¢ = Oy
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Proof of (OV)
Given (POTV), we already have
E POT[Ax.(¢ V ¥)](x) = (POT[Ax.¢](x)V POT[Ax.h](x))

for any x, including x the first variable not free in ¢ or . By classical logic (I), it

follows that

£ Jx POT[Ax.(¢ V ¥)](x) = Jx (POT[Ax.¢](x)V POT[Ax.4/](x))

The right-hand side of this equivalence being logically equivalent, by classical logic
(IID), to dx POT[Ax.¢](x) V dx POT[Ax.y¢](x), it follows again by classical logic (I),

that

£ Jx POT[Ax.(¢ V ¥)](x) = (x POT[Ax.¢](x) V Ix POT[Ax.4/](x))

Then by (Defo),

EO@VY) = (0hV oY)

Proof of (T<¢)

Take a model M = < D,v > and an assignment s, and suppose that v*(¢) is a true
proposition. Let x be the first variable not free in ¢. Then by (TA), we know that
Vi@ — Ax.¢(x)) is also true; that is, if v*(¢) is true, then so is v¥(Ax.¢(x)). Given
the initial assumption, then, v*(Ax.¢(x)) must be true. By (Tpor), we know further that
VE(Ax.¢(x) — POT[Ax.¢](x) is true; that is, if v*(Ax.¢(x)) is true, then so is v (POT[Ax.¢]
(x)). Hence from the initial assumption that v*(¢) is true, it follows that so is v*(POT
[Ax.¢](x)).

Now let d = v’(x). Then v (POT[Ax.4](x)) = v*(POT[Ax.4](x)), hence v/
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(POT[Ax.¢](x)) is true. By lemma 1, then, v*(AxPOT[Ax.¢](x)) is true; hence (by defi-
nition) v*($e) s true.

So: if v*(¢) is true, then so is v¥(O¢); hence V(¢ — O9) is true.

Since M and s were arbitrary, the same holds for all models relative to all assignments:

E¢ — O

Proof of (¢C)

Suppose (for reductio) that for some model M = < D,v > and some assignment
s, v¥(©L1) was true. By definition, that is to say that v*(dx POT[Ax.L](x)) is true,
for x the first variable not free in L. By lemma 1, there must be a d € D such
that v J(POT[Ax.L](x)) is a true proposition. But by (POTC), we also know that
V14X (—POT[Ax. L](x) is true, and consequently that V14 (POT[Ax.L](x) is not true.
Hence the initial assumption must be rejected: v*($ L) cannot be true, and its negation,
v¥(=<$ 1), must be true.

Since M and s were arbitrary, the same holds for all models and assignments: F =< L.

Proof of Corollary 1
By (TA4), we have
E @t = Ax.(D1)(2),
And from that by Closurepor it follows that
£ POT[®](¢) = POT[Ax.D1](¢)
By classical logic (IV), we also have the weaker theorem

£ POT[®]() — POT[Ax.®r](7).
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Now, take amodel M = < D, v > and an assignment s, and suppose that v*(POT[®](¢))
is a true proposition. Since POT[®](7) — POT[Ax.D¢](¢) is a theorem, v*(POT[D](r) —
POT[Ax.®r](¢)) must be true. So if v*(POT[®](¢)) is true, then so is v*(POT[Ax.Dr](1)).
We have assumed that the antecedent holds; so it follows that v*(POT[Ax.®r](?)) is true.
Now take d € D such that v(¢) = d. Then v*(POT[Ax.®1](¢)) = v*I4/*(POT[Ax.D1](x)).
Since, given our initial assumption, v*(POT[Ax.Dt](?)) is true, it follows that s/l
(POT[Ax.®1](x)) is true. And then by lemma 1, v*(3x POT[Ax.®t](x)) is true; hence,
by definition, v*(O®1) is true.

So: if v(POT[®](?)) is true, then so is v(ODr); v (POT[D](f) — ODr) is true. And
since M and s were arbitrary, the same holds for all models and assignments: = POT[®](#)

— O0r.

6.5 Possibility: the Operator ¢*

6.5.1 Introduction: Possibility and Iterated Potentiality

The operator ¢ is not an adequate expression of metaphysical possibility: it is an ex-
istential generalization on non-iterated potentiality, while metaphysical possibility is
to be understood as an existential generalization on iferated potentiality (or so I have
argued). One way of formally rendering that understanding would be by defining an
operator for iterated potentiality and then defining the new possibility operator in terms
of it. While this will not ultimately be my strategy, it will be instructive to see how it
would be done.

An iterated potentiality, I have said, is a potentiality whose manifestation consists
in something (perhaps the iterated potentiality’s possessor, but perhaps not) having a

potentiality (whose manifestation may in turn consist in something having a potential-
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ity, etc.) to be such that p (chapter 4.5). We can count the number of iterations on a
potentiality: a potentiality to be F is once iterated, a potentiality for something to have
a potentiality to be such that p is twice iterated, etc. Here is a suggestion for formally

capturing the notion of an n-times iterated potentiality:

Syntax of POT": if ¢ is a sentence and x a variable not free in ¢, then for any natural

number n > 1, POT"[Ax.¢] is a predicate.

Definition of POT": 1. POT'[1x.$](r) =, POT[Ax.¢](1)

2. POT™ ' [Ax.¢](r) =45 POT[Ax.Ax(POT"[Ax.¢](x)](£))

We can then define a generalized operator for potentiality that is iterated any num-

ber of times, say POT*:

Syntax of POT*: if ¢ is a closed sentence and x a variable not free in ¢, then POT*[1x.¢]

is a predicate.

Semantics of POT*: If v is a valuation, s an assignment, ¢ a sentence and x a variable
not free in ¢: Let f be the function that takes every natural number n > 1 to the
property v (POT"[Ax.¢]). Then v*(POT*[Ax.¢]) = the property of possessing at

least one of the f(n), for all natural number n > 1.

The idea that possibility is an existential generalization on iterated potentiality

would then be captured by a definition such as the following:
(*) ©¢ =45 Ax POT*[Ax.¢](x), for x the first variable not free in ¢.

Why, then, am I not going to go for this strategy? Because we can make things
easier than this. Consider that, if ¢¢ is to be true according to (*), then at least one
of the following will be true (by the semantic clause for POT* and the definition of

POT"):
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e Ax POT[Ax.4](x)

e dx POT[Ax.dx POT[Ax.¢](x)](x)

e dx POT[Ax.dx POT[Ax.dx POT[Ax.¢](x)](x)](x)

In representing an iterated potentiality, we apply an existential generalization to a
POT sentence in very much the same way as we do in defining the possibility operator;
only in the former case we do so only inside the scope of a A operator which is itself
embedded in the scope of a POT operator. Formally, that difference in treatment seems
spurious.

Let us try an alternative treatment then. We can retain the original definition of the

possibility operator, ©, in terms of non-iterated potentiality:

Defd) O¢ = dx POT[Ax.¢](x), for x the first variable not free in ¢.

Substituting ¢ in accordance with this definition, we could rewrite the above se-

quence of sentences as follows:

e Jx POT[Ax.¢](x)

e Jx POT[Ax.0¢](x)

e Ix POT[Ax.000](x)

That is to say, we can understand an iterated potentiality as a potentiality whose
manifestation is a possibility. Or indeed, we could leave talk of iterated potentialities
completely out of the picture and apply (Def<) more thoroughly, thus transforming our

sequence of sentences into
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o O
e OOP

e OOOP

It seems, then, that we need not define an operator for iterated potentiality to capture
that sequence; all we need to iterate is the possibility operator that has already been
defined.

In omitting the formalization of iterated potentialities, we are not omitting the iter-
ated potentialities themselves: given the metaphysics developed in chapter 4, iterated
potentialities are what makes a sentence of the form ¢¢, OO, etc., true: intuitively,
these sentences say that something has a once, twice, or however many times iterated
potentiality for it to be the case that ¢. In giving up the formalization of iterated po-
tentiality, we merely relinquish the opportunity to ascribe an iterated potentiality to a
particular object (or to particular objects): we are left only with a device for expressing
that something has an iterated potentiality. In the long run, we may wish to ascribe it-
erated potentialities to particular objects, and I have indicated how we should go about
doing so. My present concern, however, is the definition of a possibility operator based
on the logic of potentiality outlined in the previous sections of this chapter. For that
concern it will be perfectly sufficient to iterate < as defined by (Def<). I will now go

on to spell out this idea in detail.

6.5.2 Syntax and Semantics
I begin by introducing an operator ¢", which can be defined inductively as follows:

Defo™) 1. 0% =¢
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2. O"lp = 00"

Intuitively, " is merely an abbreviation for a sequence of exactly n occurrences of

O* is a generalization over ¢". Its syntax is obvious:

e If ¢ is a sentence, then so is O*¢.

Let E(¢, v, s) be the function that takes every natural natural number 7 to the propo-
sition v*(O"¢). Then we can add the following clause to the semantic rules given in

section 6.2.2:

o If ¢ is of the form &*y and f = E(y, v, 5), then v¥(¢) = the disjunction of f(n)

over alln € N.

6.5.3 Theorems and a Rule for ¢*

O*, like ©, is closed under logical equivalence and generates exactly similar theorems.

Here they are:

Closureo* If E ¢ =, then £ O*¢p = O*yY

(OFV) EOH(@ V) = (OFp V &™)

(TOF) ¢ = O%¢

(O*C) ~O*L

A corollary parallel to Corrollary 1 can also be proved:

Corollary 2 k POT[®](1) = O*(Dr)

In addition, there is reason to believe that the semantics of &* validates the theorem

typical of S4:
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(40%) O*O*p — O*¢

(4¢%*) can be proved conditional on one assumption the truth of which I have not

yet been able to establish: the assumption that ¢ distributes over infinite disjunction.

6.5.4 Proofs

My general strategy in proving those theorems containing &* that correspond to theo-
rems containing ¢ will be the following.

In a first part, I show that the theorem in question holds when ¢* is replaced
throughout by ¢”, for every natural number n. This is done by showing (A) that the
theorem containing ¢” is valid for n = 0; and (B) that for every natural number n, if
the theorem is valid for n, it is also valid for n + 1. By mathematical induction, (A)
and (B) together deliver the desired result, that the theorem in question holds for every
value of n. In a second part, then, I use that result to prove the theorem containing &*.

As in section 6.3.2, I will begin with a relatively explicit proof, which should
demonstrate the kind of reasoning involved in proofs of this kind. The rest of the

proofs will be more abbreviated.

Proof of Closureo*

Part 1: (Closured”) If £ ¢ =y, then E O"¢p = O,
(A) ¢ = ¢ is definitionally identical to ¢ = ©%. Since every formula follows

from itself:
If £ ¢ = ¢, then £ 0% = 00y

(B) Suppose that Closure$” already held for a given fixed value of n € N. Suppose
further that £ ¢ = y; it follows that F O"¢ = O™y. By Closure<, it follows that

E OO"¢ = O™y, Then by definition, £ ¢"*1¢ = o™y, So:



CHAPTER 6. LOGIC 237

If £ ¢ =y, then £ O™ = O™y,

By mathematical induction, (A) and (B) together entail that Closure$” holds for

every value of n € N.

Part 2: Closure<*.

Suppose E ¢ = . By Closured”, it follows that £ &"¢ = &y, for every n € N.

Now take a model M = < D,v > and an assignment s. Let f = E(¢4, v, s) and [’ =
2, v, s).

Suppose v(O*¢) is true. Since v (O*¢) = the disjunction of f(n) over all n € N,
at least one disjunct f(k) = v*(O¥¢) of that disjunction must be true. By Closure<”,
V(Okp = OFy) is true. Tt follows that, since v*(OF@) = f(k) is true, v*(OFy) = f/(k)
must be true too. Hence v*(O*y), the disjunction of f’(n) for all n € N has at least one
true disjunct, f’(k), and must therefore itself be true. So: if v*(O*¢) is true, then so is
VI(OFY).

By exactly parallel reasoning, if v*(O*y) is true, then so is v (O*¢).

Taking both directions together, v*(O*i) is true iff vV (O *¢) is true. Hence v¥(O*¢ =
O*yY) is true. Since M and s were arbitrary, the same holds for all models relative to all

assignments: F O¥¢ = OFp.

Proof of (O*V)

Part 1: (O"V) O"(¢p V i) = (O"¢ V O™Y)

(A) 0% vV ¥) =47 (V) =ar (O v &%), Hence
E OV Y) = (0% v Oy)

(B) Suppose we have (¢"V), for a given fixed value of n € N. By Closure<,
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EOQM @V Y) = 0(O"pV OMY)

Further, by (OV):
E OOV O"Y) = (O0"p V OOMY)

Applying classical logic (I) to these two formulas, we get
EOQM(@ Vi) = (OO0 V OOMY)

So by (Defo"),
E MGV ) = (0" v oMy

By mathematical induction, (¢"V) holds for all n € N.

Part 2: Proof of (O*V)

Take a model M = < D,v > and an assignment s, and let f = ZE(¢,v,s), f =
EW,v,9), f" =E(d V), v, ).

Given (O"V), for all n € N, f”(n) is true iff f(n) is true or f’(n) is true.

The truth of v(O* (¢ V ¢) = (O*¢ V OFyY) is proved by proving both directions of
the biconditional.

(1) Suppose v*(O*(¢ V ¥)) is true. Then for at least one n € N, f”(n) must be true.
If f”(n) is true, then f(n) or f’(n) must be true. If f(n) is true, it follows that v*(O*¢)
must be true; if f(n) is true, it follows that v*(O*) must be true. Since at least one of
f(n) and f’(n) must be true, it follows that v*(O*¢ V O*y) is true.

(ii) Suppose v*(O*(¢p V1)) is not true. Then for no n € N, f”(n) is true; accordingly,
for no n € N either f(n) or f'(n) is true. So neither v*(O*¢) nor v¥(O*Y) can be true.
Therefore their disjunction, v*(&*¢ V &%) cannot be true either.

Taking (i) and (ii) together: v*(O*(¢p V ¥)) is true iff vi(OFyY vV OFy) is true, and so

VI(OF(p V i) = (OFyY vV OFY)) is true. Since M, s were arbitrary, (O*V) is a theorem.
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Proof of (TO*)

The proof of (T<O*) is trivial: take a model M= < D,v > and an assignment s, and
let f = E(¢,v,s). If v’(¢) is true, then by definition v‘(<>0¢) is true, hence f(0) is
true, hence the disjunction of f(n) over all n € N is true; hence v*(O*¢) is true. So
vi(¢p — O*¢) is true. M and s were arbitrary, so E ¢ — O*¢.

This triviality should not cause any concern, however; given (T<), (TO*) could be

proved in a non-trivial way. Proving it in this way simply speeds things up.

Proof of (¢*C)

Part 1: (O0"C) =0"L
(A) YL is identical, by definition, to L, and —L is a theorem of classical logic.

Hence

E-00L

(B) Suppose that we have, for a given fixed value of n € N,  =0" L. Given F —L,
it follows by classical logic (VI) that £ L = ¢ L. Hence by Closure®, E &L = OO L,
which is by definition identical to £ &L = O™ L,
So for all models M = < D, v > and assignments s, v*(¢L) is true iff vS(O*! 1) is true.
Given (¢C), v*(¢©L) cannot be true; so v*(¢™+! 1) is not true and v*(=0™ ! 1) is true.
Since M and s were arbitrary, it follows that £ oM

By mathematical induction, (¢" L) holds for every value of n € N.

Part 2: Proof of (O*1)
Take a model M = < D,v > and an assignment s, and let /' = E(L,v,s). Then

v¥(O*1) is the disjunction of f(n) over all n € N. By part 1, for all n € N, v*(=0" L)
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is true, and so f(n) = v°(¢"1) is not true. Accordingly, v¥(O* L), the disjunction of
f(n) over all n € N, is not true; hence, v'(=O* L) is true. Since M, s were arbitrary,

E-O* L.

Proof of Corollary 2

Take an arbitrary model M = < D,v > and an assignment s, and let f = Z(®t,v, ).
Then v*(O*®Dy) is the disjunction of f(n) over all n € N.

Suppose that v*(POT[®](#)) is true. By Corollary 1, it follows that v*(O®f) is true.
Since v*(O®t) = v(O!®r) = f(1), it follows that the disjunction of f(n) over all n € N
has one true disjunct, hence is itself true. So if v(POT[®](?)) is true, then v(O*Dy) is
true; v (POT[®](f) — O*Dr1) is true. Since M, s were arbitrary, £ POT[®]() — &*Or.

Note that the converse of Corollary 2 does not hold. A counterexample is provided

by replacing ® with the predicate Ax.—dy(y = x).

Conditional Proof of (40%)

To prove (40*), we first need to prove two lemmas.

Lemma 2. ¢"*!¢ = 0"0¢
Proof: By definition, ¢"*l¢ = 00"¢ = 000" ¢ = ... etc., until a formula
is reached where the final superscript is 1. That formula will be a sequence of
exactly n + 1 occurrences of ¢, followed by ¢.
Also by definition, ¢"C¢ = OO log = 000" 10¢ = ..., etc., until the su-
perscript 1 is reached. Again, that formula will be a sequence of exactly n + 1

occurrences of ¢, followed by ¢. Hence the two formulas are the same.

Lemma 3. ¢"OM¢p = O™

Proof. By lemma 2, ¢"0"¢ = " 1O0Mp, which by (Def¢*) is identical to
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o"1omt1 ¢, By alternating applications of lemma 2 and (Defé*), the formula
can be repeatedly transformed in this way until &""&" g = GOOM G = GMHg

is reached.

Second, I need to make the following assumption.

Assumption: For any number n, ¢" distributes over infinite disjunctions, i.e. £ O"(¢;V

P V...) = (O"P VO Py V...) holds even when there are infinitely many disjuncts

bi.

Why should we believe this assumption to be true? It is true if ¢ distributes over
infinite disjunctions, which in turn will be true if POT does. So the truth of the assump-
tion depends on the behaviour of potentialities with infinitely disjunctive manifesta-
tions. Intuitively, the assumption that potentiality distributes over infinite disjunction
seems correct: given that we can think of determinables as (entailing, if not identical to)
disjunctions of their determinates, and many determinables have infinitely many deter-
minates, my reasoning in chapter 4.7.2 would suggest that potentiality distributes over
infinite disjunctions. However, I do not wish to fully endorse this principle until the
relation between degrees of potentialities and probability has been more thoroughly
investigated. For we can think of having a potentiality as having it to some degree
greater than zero. If degrees of potentialities behave like probabilities, then they may
be faced with familiar problems: having a non-zero probability does not, or at least not
without problems, distribute over infinite disjunctions. I have suggested that we should
take that observation to tell against a probabilistic model for degrees of potentialities,
rather than against the distribution of potentiality over infinite disjunction (see chapter
4.10). But for the time being, my argument for (4$*) will be hypothetical: if the stated

assumption is true, then (4<$*) is a theorem. Here is the proof.
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Take a model M = < D,v > and an assignment s. For all n € N, let f(n) =
E(¢,v,s) and f'(n) = E(O*P,v,s). Suppose V(O*O*@) is true. v (O*O*@) is the
infinite disjunction of f’(n) over all n € N. Each disjunct of that disjunction, however,
is itself an infinite disjunction: the disjunction of f(n) over all n € N. Schematically,

then, G*O*¢ is a formula of the form

UV Olp V. .) VOl v olp V. )V ool v olpv .V ..

s

where ‘..’ indicates continuation ad infinitum. If my hypothetical assumption is
true, then the n-step possibility operator at the beginning of each disjunct distributes

over the infinite disjunction in its scope. Schematically, that is to say that our infinite

disjunction is equivalent to this infinite disjunction:

(©20% v ololg v )V (010% Vv Ololg v L) V (020% v O20lp VL) VL

And using lemma 3, we can then do away with the duplication of diamonds, and

contract each pair of consecutive diamonds into one with a new superscript:

Q% VOlgV.)V(OIPV OV )V (O2PVOpV )V ...

This infinite disjunction, though infinitely repetitive, is logically equivalent to the
disjunction of f(n) over all n € N, and hence to v*(O*¢). So if the stated assumption
holds, then v¥(O*O*¢p — O*¢) is true. Since M, s were arbitrary, (40*) is a theorem,

conditional on the assumption of distribution over infinite disjunctions.

6.5.5 Possibility and Necessity

I have introduced two distinct possibility operators, <& and ¢*, and shown that both
are rightly associated with possibility, since both satisfy the formal requirements for

an operator to express possibility: closure under logical equivalence, closure under
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and distribution over disjunction, implication by actuality (T), and non-applicability to
contradictions (¢C); ¢* in addition probably yields the characteristic S4 theorem. I
have suggested that &* expresses metaphysical possibility. My task, it would seem,
is finished. But there are two further interesting lines that are worth pursuing for a
moment. One, of course, is necessity. Not that I needed to prove anything about it: the
normality of my modal logic has been established through the theorems and rules for ¢
and O*, so we can be assured that introducing their corresponding necessity operators
in the usual way will preserve that normality. Nonetheless, it may be interesting to have
a closer look. The second line is the relation between the starred and the non-starred
operators. I will discuss that relation in the next section and also prove an interesting
theorem, putting to use the observations about necessity.

Let me, then, begin with necessity. We can define two necessity operators in the

standard way:

0¢ =4 ~O—¢

O%¢ =45 ~O*=¢

Since we have seen that both ¢ and ¢* yield a normal modal logic, we can be
assured that the two necessity operators defined in this standard way will behave in an
equally normal way. In particular, we know that the following will be theorems and

rules of P:

Nec If £ ¢, then E O¢

(K) FO(¢ = ¥) — (0¢ — Oy)

(To) e0¢p — ¢

Nec* If E ¢, then £ O%¢
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(K*) £ 0%¢ — ¢) - (0% - O%Y)

(To) F 0% — ¢

4o¥*) E O*¢ — o*O*¢

All of these can be derived from the theorems given for ¢ and ¢*, respectively, in
the usual way. It is the operator O* that expresses metaphysical necessity.

Note that, once we have defined O, we could from there go on to introduce O*
without appeal to &*, but in a a way that is entirely parallel to the way in which ¢* has
been introduced. Here it is.

First, I define O":

1. 0% =¢

2. Dn+l¢ - DDH(]S

Intuitively, 0" is merely an abbreviation for a sequence of exactly n occurrences of

O* is a generalization over O". Its syntax is obvious:

If ¢ is a sentence, then so is O%¢.

Let p(¢, v, s) be the function that takes every natural natural number n to the propo-

sition v*(O0"¢). Then we could add the following clause to the semantic rules:

(*) If ¢ is of the form O*y and f = p(¥, v, s), then v*(¢) = the conjunction of f(n)

over alln € N.

I will, however, not add that clause to the semantic rules; rather, I will understand
O* as defined in terms of &*. But importantly, both strategies are equivalent when

it comes to the truth conditions for O*¢, though they may (depending on one’s view
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of propositions) be seen as assigning different semantic values to the formula. The
following lemma states their truth-conditional equivalence, which I will appeal to in

the next section.

Lemma 4 For all models M = < D,v > and assignments s, if f = p(¢, v, 5), v*(O*@) is
true just in case the conjunction of f(n) over all n € N is true.
Proof: Take an arbitrary model M = < D,v > and assignment s, and let f =
p(@,v,s) and [ = E(=¢,v, s); i.e., for all n € N, f(n) = v(O"¢) and f'(n) =
V(O ).
Then by the definition of O%, v*(O*¢@) = v'(=O*—¢) = the negation of v’ (OF—¢)
= the negation of the disjunction of f’(n) over all n € N.
The negation of a disjunction is true iff the conjunction of the negations of all
its disjuncts is true; hence v*(O*¢) is true iff the conjunction of the negation of
f'(n), over all n € N, is true.
Since for every n € N, f'(n) = v'(0"—¢), the negation of f’(n), for any n € N,
is V(=0 =¢) = v*(O"¢). Hence v (O*¢) is true iff the conjunction of v¥(O"¢) =

f(n) over all n € N is true.

6.5.6 < and ¢O*, 0 and O*

Now to the next line: how does O* relate to ©, and O* to O?

A model for their relationship can be found in dynamic logic, which has the modal
operators < a > and [a] with roughly the following semantics: let a be a programme,
that is, an operation which takes states of the world to (potentially different) states of
the world. Let s, stand for such states. Then < a > ¢ is true at a state s iff there
is some state ¢ such that a can take s to ¢ and at ¢, ¢ is true; [a]¢ is true at s iff at

all states ¢ such that a can take s to ¢, ¢ is true. The interesting parallel, however, is
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not with this semantics (which is a species of possible-worlds semantics), but with the
further operators < a*> and [a*]. Where < a > ¢ means, informally, that running the
programme a could take the world to a state where ¢ (or its semantic value) is true,
< a*> means, informally, that running the programme a any (nonnegative) number of
times could take the world to a state where ¢ (or its semantic value) is true; equally,
mutandis mutatis, for [a] and [a*].

As with my ¢* and O* operators, the asterisk is used in dynamic logic to indicate
iteration. Rather than pursuing this intuitive parellel, however, I would like to point out
that my semantics validates the same theorems containing the operators <, ¢* and O,
O* as does dynamic logic, mutatis mutandis. In particular, the system and semantics
as given so far validate the ‘induction’ axiom of dynamic logic, which provides an
interesting connection between the starred and non-starred necessity operators. Here is

the original (from Harel 1983, 512):

(Ind) [a*](¢ — [al¢) = (¢ — [a*]¢)

(Ind) can be reformulated, via the interdefinability of [a] and < a > and classical

logic, as
(Ind’) <a*>¢p > @V <a*>@A<a> )

I will now prove the theorem corresponding to (Ind) for the necessity operators of
my system P. However, to do so, I first need to derive some preliminary results.
Preliminary Results
This proof requires two preliminary results. The first is simple:

Lemma 5 0"!'¢ = 0"0¢

Proof: The proof is exactly parallel to that of Lemma 2 in section 6.5.4.
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The second result that I will need is the K axiom for 0", for every value of n € N.
The proof will proceed in the familiar way, showing the theorem first to hold for n = 0,

and then to hold for n + 1 whenever it holds for a number 7.

(K") 0% — ¢) — (B"¢ - O"Y)
Proof: (A) For n = 0, (K") amounts to £ (¢ — ¢¥) — (¢ — ), which is a
truth-functional tautology and therefore a theorem of P.

(B) Suppose we had, for a given value of n,

EO¢ — ¢) — (0" — O"Y)

By Nec,

FO@(¢ = ) — (O"¢ — 0"Y)).

Furthermore, as an instance of theorem (K),

EO@"(¢ — ) — (O"¢ — O"Y)) — (00" (¢ — ¢) — O(@"¢ — O"Y)).

By modus ponens, we can detach the consequent and get

FOod"(¢ — ) — o@"¢ — O").

Another instance of theorem (K) is

FO@¢ — O) — (00"¢ —» O0"¢).

Applying classical logic (V), we get:

FOo0"(¢ — ) - (O00"¢ — 00"¢).

Which is, by Lemma 5, identical to

EO" (¢ — ¥) - (@ g — O™ lg).
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Proof of (IndD)

I can now prove the theorem that corresponds to (Ind):

(IndD) O%(¢ — 0O¢) — (¢ — O%¢)

Take an arbitrary model M = < D, v > and assignment s and let f = p(¢, v, s) and
f = p((¢ — O¢),v,s). Then by lemma 4, v*(O*(¢p — O¢) is true iff the conjunction
of f(n) over all n € N is true; and v*(O*¢) is true iff the conjunction of f’(n) over all
n € N is true.

Now make two assumptions:

(@) v¥(¢) = f(0) is true;

(b) v (O*(¢ — O@) is true.

The following is an instance of theorem (K") and holds for every natural number n:

0"(¢ — 0¢) — (O0"¢ — 0"0¢)

By Lemma 5, it can be rewritten as

O'(¢ — O¢) - (@"¢ — O"'¢)

From assumption (b) it follows, as we have seen, that the conjunction of f’(n) over
all n € N is true; then f'(n) = O"(¢ — O¢) must be true for every natural number
n. Hence we can detach the consequent of our instance of (K") and conclude that for
every n € N, v'(0"¢ — O"'¢) must be true. So for every n € N, if f(n) = v*(0"¢)
is true, then so is f(n + 1) = v*(0"*'¢). Together with assumption (a), this entails by
mathematical induction that f(n) is true for all n € N. So the conjunction of f(n) over

all n € N is true, and then v*(O*¢) is true.
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By double conditionalisation, we get: if v*(O*(¢ — O¢) is true, then if v¥(¢) is true,
vi(O*@) is true; i.e., v (O*(¢p — O¢) — (¢ — O*¢)) is true. Since M, s were arbitrary,

the same holds for all models and assignments:

FO%¢ — 0¢) = (¢ = 0%9)
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