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Abstract: This paper deals with the relationship betweendagg and thought,
focusing on the question whether language canvahiale of thought, as, e.g.,
Carruthers (1996, 2002) has claimed. We developeaachine a powerful argument -
the "argument from explicitness"-, against thisratige role of language. The premises
of the argument are just two: (1) the vehicle aiught has to be explicit, and (2) natural
languages are not explicit. We explain what th@sgle premises mean and why we
should believe they are true. Finally, we argue, ttnaen though the argument from
explicitness shows that natural language cannat\mhicle of thought, there is a

cognitive function for language.
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Introduction: language as a vehicle of thought

For almost two centuries philosophical orthodoxidhbat human thought uses natural
language as an instrument or vehicle; in other wdittht each human being thinks in
her own language. This idea, plus the belief thatviarious languages may differ
greatly from each other in many and important retgéed to the thesis of “linguistic
relativity”, i.e., the thesis that two individuddgelonging to two different linguistic
communities think, conceive the world and consetyé®have in a very different
way. This thesis was orthodoxy especially durirghibyday of romanticism in the

XIXth century, and during the first part of the XXtentury, when it crystallized in the



famous “Sapir-Whorf” hypothesis.

Such a position, however, is no longer orthodogwan popular. The cognitive
revolution changed the general view on this, arse@ms fair to say that there are few
authors today who defend that natural language féhgceforth) may be such an
overarching instrument of thought. There are varieasons for this change. Surely
one has to do with the success that cognitive pdggly has shown in explaining the
behavior of non-linguistic infants and animals. Arer is the current conviction that at
least some mental activity is needed in order tuge a language: acquiring syntax
requires a wealth of previous cognition; acquirsegnantics demands, in addition, a
repertoire of previous general concepts (immensé;anlor's 1975 view) and some
mind-reading capacity (Bloom 2000; Tomasello 200he upshot, in any case, is that
cognitive psychology has replaced the empiricisatle-of-sensations view of the mind
by a picture where the mind has a considerablaénsrad independent structure. Instead
of a picture where language imposes its conceptablon mind, mind’s own
architectural and conceptual structure enables asduire our language.

However, it cannot be denied that our being linftisreatures is linked to our
being particularly intelligent, so that, for instan babies experience a cognitive
explosion as soon as they acquire language. Authffes in their explanation about
this link and, in general, about “what makes usrshief. Spelke 2003). Steven Pinker
(1994), for example, believes that language’s asla means of communication is
enough to account for this cognitive differencenmstn linguistic humans and the rest:
linguistic exchanges afford an incredible amounhérmation, both about the world
and about the minds of the others. In contrast,yAidrk (1996), following a
Vygotsky-inspired line, holds that NL can help bk, especially by objectifying our

own thoughts and making them accessible to conscess. However, other authors



within mainstream cognitive science defend that diice learned, is used as the
vehicle, or carrier, of our higher-order thoughise position differs from classical
Whorfianism in that now NL is not regarded as agssary conceptual structurer: there
Is a structured mind before NL is acquired. Thénigecture of mind would be typically
modular, but when NL is acquired, it is used aglaicte of non-modular and reflexive
thinking.

We are going to consider the view that languagesesl as a carrier or instrument
of thought and argue that it is untenable in tgbktlof what we know about NL. As
Peter Carruthers is probably the author who hagmansistently defended this view,
we will begin by reviewing his theses. Even if lesmow retreated to a strong
Vygotskyan line, we think that Carruthers’s arguisdor his past views are worth
considering. Then, we will move on to deal with demtral topic of this paper: the
argument from explicitness. This argument estabfighat our thinking cannot consist
in entertaining meanings of NL sentences: NL sar@gnbeing inexplicit about their
content, are not suitable vehicles of thought. hastwill argue for a weak Vygotsky-
inspired view on the cognitive use of language ihabt affected by the argument from

explicitness, and that can explain evidence Cagrsthxploits.

L anguage as a vehicle of thought

For some time Carruthers has consistently contetidedat least) typically human
thinking is not realized by tokening Mentalese sangs, but by tokening NL sentences.
He is not the only author defending this appro&@zmiel Dennett (1996), Derek
Bickerton (1995), Steven Mithen (1995), José LuesrBudez (2003) or Elizabeth
Spelke (2003), to name a few but well-known redeens; have also endorsed variants

of this view. As a matter of fact, Carruthers (2088aws on Mithen and especially on



Spelke in order to strengthen his former (1996)tmwys What is peculiar to Carruthers
is that he has developed two different but complaarg arguments purporting to
explain a kind of evidence that any account of gidwand language should take care of.

The first argument is developed in his (1996)s listraightforward and
compelling argument based on introspective evidelnca nutshell, it says that our own
introspection reveals that we do use language wigethink. We can state it in just two
premises:

(a) data of introspection reveal that sometimeshae in a NL, and

(b) we must begin by taking these data of introspedor what they seem.

What introspection reveals is that we codify lirgjigially episodic conscious
thoughts. But Carruthers goes further and, usimgiderations of simplicity, argues
that the mind also uses NL to codify latent thosginid unconscious token-thoughts
that belong to the same types as those consciossdepthoughts. Carruthers qualifies
his claim, and concedes that NL might not be tHg nreans by which we think
conscious thoughts. Some thoughts use a mixedledbitned by NL words and
images (e.g., 'l want this chair to go there [ihgaage]’). However, he rejects that
conscious thinking uses a specific language ofdhguhe so-called 'Mentalese' (he
also discards that it may use only images).

Later in the paper we are going to dispute promrsiia) above, that is, that
introspection reveals that we use NL (or NL-plusges) as a vehicle of thought. It is
also possible to question that we should use ip&ctson as a good source of data, or
even that Carruthers is consistent in taking iqtective data at face value, for he also
troubles to explain data that would look adverse ifistance, quite often we are sure
that we are entertaining a thought we cannot esprée®owever, for the time being we

will assume that the case from introspection isadgcase for the use of language in



thought.

Carruthers has lately presented a second argurasatilon evidence of a different
sort. While in his (1996) Carruthers only said tNathad some or other function in
thought, now he follows other authors in pointing a specific function for NL in
mind. On the one hand, there are experiments gpatrantly show that we use NL to
integrate outputs coming from different modulesrthier-Vazquezt al 1999; Spelke
and Tsivkin 2001a, 2001b; Spelke 2003). For ingganombining geometrical
information with color information in a thought &khe object is to the right of the red
short wallbecomes more difficult when experimental subjeetge to search for the
object while they are occupied in a linguistic tadk the other, there is an evolutionary
scenario provided by Mithen (1995), in which langei@appears as a means to let
information flow from modules that initially werethain-specific. Carruthers (2002)
endorses this general account of NL as an intertaothtegrator. In his view, the
linguistic module would be ideally located to penfothis function because it is an
input/output module, i.e., it produces informattbat is “consumed” by domain-
specific central systems, but it also takes infdromafrom them.

As we advanced, Carruthers (2006) has now retreatadlifferent position. Very
succinctly, he now takes NL to be a tool for fldgiand creative thought, used to
broadcast trains of thought globally (i.e., inteodularly), so as to make them subject
of further thinking. More timidly, he speculates thve idea that NL's combinatorial
resources might enable it to be the only candiftatentermodular integration, an idea
that seems inspired by what Spelke (2003) holds,that NL's syntax makes possible
for us to insert the conceReDIN a structure that reflects just geometrical infation
such as ‘to the right of the short wall’. Whatnsportant, in any case, is that according

to his current position, thinking is not ultimatebalized by NL sentences but by



another medium. The reason for this change seelvs tivat Carruthers has been
convinced by something like the argument from exless® Now, is this argument so

convincing? Let’s take a close look at it.

The argument from explicitness
The argument we want to analyze can be given inyjus premises:
Premise 1: The instrument of thought must be explic
Premise 2: NLs are not explicit.
From this it follows that NL cannot be the instrurhef thought.
Both premises are far from self-evident, thoughtake the second to be more

controversial. We will consider them in turn.

Premise (1): the instrument of thought must beieixpl

Pinker (1994) offers support for the first premiBeawing on ideas of McDermott
(1981), his thesis is that the human mind/braink&dike a Turing machine, and that no
NL can function as a language for the use of anumachine. The reason is that
Turing machines need a language that is highlymegted, unambiguous and strongly
compositional, and that NL is none of that.

Pinker’s argument will not convince those that @we of minds as very different
from Turing machines. So we will focus on an argotiveith a wider scope advanced
by Fodor (2001). (See also Levinson 1997, 2003st6ar2002a). For the most part of
the paper, Fodor just assumes that it has beetusovely shown that there must be a
language of thought and that this language is caitipnal. By the end of the paper,
however, he advances a new argument for this laish cBasically, this new argument

can be condensed in a sentence: “a thought caenaekplicit with respect to its own



content (...) because a thought jigsts content” (2001, 14). The formulation of hisade
does not seem to us very fortunate in this caieowght is, presumably, the content of
a certain sentence in the language of thoughts&ong that a thought is its content is
(in the best case) not informative, and does nigt toetell thought from meaning, for
the same can be said about the propositions exqatégssentences of a natural
language: a proposition is its content. So whaoFoaay mean is that whatever serves
as a vehicle of thought, it cannot be inexplicibatthe content of its sentences.

Let us try a formulation of what it is for a langgato be explicit. The idea is that
its sentences express or codify all the informafr@nmore, no less) that they are
intended to express. It is a language that somealookifies every piece of information
necessary to reach the proposition that the semisnntended to express. So, on a first
approximation, a language is explicit if and orilthie content of (i.e., the proposition
expressed by) its sentences is given only by theasécs of its elements and by its
combinatorial syntax (i.e., by compositional rubgerating on stable meanings).
Elugardo (2005, 65) points in a similar directionem he reads Fodor as giving two
necessary conditions on semantic explicitness tmmaplex symbol: one that requires
each of its syntactic constituents to map ontonaaseic constituent, and a converse one
that requires each of its semantic constituentsdp onto some syntactic constituent.
However, it seems that Elugardo misses the eleofestability of meaning: the
mappings cannot change from one time to anotheutrview, this is a key component
of Fodor’s position that can be better apprecidtags notion of explicitness is set
against the background of his conceptual atomism.

According to Fodor (1998), thoughts are composeddmceptual atoms, which
are the semantic or contentful part of the repradems postulated by the

Representational Theory of Mind. Now, these repredmns have a stable meaning,



independent of context. The rules that composedhé&ent of wholes are equally stable.
Having a thought amounts to this: every time aatertombination of representations is
activated, there is a certain thought. So the lagguof thought is not inexplicit, or it
cannot produce inexplicit sentences (in the seh&explicitness” explained above),
because forming a certain sentence (i.e., a commmaf representations) means
forming a certain thought, which is always the sdon¢hat specific sentence.
Therefore, the relation between a truth-valuablataleepresentation and its content is
very different from the relation between a NL sewteand its propositional content:
having a thought is equivalent to having its coptesile in order to obtain a
proposition from a NL sentence we need somethisg, & context.

There is perhaps a more general way to justify Peddaim. Think of an
inexplicit language in which the meanings of wood€omposition rules are not stable
(they vary with extra-linguistic context). In orderinterpret the sentences produced by
such a language one needs a way to put togetherftlmmation provided by the
sentence plus the information provided by the odntéone has to do this by linguistic
means, then this second language has to be expticgrwise its sentences would have
to be interpreted in turn. So the interpretatiomminexplicit language requires an
explicit language as the finllcusof interpretation. As interpretation takes place i
thought, it may be concluded that whatever is thignate) language of thought, it has
to be explicit. In this same wake, it could be ghmt a simple phenomenological
realization shows that we do not have to interptgtown thoughts: (problems derived
from externalism aside) we do not experience thtsugihose meaning is not clear to

us.



Premise (2): NLs are not explicit

In order to consider the second premise of theraegu from explicitness — that NLs
are not explicit— some comments about explicit@@sscompositionality seem
appropriate.

In his (2001) Fodor seems to regard compositionalid explicitness as
extensionally equivalent, so that a language isi@kg and only if its semantics are
compositional (meanings of wholes are functionmefnings of their parts). However,
this identification of compositionality and exptioess introduces a misleading element
in the debate, for the discussion may well revalk@ind whether NLs are
compositional or not. This is the case of Elugasdtcount. He concentrates most of
his criticism of Fodor’s argument on showing howlacan be compositional without
satisfying the necessary conditions for explicitngtsted above (Elugardo 2005, 66-
75). We think this is a false lead for our discasdbecause while explicitness entails
compositionality, compositionality does not en&dplicitness. So showing that NL is
not compositional would be a good way to conclud it is inexplicit, and hence
unable to be the carrier of thoughBut showing that NL is compositional has no
bearing on whether it is explicit and capable atf thunction.

In fact, it is always possible to hit on a composiality function for any language
(Hodges 2001). Does this mean that any languagbeahown to be explicit? It does
not. In order to be explicit, a language must cstesitly produce sentences that are not
ambiguous, polysemous, or, in general, open to nousanterpretations. So its
sentences must code, by themselves, and barringemags, determinate contents. Not
all languages that can be described as compoditiapaen to be explicit. The
compositionality function may well throw an inexgt| underdetermined meaning. To

take one simple example, according to Sainsbur@ZREnglish might be regarded as



an orthodox compositional language, though it wdaddscarcely explicit, given the
number of ambiguous terms that it has. The mearfisgntences would be given by
composition rules operating on the meanings ofspaiit, as a relevant number of these
are underdetermined, the meaning of the whole wbeldqually underdetermined,
waiting for contextual information to resolve thederdeterminacy. Let us now move to

see what reasons there may be for considering iblicit.

Unarticulated constituents and pragmatic enrichment
Many authors working on pragmatics (Sperber anddvil1l986/1995; Recanati 2001,
2003; Carston 2002a) claim that the truth-conda@loneaning of most utterances is not
given only by their semantics; rather, the “real™iatuitive” truth conditions of such
utterances are “enriched” or “modulated” using eatial information. Here are some
typical examples where enrichment takes place:

(2) It is raining.

(2) All the students have gone on strike.

(3) The chair is broken.

(4) John’s car is empty.

(5) Peter is small.
Some very probable truth conditional meanings e$¢hutterances are the following:
(1) it is raining [here] (in the place of the uttace), (2) all the students [of the
university/school of the speaker] have gone okesti(3) the [specific] chair [about
which both speaker and hearer know well] is brokéh[the car owned by] John is
empty, (5) Peter is [a] small [man]. However, thesEanings do not coincide with the
alleged codified meaning: (1) means that it isirgjr{place unspecified), (2) that all

students (no domain restriction) have gone onest(i&) that there is only one chair and

10



that such a chair is broken, etc. In all theses;aben, there are some syntactically
unarticulated constituents whose semantics enniefalieged codified meaning.

As the codified meanings of (1-5) are unusualait be argued that such
meanings cannot be the meanings of the expresgi@s-t The truth conditions of those
sentences would coincide with their typical (pragosdly) enriched meanings, rather
than with their alleged codified meanings. In otiwerds, the truth conditional meaning
of the sentences (1-5) is not semantically givesh@stained by composition. There are
pragmatic processes at work in order to get theiftime truth conditions” of these
sentences (cf. Recanati 2002b, 2003).

The defender of the explicitness of NL has two kinfiresponses available. First,
she can hold that the meaning of (1-5) is the cedliheaning, and that the “intuitive
meanings” are just the result of Gricean inferentée classical Gricean-style response
here would be that there is just one kind of megygiven by semantic composition.
The so-called “intuitive meaning” is just the enoifg of a process that starts with the
appreciation that the meaning of the sentence wloiefit what (according to the
maxims of communication) is expected from the speakhis seems to be the line
taken by some “minimalists”, such as Emma Borg @0® divergent Gricean view,
such as Sperber and Wilson’s, would instead rezegmio types of meanings: (1)
literal meaning, resulting from decodification;.(2priched meaning (the explicature, in
their terminology), obtained through the PrincipfeRelevance, which may involve the
construction of new concepts on-line. (In turn,iegmed meanings would serve as input
to further processes of inference guided by thediie of Relevance to obtain “what is
implicated”). The difference between these two Eait schools lies in the treatment of
the “enriched meaning”: the classical view takessitspeaker’'s meaning”, while in

relevance theory “enriched meaning” is usually eediavith ‘what is said’. Both views,
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however, agree in defending a notion of literal meg for at least one kind of
meaning.

The second response available to the defendeeaplicitness of NL is to grant
that the meaning of sentences such as (1-5) caseiith the so-called “enriched
meaning”, but to contend that this meaning is olgdiby decodification. For instance,
even though the syntactic surface of (2) contamsark pointing to a domain
restriction, there is such a mark, though hiddear(ey and Szabo 2000; Stanley 2002).
This response may look rathaat hocbut it has been defended by means of an attractive
argument, called ‘the argument from binding’. Bliyefvhat this argument says is that if
a variable can be bound, then such a variablesgxasen if it appears nowhere in the
syntactic surface of the sentence. So by introduguantifiers we may “exhume”
variables that would otherwise be invisible. Fatamce, take (2) ‘All students have
gone on strike’. The sentence contains a free blarizehaving like an indexical that
restricts the domain of the universal quantifigrisivariable becomes evident when we
form

(2") In every department all their students haveegon strike.

To see just another example, in (5) ‘Peter is srfadle is a hidden indexical pointing
to a reference class. This is revealed when we take

(5") There is a class of beings such that Petemiall for such a class.

At first blush, this second kind of response istlseted for the defender of NL-
explicitness, since it preserves the isomorphistwéen syntax and semantics. Every
semantic constituent of the proposition would h@eesented in syntax, thus ensuring
explicitness (though onlgrimafacie: see later on). Indeed Elugardo (2005, 72-5)
appeals to analogous considerations when he atigaiesllipses are not conclusive for

the presence of unarticulated constituents, andeham non-explicitness.
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But the argument from binding is not exempt froralggems. One is that it forces
to introduce too many hidden variables. Take tkengple:

(6) Your eyes are green.

Presumably, this sentence means (under any natimeaning) that the eyes of the
hearer are green, period. However, it is possiblard a variable pointing to a
determinate green color by proceeding just in Hraesway as the preceding examples:

(6") There is a shade of green such that your ayegreen of such shade.

So the argument from binding seems to exhume sbinuisible variables but also
inexistent ones.

In addition, the biggest problem for this accountalefense of the explicitness of
language is that there is no way to fill in all $kedhidden indexicals automatically.
Rather, one has to look into the “wide context®(below) and do some pragmatics in
order to decide what value a given indexical isrighkn a certain context (King and
Stanley 2004). This is best revealed if one lodlengichment as a case of
underdeterminacy —which we are about to do— rattear if one regards it as ellipsis,
which is Elugardo’s focus in his discussion of Foslexplicitness argument
(understandably, given that the examples mainlgretf by Fodor fall into that case).
As we will show, even though one cannot constrgeal argument against explicitness
from the facts of pragmatic enrichment, the consaqas of underdeterminacy are
lethal. So a defender of the explicitness of NL hatter not look for help in Stanley’s
position.

Now, suppose that both responses —the Griceanmes@md the hidden-variable
response—were to fail, and consequently that th& ‘meaning” of (1-5), and of most
NL sentences, were not explicit. Still, it is pdsito wonder what this may imply for

the question about the use of NL in cognition.
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Let us distinguish two senses of ‘explicit languagestrong and a weak one. In
the strong sense, a language L is explicit if amlgl tor every sentence S of L, the
proposition expressed by S is determinate and mddasolely by semantic and syntactic
information (i.e., without the involvement of pragtit processes).In the weak sense,

a language L is explicit if and only if for evemnténded determinate proposition, it can
produce a sentence S that expresses such a propdsitmeans of its syntax and
semantics alone. If L is not explicit in the strasense, then pragmatic enrichment is
needed to obtain the truth conditions of at leastessentences. However, it may be the
case that L is not explicit in the strong senseitdstexplicit in the weak sense. In this
case, for any sentence S of L that needs pragmatichment to express a particular
proposition there is another sentence S'in Lekptesses semantically (without
pragmatic enrichment) the same proposition. If has explicit even in the weak sense
then L does not have the resources to express sealgnwhat it expresses with the
help of pragmatic enrichment. It seems that a ahtanguagelike English is explicit in
the weak sense, for it can produce sentencesxpetss semantically what sentences
such as (1-5) express by means of pragmatic eneohrin other words, it can generate
sentences such as (1a) ‘it is raining here’, (2hYhe students of the department have
gone on strike’, etc.

It may be the case that NLs are not explicit begadhey function primarily as an
instrument of communication (McDermott 1981; Pink884). In order to communicate
our thoughts we exploit contextual factors as magkwe can because we have limited
time to say what we want to say.. Thus we omithelt information that can be easily
gathered from context, and our audience expeds ds so. However, this explains
why most of the sentencégat we utterareinexplicit, but it does not follow that this is

the case foall possiblesentential utterances. Therefore it is not a gaqaanation for
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why natural languageshouldbe inexplicit, and it seems that NLs are in prifeip
capable of producing explicit sentenitadence, for all that has been discussed up to
now, the argument from explicitness might be blachepremise (2). So in the next
section we will consider a final problem for thdeteder of explicitness: the problem

posed by underdetermined terms.

Under deter minacy?®
Take example (4) above, i.e., ‘John’s car is emphat is the meaning of (4)? As
Recanati (2001) explains, there is no definite ansmithout additional information
about the context of utterance: it may mean (amlah open disjunction) that the car
owned by John is empty, or that the car drivendiynds empty, or that John’s favorite
car is empty, etc. The genitive expresses thaetises relation R between John and a
car but it is not specified what sort of relatiomsRthat is, we cannot give a determinate
interpretation for this sentence until we have usane pragmatic means to decide what
the genitive stands for. So it seems that the excgt of underdetermined terms poses a
further, and harder, problem for explicitness.

Before we develop this idea, we want to note tleat lit is possible to find a
departure between the demands of explicitnesshenddgmands of compositionality.
We think the presence of a genitive in a senteandars it inexplicit about its content.
Does this mean that its meaning is not composilipga’en? Recanati himself (2002b)
suggests a negative answer. According to him, ts@ning of a sentence is
compositional if it is “grammatically driven”, oniother words, if the pragmatic effects
that affect its meaning are prompted by elementts &yntax. In this respect, the
genitive behaves like a free indexical variablethsd the assignment of semantic values

to it is grammatically driven: the grammar of tlemtence provides slots that prompt
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you to look for a semantic value. When the slotlheen filled so as to obtain a truth-
conditional structure, then we say that the semtéwaturated

Thus, there is an important difference betweeméesee like (4) and sentences
such as (1) 'itis raining'. In (4) the genitivg provides explicitly a slot that asks for
saturation, whereas the element ['here’] that lresithe meaning of (1) (in its typical
interpretation) is not given, neither explicitlymmplicitly (i.e., in terms of a "hidden
variable"). As Recanati puts it, ['here’] is a gaewnarticulated constituent, whose
presence is optionaf:there is a truth-conditional sense of (1) thatsdoet include a
hidden locative. In contrast, it is not optionalgige a particular interpretation to the
constituent ['s] in (4): without this interpretatiove do not have a proposition to begin
with. In a nutshell, what happens with underdetaaditerms like ['s] is not that
different from what happens with indexicals: inlboases there are grammatical
instructions that say “look at the context in ortteassign a value to this expression”.
The dissimilarity lies in that indexicafstell you to look at the narrow context (place of
utterance, speaker, time...), whereas the genigeires a wider context, including just
about everything. But the principle of compositilityas not altered by this peculiarity,
as it is by the presence of unarticulated constigfé

Now, if we maintain that the claim of explicitnagsgjuires that the proposition
expressed cannot depend on obviously honsemamtiexdaal information, the
presence of underdeterminacy, however it is undedstprecludes the possibility of
explicitness. For it means that the sentence kif teannot be the "carrier" of content.
We take it that this is the relevant point in orttedecide whether a certain language
can be a vehicle of thought. If the arguments alfovpremise (1) (the vehicle of
thought must be explicit) are sound, what we needlanguage whose meanings and

rules are stable and require no interpretation.cewe may conclude that the

16



phenomenon of underdeterminacy, even if it juss@iad in the presence of free
variables, does pose a problem to the use of Nhdaght.

Nevertheless, it is possible to think that this nablem is on a pair with the
problem of pragmatic enrichment: it only shows tinat meaning of some of our
utterances is not given by their semantics alounteitllloes not show that NL is not
explicit in the weak sense. Just as we can go fitasraining’ to ‘it is raining here’, so
can we go from ‘John’s car is empty’ to ‘the camad by John is empty’. It seems that
for every underdetermined utterance our NL can peeda determined explicit one. So
it seems that NL is explicit in the weak senseoidticed above.

Now, it is not obvious whether underdeterminacsersediable, or its remedy
comes at too high a price. Recanati (2001), famimse, says that the presence of
underdetermined termsgeneralized This does not lookrima facieunlikely: from
‘John’s car is empty’ we can go to ‘the car owngdlbhn is empty’, but what is the
meaning of ‘empty’? It demands determinacy. Perlve@san express it as ‘the car
owned by John has nobody inside’. Now, what istieaning of ‘inside’ here? We do
not want to commit ourselves to the claim that grscess of specification will never
come to an end, but it looks as though it will sfjit does) in a long and probably
unmanageable sentence.

Carston (2002a) provides powerful consideratiorsuport of the generalization
thesis, and against the idea that this specifingirocess may stop somewhere.
According to her, both referential and predicateens are underdetermined. For a
start, proper names should be treated as indexitadse rule is not “pure” (it roughly
says “this name refers to the contextually promitearer of it”). Even the reference of
complete definite descriptions depends on the gonidere the context in question can

be the actual world, a possible world or even &bwlorld. The work of linguists such
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as Culicover and Jackendoff (2004) and even Chor(&}30) give also some support
to this underdeterminacy thesis applied to refesmetdrms. Culicover and Jackendoff
persuasively argue that any proper name can beirgfeither to a person/object (its
bearer) or to some iconic representation of ithsaga picture or a statue. For instance,
the sentence ‘Ringo is the Beatle that | like thesthcan mean either that the actual
drummer of the Beatles is the musician (or persiagm) | like the most, or that Ringo’s
statue at Mme. Tussaud’s is the statue of a Beatd like the most® Chomsky

(2000) offers an analogous discussion of the doumtiion of ‘London’ to ‘London has
moved to the South Bank’

As for predicatesgxamples such as ‘the kettle is black’, ‘the taiées covered
with butter’ and ‘Hugo is a sailor’ (Travis 1985afston 2002a), where ‘black’,
‘covered with butter’ and ‘sailor’ may mean a vé&yief things, suggest that the
semantic value of predicates is also typically uddermined. Recanati (2001) goes
much in the same line when he says that eveadher nounconstruction, such as ‘red
pen’, is semantically underdeterminddavis (1996, 2000) has made this idea quite
plausible: in a famous example he shows that ev@mple sentence such as ‘those
leaves are green’ does not have determinate tartditons. ‘Those leaves are green’
may be true of springtime leaves, but also, in soorgexts, of leaves which are dead
but painted green. In conclusion, the phenomenamdérdeterminacy seems
widespread enough to support premise (2), andlsecitmes a real problem for the use
of NL as a vehicle of thought.

Note finally that the situation does not change Imincthis respect when we turn
to consider mixed vehicles like those Carrutheoppses. The use of images is a good
way to fill incomplete sentences like 'l want thigir to go there'. By inserting an

image first after 'this chair' and then after '#iawe may get an explicit sentence.
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However, not all underdetermined sentences arerditable in this way. For example
‘John's car is empty' is doubtfully completablentgans of an image.

So we want to conclude that underdeterminacy pdesliNL from being a
suitable vehicle of thought. However, there isnalfiposition we should address. For a
number of authors, the so-called ‘minimalists’ircldhat there is no underdeterminacy
problem, and that sentences such as ‘that ped’iexpress a perfectly complete
thought (see especially Cappelen and Lepore, 280%cording to minimalists, any
well-formed sentence of a NL expresses, just @ffita proposition, that is, a well-
formed sentence does not need any contextual ctompltef the kind suggested by most
pragmaticians in order to express a thought. # Were so, then our argument for the
inexplicitness of NL would be wrong, and sentencesfrary to what we have said,
could be the carriers of thoughts.

However, we have serious doubts about this minghphoposal. On Cappelen
and Lepore’s view, a sentence such as ‘John igy/réad complete truth-conditions,
namely, ‘John is ready’ is true if and only if JaBiready. The question, then, is: do we
entertain general thoughts suchiasiN Is READY?*> We think we do not. As far as
introspection goes, we would say that our thoughtsmuch more complete than this.
When thinking about John’s readiness, we alwayktthat he is ready for this or that
(his lecture, his having a baby, whatever). Bub @isd more important, if thoughts are
to be responsible for our actions, they had bégemore explicit than these putative
minimal propositions. For, what would we do aftekdning the very general thought
that John is ready, punkt?

This problem is common to all minimalist proposaksen in the light of our
current interests. For instance, Borg (2004) sugglsat minimal propositions are

usually existentially quantified ones. Thus, ‘Joatineady’ would express the thought
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that there is something such that John is ready.fBollowing this line, we could
account for the underdeterminacy cases by quamgjfgiver senses in which things can
be. For example, ‘that pen is red’ might expressminimal proposition that there is a
sense of being red such that a salient thing shatkind of pen is red in that sense.
Now, we do think that these propositions can bergsined. Think of overhearing a
conversation where ‘that pen is red’ is utteredhmabsence of contextual information,
the overhearer may well just think that some peardsin some of the various senses in
which a pen can be said to be red. And the samédvgaufor an utterance of ‘John’s
car is fast’: an overhearer could well form theublot that someone called ‘John’,
possibly a male adult, is in some particular refatio something which is a kind of car,
something which is also fast, presumably in retatmother cars of the same type. An
overhearer is left just with semantic informatiand it is our claim that the semantics
of ‘John’s car is fast’ gives you only this kindary general information. However,
these are not the kinds of propositions that wecaly entertain. And they are not the
kinds of thoughts that cause our actions. So ifsdhtences encode only these sorts of

very general thoughts, NL is not the instrumendwf thought.

An alter native cognitive use for language
We are going to change gears now. We hope to hade iear that Carruthers’s past
views are representative of a position that haotdront some deep problems. Now we
want to bring in a straightforward criticism to &ug position while at the same time we
begin to present our positive view on the matter.

Let us take the argument from introspection that@hers presents. A premise of
this argument is that introspection shows that s& ML as a vehicle of thought. Now,

one may wonder whether we do have such introspedata. Suppose NLs were
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explicit and so were capable of being the vehitleur thought. Then, we should
introspectively experience complete univocal setegenHowever, except in the case of
reading and writing, we do not entertain anythilagge to complete sentences.
Moreover, it seems that the linguistic items thatexperience are especially
fragmentary, i.e., even more economical than thées¢ial or quasi-sentential items of
spoken language. We think this is something a mgflection on our phenomenology
will reveal: when we feel that we are thinking amguage most times we do not
discover entire sentences but two or three woralssitim up a complete proposition. In
fact, many times we have the feeling that we ape&king to ourselves”, that is, that we
are in a situation where linguistic economy camiaximized because speaker and
audience have a maximal mutual knowledge (why pealss at all in such a case is
something that we will try to explain below). Im@i monologues in the novel of the
XIXth century were composed by entire sentencestiaunovel of the XXth century,
with its fragmentary internal monologues, is maalistic in this sense.

To sum up, introspection does not reveal us thdskof NL sentences that are
capable of expressing complete, exact thoughts) é¥leese sentences existéd.
Introspection reveals fragmentary, patently ineippieces of language that cannot
fulfill the requirements of Carruthers’s view. Rlaaid that when thinking the soul
speaks to itself. Our position comes close to thigen using language, the subject is
“speaking to herself” and by doing this she helgsdwn thinking. So we do give a
cognitive use to NL, not as a vehicle of thoughtdmia tool that we use for thinking
better.

Andy Clark (1997, 1998) has developed a related @bout what we do with NL
in cognition. Drawing our attention to some habituses of language, he brings

forward a cognitive role for language that doestaot it into the instrument of thought,
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but only into a facilitator (or, as he likes to say'scaffolding”) for thought’ Quite
often, in writing or speaking, one discovers hdrsal/ing thoughts that otherwise she
would not have. By “objectifying” the thoughts acahtemplating them, be they written
or spoken, one has a different access to them hvd#gems to provide a different
stimulus. According to Clark, although languagea'spger function is to communicate
our thoughts its capacity to objectify thoughts@nsd it with a derived function as an
aid to reflect, revise and, in general, facilitater access to our thinking. In Clark’s
words, language gives birth to a “second-order tivgndynamics”, i.e., a return to,
and revision of, our thoughts. This way, languagedmes an external tool that we use
in order to gain knowledge about our own mental [ifhis also explains why there is a
correlation between having a language and beingldamf deliberation.

However, there is a more interesting sense in wiaichuage is a cognitive tool.
There are external tools that are internalized.ifgtance, we make multiplications with
the external help of pencil and paper, but we dtsd internalizing that external help
and imagining numbers written on a piece of papellowing a Vygotskyan line, Clark
suggests that language can be so internalizechédsdgnitive uses that we make of
language as an external tool become cognitive afseart of our mental life, it can be
regarded as internal to the mind. In general, #reyuses that are involved in hard or
resource-consuming cognitive tasks, such as mighiggbn or conscious deliberation, so
it is unsurprising that they resort to an extemél

The picture that results may explain what we cdlitloa ‘real data of
introspection’: the fragmentary pieces that we eignee are parts of an “inner talk”
that helps us to think. Those linguistic items@oe“carrying thoughts”: they are just
provoking them. And you do not need an especialhglsentence to provoke a thought

in someone who knows pretty well what you are idieg to say. In addition, we think
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that the experimental evidence by Spelke and Tisivkientioned above— about the
difficulty to integrate information without languagloes not falsify the hypothesis
either. For instance, searching for an object wtherrelevant information comes from
different sources —geometry and color— may be dieose difficult cognitive tasks
that the use of NL makes easier. So it is to beebga that blocking the linguistic

system will have an effect on the degree of suctmrgbat task.

Conclusions

We have argued that the argument from explicitpesgs a real problem for the view
that minds use natural language as the instrunoetihéught. Drawing on
considerations from philosophy of mind and fromergadevelopments in pragmatics,
we have contended that both premises of the arguntieait the instrument of thought
must be explicit, and that NL is not explicit— aually plausible. Thoughts demand a
kind of completeness and stability of meaning tilatsentences —being remarkably
underdetermined— cannot provide.

On the other hand, the real data of introspectpmak in favor of a use of NL in
thought as if we spoke to ourselves. Two questspmmg to mind: (1) if speaking to
oneself can be described as a case in which the ofispeaker and hearer is
reciprocally transparent, why does one speak aif &tlat, or something similar, were
indeed what one does?, and (2) if we use Menté&beghinking, why would we use
language too? The answer to both these questidhe same: we use language as a
cognitive dynamist, to “contemplate” our own thotgtBy so doing we have an easier
access to certain thoughts and trains of them,amdig our attention on them and we
bring them back to memory much more easily. We fzgeaed that this position

explains, and coheres with, the real data of ipi&oson, as well as with empirical data
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that allegedly support the cognitive view of langeaMoreover, this position has no

problem with the argument from explicitness: aromplete or ambiguous expression
can help us to think insofar as we can interpral/g are able to do this if (1) we know
enough about the mental states of the speakerda®jyand (2) the language that we

use to interpret the inexplicit utterances is fséambiguities (as Mentalese i3).
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A word about this: It is in the context of discusgthis last point (i.e., whether images
can be another vehicle of thought or not) where@laers concedes that some thoughts
may use a mixed vehicle. He tries to show that saone cannot carry thoughts (they
are non-propositional), but concedes that they beaiyvolved in some thoughts. Even
imagistic thoughts are language-related: "in mafriyase cases where a thought is
carried by an image of an object, an embeddinglimgaiistic context may be necessary
to confer on that image a determinate content'9§1253). For this reason, we take it
that Carruthers's cautious phrasing of his thesésamscious thinking involves [instead
of ‘uses only’] public language” is directed to gorce the reader that his role for
language covers thoughts that include images, ahtbrdeny that some thoughts are
entirely linguistic. This is a direct consequentdis introspection argument: he takes
for granted that some thoughts appear consciosstpmpletely linguistic. What he is

at pains to show is that even those thoughts thaiotl appear as linguistic (i.e.,
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imagistic thoughts) have often a linguistic compun8e it as it may, we take it that the
arguments to be considered apply equally (or withomvariations -see later) to these
two theses: (a) conscious (or whatever) thinkingives NL, and (b) conscious (or
whatever) thinking uses NL as its only vehicle.

2 See chapter 3. There Carruthers only claims thets been shown by Sperber and
others that NL is multiply ambiguous so the cont#rits sentences cannot be
propositional. In our opinion, the argument habéaleveloped further in order to make
it sound convincing, and this is what we mean tandihis paper.

3 We will modify this formulation later on.

* This is the path we follow in Vicente and Martindanrique (2005), where we
discuss two different ways of construing the argonfiemm semantic underdeterminacy
to the non-compositionality of natural language.

® As Carston (2002b, 132) points out, Recanati'siiive truth-conditions, and his
correlated notion of ‘what is said’, denote veryahnihe same sort of entity as Bach’s
‘impliciture’ (Bach 1994) or Sperber and Wilson'’s ‘explicat (Sperber and Wilson
1986/95), even though there are some major difta®im their wider
semantic/pragmatic frameworks.

® For a characterization of and an attack on mirismalsee Recanati (2001). For a
defense see Borg (2004), Cappelen and Lepore (2@@not clear to us, however,
whether Cappelen and Lepore would endorse this haddieguistic processing. It is
true that they defend the psychological realitynifiimal propositions, but we think
that not in the sense that they are entertaineat®deinriched ones, i.e., as necessary
steps in the process of interpretation.

" One may relax this condition, and make it gradadséablishing that L is explicit iff

mostof its sentences have their truth conditions giusih by its semantics. This allows
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for a language that is largely explicit but withahiislands" of non-explicit sentences.
We take it that Recanati refers to this secondjajske sense when he argues that the
majority of NL sentences are semantically underdateate.

8 Fodor's (2001) argument for the inexplicitnesslbfuses examples of sentences that
are pragmatically enriched, so it fails to showt thh is not explicit in the weak sense.
Consequently, it falls short of proving that NL oahbe the vehicle of thought: it might
be the case that the NL sentences deployed in th@ug explicit, not the inexplicit
sentences that we actually utter.

® Sometimes the label of ‘underdeterminacy’ is usecbver all cases of inexplicitness,
including both “genuine” underdeterminacy and egke® of pragmatic enrichment in
general (see, e.g. Carston, 2002a). For our puspags important to distinguish the
inexplicitness caused by the presence of underdeted terms (the dangerous kind)
from that whose origin is pragmatic enrichment (mediable kind).

9 The notion of ‘optional’ for Recanati is not saisthtforward as it seems at first sight.
We think that the following is the most plausibdading of his views: The elements
added by free enrichment, such as ['here'] ing(®E) optional in the sense that they are
not necessary in order to obtain a truth-conditioadition of the sentence, but they
are not optional in order to obtain timuitive truth-conditions. In order words, there is
a sense in which the contemtaindateghe addition of a particular element, on penatty o
misunderstanding in a gross manner what the sp&akeds to say. This contrasts with
the process of obtaining an implicature, which iechnmore optional: the hearer may
disavow the implication 'you ought to take an uriiaréhat may be inferred from an

utterance of (1).
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1 And not even all of them, only the so-calfmate indexicals (if there are any).
Demonstratives, for instance, also require the wimgext to be given a suitable
assignment.

12 See Pagin (2005) for an extended discussion omasitibnality and unarticulated
constituents. Pagin’s paper is also devoted taligmission of Fodor's (2001) argument
against the use of language in thinking. Howevagiffocuses on what Fodor has to
say about compositionality of language and thoagldt on the examples he does use of
provision of unarticulated constituents. Here wee aullling from the explicitness thread,
with the conviction that it is explicitness and ompositionality what is the real issue
in these matters.

13 The underdeterminacy in ‘Ringo is the Beatle éltke most’ can be solved by means
of an explicitation: ‘the statue of Ringo is thatse of a Beatle | like the most’. This
should clarify the possible ambiguity, but doestell, it clarifiesthat ambiguity, but
this new sentence happens to be ambiguous iteelivd could be speaking either about
the statue of Ringo or about a picture of it (wektpictures of all the statues and the
picture of Ringo’s statue happens to be the b€stljcover and Jackendoff sum up the
lessons of these examples in the following “state” (2004, 371):

“The syntactic structure NP may correspond to #mantic/conceptual structure
PHYSICAL REPRESENTATION (X) where X is the ordinangerpretation of NP”.

14 We thank an anonymous referee for pressing thigt.po

!5 This is not a question about whether we introspeentertain phonological
representations of the sentence ‘John is ready’d@vieot claim that we don’t. We do
introspect tokens of that kind of sentences, asageiore fragmentary discourse. The
question is about whether when we do so we areeait@taining the minimal thought

that these kinds of sentences are said to express.
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% This also holds for NL-plus-images sentences.

7 Jackendoff (1997) suggests a similar role for lgmg, from assumptions having to
do with his theory of consciousness. The morahefdtory is pretty similar to the one
told in this section, given that the cognitive rofdanguage arises from its being at the
interface between mind and world. Bermudez (2008peses Clark’s overall view,
while at the same time holding that NL is the vehaf the typically human thought.
Carruthers (2006) comes close to Clark’s positamg tries to integrate it within a
modularist view of the mind, where NL would be aam&to globally broadcast our
thoughts.

18 This paper is thoroughly collaborative. Order oftership is arbitrary. The paper has
benefited from discussions held at the Universit¢mnada and Barcelona University
(Logos group). We are especially grateful to anngnmus referee d¥letaphilosophy
(S)he has done much to improve our first draft. M\for this paper has been funded by
Research Projects HUM2005-03211/FISO, HUM2005-07682-00 and HUM2005-

07358.
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