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Abstract

Gigerenzer has argued that it may be inappropriate to characterize some of the biases

identi®ed by Kahneman and Tversky as ªerrorsº or ªfallacies,º for three reasons: (a) accord-

ing to frequentists, no norms are appropriate for single-case judgments because single-case

probabilities are meaningless; (b) even if single-case probabilities make sense, they need not

be governed by statistical norms because such norms are ªcontent-blindº and can con¯ict with

conversational norms; (c) con¯icting statistical norms exist. I try to clear up certain misun-

derstandings that may have hindered progress in this debate. Gigerenzer's main point turns out

to be far less extreme than the position of ªnormative agnosticismº attributed to him by

Kahneman and Tversky: Gigerenzer is not denying that norms appropriate for single-case

judgments exist, but is rather complaining that the existence and the nature of such norms

have been dogmatically assumed by the heuristics and biases literature. In response to this

complaint I argue that single-case probabilities (a) make sense and (b) are governed by

probabilistic norms, and that (c) the existence of con¯icting statistical norms may be less

widespread and less damaging than Gigerenzer thinks. q 2000 Elsevier Science B.V. All

rights reserved.

Keywords: Heuristics and biases; Judgment under uncertainty; Norms of reasoning; Frequentism;

Concepts of probability

1. Introduction

1.1. Gigerenzer's three critiques

In a series of publications, Gigerenzer (1991a,b; 1993; 1994; 1996; 1998) and his

colleagues (Gigerenzer, Hell & Blank, 1988; Gigerenzer & Hoffrage, 1995; Giger-

enzer, Hoffrage & KleinboÈlting, 1991; Gigerenzer & Murray, 1987, chap. 5; Giger-
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enzer, Swijtink, Porter, Daston, Beatty & KruÈger, 1989, chap. 6; Gigerenzer, Todd &

ABC Research Group, 1999; Hertwig & Gigerenzer, 1999; see also Cosmides &

Tooby, 1996) have expressed some reservations about a program of research which

was initiated by Kahneman and Tversky (Kahneman, Slovic & Tversky, 1982;

Tversky & Kahneman, 1974; 1983; see also Nisbett & Ross, 1980; Piattelli-Palmar-

ini, 1994) and which has come to be known as ªthe heuristics and biases approach to

judgment under uncertaintyº. Gigerenzer's reservations can be divided into three

groups. First, on the empirical level, Gigerenzer argues that some of the biases

identi®ed by Kahneman and Tversky are unstable, in the sense that for example

in some cases their magnitude can be considerably reduced by asking questions in

terms of frequencies rather than in terms of probabilities. Second, on the methodo-

logical level, Gigerenzer argues that, because Kahneman and Tversky's heuristics

are formulated by means of vague, atheoretical terms like ªrepresentativeness,º the

appeal to these heuristics as generators of biases has limited explanatory power;

Gigerenzer advocates instead an increasing emphasis on investigating the cognitive

processes that underlie judgment under uncertainty. Third, on the normative level,

Gigerenzer argues that it may be inappropriate to characterize some of the biases

identi®ed by Kahneman and Tversky as ªerrorsº or ªfallacies,º for three reasons. (a)

According to frequentists, no norms are appropriate for single-case judgments

because single-case probabilities are meaningless. (b) Even if single-case probabil-

ities make sense, they need not be governed by statistical norms because such norms

are ªcontent-blindº and can con¯ict with conversational norms. (c) In some cases

con¯icting statistical norms exist (ªstatistics does not speak with one voiceº).

Because it turns out that Gigerenzer's empirical disagreement with Kahneman

and Tversky is probably much smaller than one might think at ®rst sight (Kahneman

& Tversky, 1996), and because I believe that Gigerenzer's methodological remarks

are on the right track, I will focus on Gigerenzer's normative critique, which has

been so far relatively neglected. I will try to clear up certain misunderstandings

which may have hindered progress in the debate, and I will argue that some of

Gigerenzer's reservations can be countered: it does seem appropriate to characterize

some of the biases identi®ed by Kahneman and Tversky as ªerrorsº or ªfallaciesº. In

the next three sections I address the speci®c points of Gigerenzer's normative

critique; in the remainder of the current section I explain why normative issues

are worthy of investigation.

1.2. The importance of normative issues

Given that, as Kahneman and Tversky note, ªGigerenzer's [normative] critique

consists of a conceptual argument against our use of the term ªbiasº,º (Kahneman &

Tversky, 1996, p. 582) some people may take the dispute to be merely terminolo-

gical. Although at a super®cial level the dispute is indeed terminological, at a deeper

level what matters is Gigerenzer's reason for objecting to the use of the term ªbiasº:

Gigerenzer argues that Kahneman and Tversky may be comparing the performance

of the participants in their experiments with inappropriate (i.e. incorrect) norms.

But the question of which ± if any ± norms are appropriate for judgment under
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uncertainty is far from terminological and may be of the utmost importance: given

that uncertainty is a pervasive fact of life, making the right judgments under condi-

tions of uncertainty has practical signi®cance. The topic of judgments under uncer-

tainty is not exhausted by describing the relevant cognitive processes: one also

wants to know how to improve such judgments, and improvement presupposes

existence of appropriate norms. The issue of whether such norms exist is worthy

of investigation, as is the issue of whether the norms delivered by probability and

statistics are appropriate. Given the nature of these issues, the investigation will have

to be primarily conceptual rather than empirical, but conceptual clari®cation is a

prerequisite for empirical progress.1

2. Does frequentism cast doubt on the existence of appropriate norms?

2.1. Gigerenzer's argument

For present purposes, it suf®ces to de®ne roughly a single-case proposition as a

proposition about a particular individual or event (e.g. the proposition that Linda is a

bank teller) and a single-case judgment as a judgment expressing one's (degree of)

con®dence in (the truth of) a single-case proposition (e.g. the judgment that one is

75% con®dent that Linda is a bank teller). Let P be:

(P) Probabilities cannot be meaningfully applied to single-case propositions.

Gigerenzer has repeatedly advanced an argument that can be formulated as follows

(Gigerenzer, 1991a, p. 88; 1996, p. 593; Gigerenzer et al., 1991, p. 525):

(FP) According to frequentism, P is true.

Thus: (FC) According to frequentism, no norms are appropriate for single-case

judgments.

Some of Gigerenzer's writings may give the impression that he also endorses the

further argument from FC and P 0 to C:

(P 0) Frequentism is true.

Thus: (C) No norms are appropriate for single-case judgments.

Indeed, Gigerenzer (1991a, p. 88) claims that ªthe frequentist interpretation of

probability has been dominant since about 1840º and ªdominates today's statistics

departmentsº (p. 87; cf. Cosmides & Tooby, 1996, p. 4; Gigerenzer et al., 1991, p.

525). In other places, however, Gigerenzer is careful to avoid assuming that

frequentism is true (Gigerenzer, 1993, p. 290; 1994, p. 141) and stops short of

asserting C, limiting himself instead to FC (Gigerenzer, 1991a, p. 92; Gigerenzer

et al., 1991, p. 525). In fact, Gigerenzer (pers. commun.) has con®rmed that he does

not intend to assert P 0 or to infer C from FC. This is an important point at which a

lack of clarity in the debate has led the participants to talk at cross-purposes (e.g.

Samuels, Stich & Bishop, in press): Kahneman and Tversky (1996, p. 586) attributed

to Gigerenzer the position of ªnormative agnosticismº (namely C), but Gigerenzer
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in his reply (Gigerenzer, 1996) did not explicitly disavow this position (he

disavowed it in a personal communication, 1999). In any case, more important

than who said what is the clari®cation of Gigerenzer's position: Gigerenzer is not

denying the existence of norms that are appropriate for single-case judgments, but is

rather arguing that the widespread acceptance of frequentism places the burden of

proof on those (like Kahneman and Tversky) who claim that such norms exist.

I deny that the predominance of frequentism generates such a burden of proof: in

response to Gigerenzer's argument, in the next two subsections I argue respectively

that (a) properly understood, P is false, and that (b) FC does not follow from FP

because C does not follow from P.

2.2. Frequentism and single-case probabilities

How could anyone hold P? According to the standardly accepted de®nition, a

probability measure is any real-valued, nonnegative, countably additive function

that has as domain a s-®eld of subsets of a sample space and assigns value 1 to

the sample space (e.g. Dudley, 1989, p. 196).2 Provided that propositions can be

modeled as sets (e.g. as sets of ªpossible worldsº (Lewis, 1986, p. 53)), nothing

prevents one from de®ning probability measures on single-case propositions (or on

sets of apples for that matter). No frequentist can reasonably deny this; so frequen-

tists who assert P probably mean something else.

To see what they might mean, it is essential to distinguish the (above-mentioned)

mathematical de®nition of a probability measure from various concepts of prob-

ability (or the probability calculus from various interpretations of that calculus; cf.

Cosmides & Tooby, 1996, p. 8). A frequentist concept of probability is concerned

with probability measures whose domains are sets of collections of events (or sets of

multiple-case propositions) and whose values are (limits of) relative frequencies in

these collections. A subjectivist concept of probability is concerned with probability

measures whose domains are sets of propositions and whose values are degrees of

con®dence in these propositions. Further concepts of probability can be de®ned

(Carnap, 1945; Good, 1959; Howson, 1995; Mackie, 1973, chap. 5). Now by de®ni-

tion frequentist probabilities cannot be meaningfully applied to single-case proposi-

tions but subjectivist probabilities can; therefore, frequentists who assert P by

referring to ªprobabilitiesº simpliciter may be neglecting the fact that more than

one concept of probability exists or may be assuming that non-frequentist concepts

of probability are problematic.

But I see no obvious way in which a subjectivist concept of probability is proble-

matic. Nothing prevents one from de®ning a function which to every proposition

(including single-case ones) believed by an individual with a certain degree of

con®dence assigns a number in [0, 1] which is the individual's degree of con®dence

in the proposition. Nothing prevents this function from being a probability measure
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in the mathematical sense, and thus a subjectivist concept of probability from being

instantiated. I am not claiming that a subjectivist concept of probability is instan-

tiated: maybe people's degrees of con®dence never obey the probability axioms. I

am claiming only that such a concept can be instantiated, and this is enough to refute

P. Some frequentists might insist: ªThe phrase ªprobability of deathº, when it refers

to a single person, has no meaning at all for usº (von Mises, 1928/1957, p. 11; quoted

by Gigerenzer et al., 1991, p. 525; also by Gigerenzer, 1991a, p. 88; 1993, p. 292). If

their claim is not about subjectivist probability (e.g. if they are denying that a

particular person ± or uranium atom ± has a certain ªobjective probabilityº or

ªpropensityº or ªchanceº of dying ± or decaying ± within the next year), then

their claim is irrelevant to present concerns. But if their claim is about subjectivist

probability, then the dispute becomes merely terminological. One could go along

with frequentists and refuse to call degrees of con®dence ªprobabilitiesº;3 the fact

would remain that nothing prevents degrees of con®dence from being probabilities

in the mathematical sense and thus from instantiating a legitimate concept of prob-

ability.

In conclusion, if the ªprobabilitiesº referred to in P are frequentist, then P is true

but irrelevant; and if they are subjectivist (i.e. degrees of con®dence), then P is

relevant but false.

2.3. Appropriate norms without subjectivist probabilities

Contrary to what we have been given reason to believe so far, suppose that

subjectivist probabilities cannot be meaningfully applied to single-case propositions

because a subjectivist concept of probability is problematic. Maybe, for instance, the

sets of people's beliefs cannot correspond to s-®elds; or maybe people's beliefs

cannot have precise numerical degrees of con®dence. (I believe that these problems

can be met, but I am making a counterfactual supposition for the sake of argument.)

Still, it does not follow that no norms are appropriate for single-case judgments. One

can still plausibly claim, for instance, that it is unreasonable to be highly con®dent

both in a proposition and in its negation (cf. Kahneman & Tversky, 1996, p. 586). Of

course the question arises how such norms are to be justi®ed. I address this question

in the next section; my present point is only that, since it is possible that norms

appropriate for single-case judgments exist even if single-case probabilities make no

sense, C does not deductively follow from P, so that FC does not follow from FP. In

other words, the case for norms appropriate for single-case judgments does not stand

and fall with the case for single-case probabilities. Actually Gigerenzer agrees: he

understands ªno normsº in C and FC as ªno statistical normsº (pers. commun.). But

Gigerenzer has not always been clear on this matter and has sometimes been misun-

derstood; for example, the position of ªnormative agnosticismº that Kahneman and

Tversky (1996, p. 586) attributed to Gigerenzer ± and that Gigerenzer (1996) in his
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reply did not explicitly disavow ± concerns the appropriateness for single-case

judgments of any normative standards. In any case, the more important point is

that the widespread acceptance of frequentism places no burden of proof on those

who believe that norms appropriate for single-case judgments exist.

3. Arguments for the existence of appropriate norms

Even if Gigerenzer is wrong to claim that the predominance of frequentism casts

doubt on the existence of norms appropriate for single-case judgments, arguably

Gigerenzer is right to complain that the existence and the nature of such norms have

been uncritically assumed by the heuristics and biases literature. In response to

Gigerenzer's complaint, in the next two subsections I try to justify respectively

(a) the extra-statistical norm of calibration and (b) the probabilistic norms (like

the ªconjunction ruleº) which specify that degrees of con®dence ought to satisfy the

probability axioms. (These probabilistic norms should be distinguished from statis-

tical norms like the norm that, when all one knows about a ball is that it was

randomly drawn from an urn containing two black and three white balls, one

ought to be 40% con®dent that the ball is black. Statistical norms are dealt with

in the next section.)

3.1. Is calibration an appropriate norm?

In calibration experiments, participants typically answer a series of questions and

indicate, after answering each question, their degree of con®dence in the correctness

of their answer (Alpert & Raiffa, 1982; Keren, 1991; Lichtenstein, Fischhoff &

Phillips, 1982). A typical ®nding, labeled overcon®dence, is that con®dence exceeds

accuracy; i.e. for each degree of con®dence x, the proportion of correct answers

among the answers for which con®dence x was indicated is lower than x. (E.g.

among the answers for which con®dence 90% was indicated, only 75% may be

correct.) Gigerenzer (1991a, p. 88; 1993, p. 298) asks: ªhas probability theory been

violated if one's degree of belief (con®dence) in a single event (i.e. that a particular

answer is correct) is different from the relative frequency of correct answers one

generates in the long run?º Gigerenzer answers negatively, but his answer is irre-

levant, because his question is misleading. In calibration experiments, the relative

frequency of correct answers one generates in the long run is not compared with

one's degree of con®dence in a single event, but rather with a degree of con®dence

that happens to be the same for a series of single-case judgments:

If a person assesses the probability of a proposition being true as 0.7 and later

®nds that the proposition is false, that in itself does not invalidate the assessment.

However, if a judge assigns 0.7 to 10 000 independent propositions, only 25 of

which subsequently are found to be true, there is something wrong with these

assessments. The attribute that they lack is called calibration (Lichtenstein et al.,

1982, p. 306; cf. Alpert & Raiffa, 1982, p. 295).
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Gigerenzer might agree but still demand a justi®cation for the norm of calibration.

Here is an attempt to come by such a justi®cation:

A patient who is informed by his surgeon that she is 99% con®dent in his

complete recovery may be justi®ably upset to learn that when the surgeon

expresses that level of con®dence, she is actually correct only 75% of the time.

Furthermore, we suggest that both surgeon and patient are likely to agree that such

a calibration failure is undesirable (Kahneman & Tversky, 1996, p. 588).

Would Gigerenzer be indifferent between getting a diagnosis of almost certain

recovery from a calibrated and from an overcon®dent surgeon? Would Gigerenzer

be indifferent between getting a weather forecast of almost certain sunshine from a

calibrated and from an overcon®dent forecaster? It seems that calibrated persons

have both a pragmatic and an epistemic advantage. Gigerenzer (pers. commun.) has

replied that ªone cannot justify a general norm by providing a few reasonable

examplesº. True, but the plausibility of these examples now shifts the burden of

proof to those (like Gigerenzer) who question the norm of calibration. On the other

hand, I grant that these examples are different from those with which participants in

calibration experiments are presented, and thus do not straightforwardly support the

claim that overcon®dence in experimental contexts is an ªerrorº.

3.2. Arguments for the appropriateness of probabilistic norms

A simple consequence of the de®nition of a probability measure is that the prob-

ability of the conjunction of two propositions cannot exceed the probability of either

conjunct. A corresponding norm for judgments under uncertainty is the conjunction

rule: one's degree of con®dence in the conjunction of two propositions ought not to

exceed one's degree of con®dence in (either) one of the conjuncts (e.g. Stein, 1996,

p. 6). Tversky and Kahneman (1983) found that people's judgments frequently

violate the conjunction rule. For example, when presented with a description

suggesting that Linda is a feminist but not a bank teller, people typically assign

higher con®dence to the proposition that Linda is a bank teller and is active in the

feminist movement than to the proposition that Linda is a bank teller. Gigerenzer

(1991a, p. 91; 1996, p. 593) suggests that there is nothing wrong with such judg-

ments. Gigerenzer, however, neglects to address the fact that two long-standing

research programs have aimed at showing that degrees of con®dence ought to satisfy

the axioms of probability. The ®rst of these programs starts with the assumption that

the preferences of rational persons satisfy some simple conditions (like transitivity)

and goes on to prove, by means of representation theorems, that rational persons

have probability and utility functions with respect to which their preferences maxi-
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mize expected utility (Maher, 1993; Ramsey, 1926/1980; Savage, 1954).4 The

second of these programs tries to show, by means of Dutch book arguments, that

people whose degrees of con®dence violate the axioms of probability can be made to

suffer a sure loss in a betting situation (de Finetti, 1937/1980; Horwich, 1982;

Howson & Urbach, 1993; for a critique see Maher, 1993; 1997).5 Recently a third

research program has also gotten under way: Joyce (1998) has proven a theorem to

the effect that, given certain reasonable constraints that any measure of accuracy for

a system of beliefs must satisfy, for any set of degrees of con®dence which violates

the probability axioms there is another set which satis®es the axioms and is more

accurate than the former set in every possible world (i.e. no matter which proposi-

tions turn out to be true and which false). So the epistemic goal of maximizing the

accuracy of one's beliefs provides a justi®cation of probabilistic norms. Gigerenzer

adduces no reason for believing that any of these research programs fails; thus

Gigerenzer is not entitled to conclude that there is nothing wrong with judgments

which violate the conjunction rule, or, more generally, the probability axioms.

Responding to an earlier version of this paper, Gigerenzer (pers. commun.)

claimed that I did ªnot provide a justi®cation for why representation theorems

and Dutch book arguments apply to the Linda problemº. But by their very nature

representation theorems and Dutch book arguments are content-neutral: they apply

to every problem, and thus also to the Linda problem. Gigerenzer believes that ªa

norm needs to be justi®ed for a given situation or problemº (pers. commun.). But

then it is incumbent on him to explain what is wrong with the above content-neutral

justi®cations of probabilistic norms; it is not enough to assert that norm justi®cation

cannot be content-neutral. Gigerenzer might respond that he does have an argument

against the content-neutrality of norm justi®cation, as follows. To solve textbook

probability or statistics problems certain assumptions are standardly made which

typically do not apply to real-world problems. For example, in real-world problems

the available data are seldom the outcome of random sampling, and people are

frequently able to search for information and ªdecide for themselves which features

of the problem situation might be relevantº (Gigerenzer & Murray, 1987, p. 164; cf.

Gigerenzer et al., 1989, p. 230). So the norms that apply to textbook problems differ

from the norms that apply to real-world problems. This argument, however, does not

show that in real-world problems one's degrees of con®dence need not satisfy the

probability axioms; the argument shows rather that, when applying statistical norms

to a real-world problem, one needs to examine carefully the appropriateness of one's

assumptions by taking into account the content of the problem. In this sense of

ªcontent-neutralityº I agree that the justi®cation of statistical norms cannot be

content-neutral; but this is a sense different from the one in which the justi®cation
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of probabilistic norms provided by representation theorems and the like is content-

neutral.

Gigerenzer has also replied that probabilistic norms need not apply to the Linda

problem because conversational norms may have instructed the participants to

understand ªprobabilityº non-mathematically (cf. Hertwig & Gigerenzer, 1999). I

respond to an analogous point in the next section when I address the ªEngineer/

Lawyer problemº.

4. Are statistical norms appropriate?

4.1. Real-world versus experimental contexts

As we saw at the end of the last section, Gigerenzer remarks that caution is needed

when applying statistical norms to real-world contexts. Therefore, Gigerenzer and

Murray argue, from the premise that participants in psychological experiments

perform poorly the ªconclusion that the man-in-the-street's reasoning is biased

and irrational is ¼ unwarrantedº (Gigerenzer & Murray, 1987, p. 167).

Although some real-world contexts (e.g. gambling) closely approximate certain

experimental contexts, it seems indeed that the inference from poor performance in

experimental contexts to poor performance in real-world contexts is not immediate.

(This is not to say that the inference is unwarranted; see Nisbett & Ross, 1980, chap.

11.) Moreover, as I said, I agree with Gigerenzer that one should not apply statistical

norms in a mechanical fashion but should rather check whether the content of each

particular real-world situation warrants such an application (for a concrete example,

see the ªcab problemº in the next subsection). On the other hand, note that perfor-

mance in experimental contexts should be compared with norms applicable to

experimental contexts in order to determine whether the biases identi®ed by Kahne-

man and Tversky should be characterized as ªerrorsº or ªfallaciesº. Given that

experimenters are typically careful to for example stipulate random sampling,

Gigerenzer's points about real-world contexts provide in themselves no argument

against the appropriateness of statistical norms for experimental contexts.6

Gigerenzer's writings might suggest, however, that statistical norms are some-

times inappropriate even for experimental contexts. Consider the Engineer/Lawyer

(E/L) experiments (Kahneman & Tversky, 1973; cf. Koehler, 1996), in which the

participants are presented with brief personality descriptions of several individuals,

allegedly sampled at random from a group of e.g. 30 descriptions of engineers and

70 descriptions of lawyers. The participants are asked to indicate, for each descrip-

tion, their probability that the person described is an engineer. It is found (inter alia)

that, when the description is totally uninformative with respect to the profession of

the described individual, the median indicated probability is around 50% (rather

than the presumably correct value of 30%). Gigerenzer and Murray (1987, p. 156)
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comment:

consider the additional information in the Engineer-Lawyer problem that a panel

of experts were ªhighly accurateº in the same task and that ªyou will be paid a

bonus to the extent that your estimates come close to those of the expert panelº¼

The subjects may understand from the success of the experts that the personality

descriptions are highly informative if only one knows how to read them. Thus

they might conclude that there is only one strategy to win the bonus, namely, to

concentrate on the description and to forget about the base rates.

The point seems to be that the application to E/L experiments of a general conversa-

tional norm which instructs listeners to interpret speakers' contributions to conver-

sations as relevant (cf. Grice, 1989; Sperber & Wilson, 1995) creates a context for

which statistical norms are inappropriate. (Schwarz, 1994; 1996 elaborates the idea

that several biases are partly due to the logic of conversation).7

The above reasoning is inconclusive. Let me grant that in the above context

conversational norms con¯ict with statistical norms: the former prescribe taking

into account a description which is in fact uninformative, whereas the latter

prescribe discarding the description. Still, Gigerenzer has not shown that one

ought to disregard the statistical rather than the conversational norms; thus Giger-

enzer is not entitled to conclude that statistical norms are inappropriate. In short,

Gigerenzer has at most provided an explanation, not a justi®cation, for the partici-

pants' disregard of statistical norms. (Note also that Gigerenzer's explanation seems

inapplicable to other biases like overcon®dence or even to cases in E/L experiments

in which participants are presented with genuinely relevant information, namely

informative descriptions.)

Gigerenzer (pers. commun.) has replied that he never intended to deny the appro-

priateness of statistical norms for experimental contexts; he intended rather to criti-

cize the ªcontent-blindº application of statistical norms to particular contexts

(experimental or not). I agree with the latter criticism, but if this is Gigerenzer's

whole point then I don't see the relevance of his appeal to conversational norms:

there may indeed be reasons why the participants' neglect of base rates in E/L

experiments is not irrational (as Mueser, Cowan and Mueser (1999) forcefully

argued), but as I explained above the fact that attending to the base rates con¯icts

with conversational norms is not in itself such a reason.

4.2. Do con¯icting statistical norms exist?

Gigerenzer and Murray (1987, p. 168) claim that ªat the concrete experimental
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level statistics does not speak with one voiceº. To support this claim, they examine

in detail (pp. 168±173; cf. pp. 157±162; Gigerenzer, 1991a, p. 104; Gigerenzer et al.,

1989, pp. 228±231) a version of what is known as the ªcab problemº:

A cab was involved in a hit-and-run accident at night. ¼ 85% of the cabs in the

city are Green and 15% are Blue. ¼ A witness identi®ed the cab as a Blue cab.

The court tested his ability to identify cabs under the appropriate visibility condi-

tions. When presented with a sample of cabs (half of which were Blue and half of

which were Green) the witness made correct identi®cations in 80% of the cases

and erred in 20% of the cases. ¼ What is the probability that the cab involved in

the accident was Blue rather than Green? (Tversky & Kahneman, 1980, p. 62).

To compute the ªcorrectº answer by means of Bayes' theorem, it is necessary to

assume that the reliability of the witness is the same under the testing conditions and

under the conditions prevailing at the night of the accident. Birnbaum (1983) has

noted that this assumption is unwarranted, because signal detection theory (backed

by data) implies that reliability depends on base rates, and the base rates under the

testing conditions differ from the base rates at the night of the accident. Different

theories of how the witness operates lead to different answers to Tversky and

Kahneman's question. Contrary to Gigerenzer and Murray, however, Birnbaum

does not conclude that con¯icting statistical norms apply to the cab problem; he

concludes rather that ªtheories of signal detection and judgment are required to

generalize from the court's test of the witness to the performance in the streetº

(Birnbaum, 1983, p. 91). Moreover, one might try to avoid the dif®culty by carefully

modifying the formulation of the cab problem:

The court tested the reliability of the witness under the same circumstances that

existed on the night of the accident and concluded that the witness correctly

identi®ed each one of the two colors 80% of the time and failed 20% of the

time (Tversky & Kahneman, 1982, p. 156).

Gigerenzer and Murray, however, point out that a dif®culty may still exist:

because the witness testi®ed Blue, the testimony ± if wrong ± can only be a false

alarm [i.e. mistakenly testifying Blue], not a miss [i.e. mistakenly testifying

Green]. If the witness wants to avoid giving the impression that his testimony

could be wrong, he may shift the criterion in the court's test so as to reduce false

alarms at the cost of misses (Gigerenzer & Murray, 1987, p. 173).

It seems indeed that statistics will provide a correct answer to the cab problem only

if one justi®es the assumption that the witness did not shift his criterion. But this

conclusion only underscores Gigerenzer's remark that care is needed to check one's

assumptions when applying statistical norms (see previous subsection); we have yet

to be shown that con¯icting statistical norms exist.

It might seem that belief in the existence of con¯icting statistical norms is wide-

spread. For example, Cosmides and Tooby (1996, pp. 2±3) claim:
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professional probabilists themselves disagree ± often violently ± about the central

issues in their ®eld. Different probabilists looking at the same problem will

frequently give completely different answers to it ± that is, they will make contra-

dictory claims about which answer is normatively correct.

Actually, however, from Cosmides and Tooby's claim it does not follow that profes-

sional probabilists accept con¯icting norms; maybe they accept the same norms but

disagree on how to apply them to particular problems. In any case, for the sake of

argument let us assume that professional probabilists accept con¯icting norms and

see what follows. I wish to present two reasons why the consequences may not be so

dramatic as one might think at ®rst sight. First, even if competing statistical theories

exist, these theories may still give the same answer for particular problems, maybe

even for many particular problems. (Indeed, it is hard to see why anyone would take

seriously a theory that would give weird answers to bread-and-butter problems.)

Second, the existence of disagreement about which norm is appropriate does not

imply that there is no fact of the matter about which norm is appropriate: maybe

exactly one of the con¯icting norms is. As an analogy, from the existence of

disagreement about the existence of black holes it does not follow that there is no

fact of the matter about whether black holes exist.

5. Conclusion

The topic of appropriate norms for judgments under uncertainty is of central

importance to the psychology of reasoning but has been relatively neglected in

the psychological literature. This paper represents an attempt to start ®lling this gap.

Gigerenzer complains that the heuristics and biases literature has somewhat uncri-

tically assumed that norms appropriate for single-case judgments exist and are

furnished by probability and statistics. To raise the heuristics and biases researchers

from their ªdogmatic slumber,º Gigerenzer has expressed some reservations about

the appropriateness of calling ªerrorsº or ªfallaciesº some of the biases identi®ed by

these researchers. In this paper I took Gigerenzer's reservations seriously and I

argued that some of them can be countered. First, do norms appropriate for

single-case judgments exist at all? Gigerenzer has been misunderstood as claiming

that they don't, whereas his real argument is that the predominance of frequentism

places the burden of proof on those who claim that such norms exist. In response I

denied that the predominance of frequentism generates such a burden of proof: I

argued that (a) frequentism provides no good reason to doubt the meaningfulness of

single-case probabilities and that (b) even if single-case probabilities were mean-

ingless it would not follow that no norms appropriate for single-case judgments

exist. Second, are probabilistic norms appropriate? I outlined three research

programs aimed at showing that degrees of con®dence ought to satisfy the axioms

of probability. Third, are statistical norms appropriate? I agreed with Gigerenzer that

when applying statistical norms one should carefully check the applicability of the
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assumptions that are standardly made to solve textbook problems. On the other hand,

Gigerenzer's attack on statistical norms by appealing to conversational norms I

found inconclusive: Gigerenzer is right that statistical norms can con¯ict with

conversational ones, but this does not show that it is the statistical rather than the

conversational norms which should be disregarded.

Where does this leave us? I think that Gigerenzer is right to stress that researchers

working in the psychology of reasoning would do well to justify rather than uncri-

tically assume the existence and the nature of the norms with which they compare

the performance of the participants in their experiments. But contrary to Gigerenzer

I presented reasons for believing that the result of this justi®cation process will, after

all, to a large extent vindicate probabilistic and statistical norms.
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