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8 CHAPTER 1. PLENARY LECTURES

1.1. Stabilization of Dynamical Systems by bounded feedbacks

R. Gabasov, F.M. Kirillova (Minsk, Belarus)

The stabilization is one of the actual problems of It
consists in constructing such the feedbacks that after closing unstable
systems become asymptotically stable. A stabilization problem is
plicated if bounded feedbacks are used. Synthesis
tems invariant with respect to large exterior disturbances and robust with respect
to large variations of systems parameters are of great importance. At solving the
problems mentioned, methods of synthesis of optimal feedbacks turn out to be

very effective. In the report a new approach to the synthesis
problems is described. Linear, quasi-linear, opti-
mal control problems are under consideration.

are given which demonstrate efficiency of algorithms of

methods of optimal synthesis for the solution of various
are presented. Examples are given.
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1.2. An Introduction to Validated Methods for Initial Value Problems
for Ordinary Differential Equations

Ken Jackson
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1.3. Mean-square stability analysis of numerical schemes for stochas-
tic differential equations

Taketomo Mitsui
Graduate

then, to be more crucial for
square stability, and show its
vector SDEs.
This is a joint work with Y. Saito, Gifu Shotoku Gakuen University.
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1.4. Spectrum and Periodic Solutions of Functional Differential
Equations

u(t) = Au(t) + F(t,w) + f(2),

where A is the infinitesimal generator of a Cy semigroup on a Banach space F,
u; is a function segment of u at time ¢ defined as u(8) = u(t + §), ~00 < 8 < 0.
The function f(t) is continuous, peiriodic or almost periodic.

The function F is assumed to be continuous in (¢, u;), where u, € B,
space called the phase space. To deal with such delay equation
Hale and Kato have defined an abstract phase space B. It is a space of
some functions ¢ : (—00,0] — E satisfying natural axioms deduced
from common properties of several concrete spaces appearing in the theory of
delay equations. The important property is that u, moves continuously in the
space B with respect to t and [lulg — 0 as t — oo provided |u(t)|z = 0 as
t — oo (the fading memory property). Assuming the fading memory property,
we can deal with the equations with infinite delay as in the case of finite delay.

Among many results I will pick up followings ones: (i) the distribution of the
spectrum of the generator of the solution semigroup on B of the linear
equation and the stability of the solution:(ii) the existence of
of linear periodic equation and the fixed point theorem by
the method of commuting operators associated with the linear equation
decomposition theorem;(iv) an introduction to the
and its application to the exisence of periodic and
the total stability of the equation and the existence periodic solutions.
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We report on recent

Vu Quoc Phong
Ohio University
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1.6. New results on g¢-difference equalitions: Back to Birkhoff’s pro-
gram
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1.7. Convergence rates of representation formulas for M-parameter
semigroups

Huane and Sen-Yen Shaw

:
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< 2w <T(-)m, ﬁ) ,z€X, teT.
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1.8. Greedy Algorithms in Nonlinear Approximation

V.N. Temlyakov

Our in this talk is nonlinear approximation.
the elements used in the
linear space but are allowed to

mostly
signals,
regard
one fixes a
by m terms of the basis.

other waveforms, then this type of
We will discuss

m terms. These algorithms are
More recently, there has emerged another more
which we call highly nonlinear ap-
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1.9. Optimal recovery and extremum theory

V.

a

of The

of a

which date

Landau,

trigonometrical, spher-

a value of a polynomial derivative) in fixed points
information.

for derivatives of smooth functions and recovery of
in a fixed point basing on inexact
recovery of smooth and analitic functions
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1.13. Amalytic continuation in some classes of separately analytic
functions of real variables

For;=..2---

nEg X X Ep)U U(By X oo X Epp_y X Dp)
-~XEj_1XEj+1X---Em

such that for every fixed y € Y; the function z — ﬂy, )
=d verifies Q;(D)f(y,-) =0, with D = (6: ,o

83'1\ )
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2.1. On the asymptotics of solutions of the Cauchy problem in Banach
spaces

Pham Ngoc Boi
Department of Mathematics

University of Vinh

Let B be a Banach space, and let A and R(e),e € [0,&0] be functions taking
values in [B], the space of bounded linear operators acting on B, integrable on
[0.T].T < 400 . In B we consider the following Cauchy problem

dz(t)

5 = Alz(t), 2(0) ==, (2.1)
dz(t , .
20— 4w+ R 2iste). 20 = 20 2.
The probiem of finding conditions for the convergence of of solutions of to

those of (2.2) in the case of Banach spaces has been investigated by many
ematicians, for instance. Kurzweil, Vorel, Antonsiewicz, Opial, Levin,
Yorke. Nguyen The Hoan. Zabreiko, Kostadinov. Nguven Hong Thai,
talk, we will present several results in this direction.
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form:

g(m, y)dy =0

equivalent to

series, A(0,0) = 0.
w; can be formally transformed into a final reduced form

d(y® — 2°) + (Bo(h) + 24 () (22dy — 3ydx)
= y* — 2%, Ao, A; € C[[h]). The form & is unique if A;(h) = 1, when

w

and the nature of

No. the
was treated in order to show that Gewr
J.-P. Ramis ([3]).
we show generic =
series if
z¥y and Ag = /Y klm

| b |< KA (2K 4 31)!

| B |< K AS™(6m)!

series are summable.

REFERENCES

M. Teisseyre, Algorithms for Formal Reduc-
, Journal on Dynamical and Control Systems,
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2.3. Lyapunov spectrum of nonautonomous linear stochastic differen-
tial equations
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2.4. Total Stability and the Existence of Almost Periodic Integrals
for Almost Periodic General Processes

Y. Hino (Chiba, Japan)

[1]

J.

[3] C. M. Dafermos. Almost periodic processes and almost periodic solutions of
erolution equations. Proceedings of a University of Florida Int ernational
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2.5. Solutions of Volterra Difference Equa-

Tetsuo Furumochi
Department of Mathematics, Shimane University, Matsue 690-8504, JAPAN

In this talk, we consider the Volterra difference equations
Tnt1 = (L(TL) - ZD(nika-’Bk): nez*
k=0

and

Tni1 =p(n) - z P(n)kaxk)a ne Za

k=—0c0

least continuous in z, and where a(n) converges to p(n) and
to P(n.k,z) in some sense. We discuss periodicity

by using Schauder’s first theorem and a growth condition
between solutions of the two equations.



CHAPTER 2. SECTION 1 27

2.6. Almost periodic solutions of higher order delay differential equa-
tions

various
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2.7. Center Manifolds of Partial Functional Differential Equations Re-
visited

We consider

(2.3)

&(t) = Az(t) + Fz, (2.4)

This is a join work with J. Wu (York University, Canada).
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2.9. Global Exponential Stability in Discrete-Time Analogues of De-
layed Cellular Neutral Networks
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2.10. Some Invariant Manifolds for Abstract Functional Differential
Equations and Linearized Stabilities

differential

(2.5)

w(t) = Au(t) + L(w) : (2.6)
on is under

operator for Eq. (2) possesses a
part.
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Minoru
Department
3-14-1
Tel: +81 45

We study the following second order linear ordinary differential equation of -
Schrédinger type containing a small parameter €, which sometimes represents
the Planck constant:

2
(1) » 4y a(z.£)y=0 (heN ¢,yeC; 0< 2| <z O<e< ),

v

dz?
R ‘ ’
(2) a(z,e) = Zaj g™ e (ap #0; a; € C; my > 0),
e
vy EyYy —\& FTEXT)Yy=\U

with a two-segment characteristic polygon (Nakano [4], Roos [8]). Roos also ana-
lyzes the equation with a three-segment characteristic polygon (Roos [9]), which
is

&y
(6) E‘E-z-—(cc5+e:c2+52)y=0.
In this talk. we consider (1) with an arbitrarily many-segment characteristic
polygon.
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2.12. Algebraic Solutions of Lotka-Volterra Equations

m 1 is not new. In fact, Cair6, Feix and Llibre [1] already gave
result, however, not sophisticated. Our notation makes their result
1eorem 2, the author predicts that there are only a few number of
algebraic curves of degree 2 3.

References

1. L. Cairé, M. R. Feix, J. Llibre, Darboux method and search of invariants for the
Lotka-Volterra and Complex quadratic systems, J. Math. Phys. 40 (1999), 2074-2091.
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2.14. Bounded Solutions and Periodic Solutions to Linear Differential
Equations

Hence, to obtain criteria on the existence of bounded solutions to Equation (2.7), we
will employ the above relation (2.9).

This manner can be applied to evolutionary systems and functional differential equa-
tions.
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2.15. testing in-
1, France)
curve I
are meromorphic of I
Group equation(s)
algebra.

is still abstract and requires some skill {and or
In this work, we present several practical
based on the local study of

adapted to
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3.1. From differential-algebraic equations to implicit difference equations

By Pham Ky Anh, Nguyen Huu Du and Le Cong Loi

Vietnam National University, Hanoi
This report summarizes our recent results on implicit difference equations (IDEs):
Aﬂ£ﬂ+1 + Bnmn = qn (3-1) )

where A,. By, £ R™*", g, € R™ and the matrices A, are all singular.

2. Under certain additional conditions, the solvability of the mentioned above IVPs
for linear IDEs. where ker An41 € ker A, or rankA,; > rankA, for all n, has been
investigated.

3. The mu':ipoint boundary-value problems (MPBVPs)

AnZns1 + Bpztn=¢n (n=0,N - 1) (3:2)

IVP
solution
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o(A).c(f)No(B) =0,
then there exists a unique solution z; to Eq. (8.4) such that o(zy) C o(f).

In the above theorem and corollary, if f is almost periodic, then so is the
5. Below we will use the following notation o4(B):= {A € C: B
With this notation we have

Theorem 3.2 If for every f € A(X) Eq. (3.4) has a unique solution x; such that
o(zs) CA, then ANo4(B) = @.

Theorem 3.3 Let zy be a solution to Egq.
ora(B)\o(f) is closed, and is
there erists an almost
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3.3. Some classical inequalities for derivatives in Banach spaces generated
by convex and concave functions

Ha Huy Bang
Hanoi Institute of Mathematics

Bohr, Bernstein for
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3.5. On the Stabilizability of Control Systems with Multiple Continuous
Delays

X'(t) = A(t)X(t). We also use the par-
Xt) on R* x C[{—h,0}, which was found
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3.6. Generalized Collocation RKN Methods
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3.7.
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Nguyen

' H-og ~
A (z—€)*+(H- .y(;g))zdg = f(z),

References

(1] D. D. Ang, N. V. Nhan and D. N. Thanh, A nonlinear integral equation of
gravimetry. Uniqueness and approzimation by linear moments, Vietnam J. Math. 27

(1999), 61-67.
[2] D. D. Ang, D. N. Thanh and V. V. Thanh, Indentification of mass inhomogeneity
surface gravity anomalies, Geophysical J. International, The Knopoff Volume, Blackwell

Science Oxford, UK, 143 (2000), 1-4.
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Minh City

surface of a half-plane
line below the sur-
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3.11. The improved sweep method for solving nonself-adjoint boundary
value problems

Vu Hoang Linh
Faculty of Mathematics, Mechanics, and Informatics
University of Science, Hanoi National University
e-mail: vhlinh@hn.vnn.vn

Abstract. Consider the homogeneous boundary value problem for a second order linear
differential equation

¥'(z) + gz, X a)y(z) =0, z1<z< 2
a1y’ (z1) — biy(z1) = 0;
azy'(z2) — bay(z2) = 0.

Here a is a given parameter and ) is a required spectral parameter; ai, b (1 =1,2) are
given complex numbers (Ja;{2+[b;]> > 0; i = 1, 2); Function ¢(z, A, @) is supposed to be
continuous. We are concerned in the computation of eigenvalues (EV-s) and eigenfunc-
tions (EF-s) of a discrete spectrum, which also depends on the parameter. The sweep
method that has been proposed previously by Abramov A.A., Konyukhova N.B. et.al.
will be improved with special respect to differential equations possessing singularities
and large parameters. Based on the Liouville-Green (JW KB) approximation of EF-s,
we suggest modifications in the definition of sweep functions and in the construction of
sweeping equations. Qur aim is the efficient computation of highly oscillatory and{or)

stabil-

Issues

of our

equa-
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3.12. Some extensions and applications of Gronwall-Bellman’s Lemma

Nguyen Dinh Phu, Hoang Thanh Long
Department of Mathematics and Informatics
Vietnam National University, Ho Chi Minh City

study of the

by Lemmas 6,
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3.13. Krylov W-methods for large stiff ODE systems

H.

We consider linearly implicit one- anc
of reaction-diffusion problems in 2D, whe
algebraic systems in the stages. One-step

They are characterized -

(A-, L-stable). a
of the
problem size. two the s
stages. They are especially designed for “machines The
construction of methods with stage order s is possible. and L-stable

methods (for constant stepsizes). Due to their high stage order there is (in contrast to
one-step W-methods) in general no order reduction for very stiff problems. However,
stability investigations for variable stepsizes are difficult and the methods show often
a sensitive dependence of stability and error constants on stepsize changes. The main
work of the computation of the stage values can be done in parallel if Krylov methods

are used for the solution of the linear systems. The is close to s for expensive
right hand sides. The is done needs to
provide the

of the two with the

efficient sequential
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3.14. Black-Scholes PDE: A Finance Application

Vuong Hoang Quan
Ecole de Commerce Solvay (Bruxelles)

of

worth hundreds of

markets demand the fairness in transaction through computing
the financial economics as a hybrid field of social
This

partial differential equation (B-S
application of a seemingly unrelated physics,  today’s
world.
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3.15. Analysis of a Chemostat Model for Bacteria and Bacteriophage

Edoardo Beretta *, Hirotatsu Sakakibara**
and Yasuhiro Takeuchi**

*ISTITUTO DI BIOMATEMATICA, UNIVERSITA DI URBINO, [-61029 URBINO, ITALY
**DEPARTMENT OF SYSTEMS ENGINEERING, FACULTY OF ENGINEERING, SHIZUOKA
UNIVERSITY, HAMAMATSU 432-8561, JAPAN

The dynamical properties of the time delayed chemostat model described by

T = p(C—r)=din; — gony
= ni(di/e1) — pny — vymp
flg = n2(¢2/62) — png (3.6)

p o= bimen(t —)p(t— ) - pp — yinup

are considered. Here r(t), ny(t), na(t),and p(t) are a concentration of the resource,
the densities of two bacteria and bacteriophage, respectively. Further, p is the rate of
flow through the chemostat, C is the input concentration of the resource, M is the
attack constant of phage to the first bacteria, ¢; is the bacteria’s consumption rate of
the resource, ) is the latent period (the time delay between the attack by a phage
on the first bacteria and the resulting reproduction of new phages) and > 1
reproduction rate of the phage from the infected first bacteria. The
taking up rate of the resource and satisfies #i(0) = 0 and

Note that the first bacteria is assumed to be

the second is

(the first we
consider the

switch criterion in system parameters, we

present the local asymptotic stability of nonnegative equilibria. We further show that
the coexistence is possible for short latent period and for large reproduction rate of the
phage.
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3.17. Permanence of host,parasitoid systems

Ryusuke Kon and Yasuhiro Takeuchi

DEPARTMENT OF SYSTEMS ENGINEERING, FACULTY OF ENGINEERING, SHIZUOKA
UNIVERSITY, HAMAMATSU 432-8561, JAPAN

The interactions of a host and a parasitoid are modeled by difference equations

of the following 2-host 1-parasitoid system:

w(t+1) = exp[— (w1 (t) + u2(t)) - v(t)]

ug(t + 1) + - av(t)].

A local stability analysis of a positive equilibrium of system
Comins and Hassell (1976). The sufficient condition for
the absence of u; or us was obtained by Kon and

1. Comips, H. N. and Hassell, M. P. (1976). Predation in Multi-prey Communities.
Journal of Theoretical Biology 62, 93-114.

o

Hassell, M.P. (1978). The dynamics of arthropod predator-pray systems. Prince-
ton University Press Princeton, NJ.

3. Hofbauer, J. , Hutson, V. and Jansen, W. (1987). Coexistence for systems gov-
erned by difference equations of Lotka-Volterra type. J. Math. Biol. 25, 553-570.

4. Hutson, V. (1984). A theorem on average Liapunov functions. Monash Math. 98,
267-275.

. 5. Kon, R. and Takeuchi, Y. (preprint). Permanence of host-parasitoid systems.

6. May, R. M. and George Oster, F. (1976). Bifurcations and dynamics complexity
in simple ecological models. Am. Nat. 110, 573-599.
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3.18. Nonlinear Functional Integral Equation and Its Application

]
Akira Yanagiya
Waseda University
3-31-1 Kamishakuzii, Nerima-ku, Tokyo 162-0804, Japan
Tel: 81-3-5991-4151 FAX81-3-3928-1110
E-mail: yanagiya@mn.waseda.at.jp

In this talk we consider the next functional integral equation.
t O .
z(t) = / k(t — s,t;2)y(s)ds +/ L(t, s; x)p(s)ds,
0 0
t
y(t) = / B(t — s, x(t))k(t — s, ¢; 2)y(s)ds
0 OO0
+ / Bt + 5, 2(0)) (t, 5; ) (s) s (3.8)
0

We usually treat this type integral equation when we investigate the following nonlinear
popnlation model.

an  on }

5;+§Z+£(a,N(t))n(a,t)—0, a>0,0<t<? |

n(0,t) = / m(a, N(t))n(a,t)da, 0<t<T, (3.9
0 .

n(e,0) = ¢(a), a>0.

In this conference, we may propose the several existence theorems of solutions for the
integral equation and Kneser type theorem under the following hypotheses.

BeC(RY xR)

k(t,s;z) : cont.on [0,7] x [0,7] x T
L(t,s;z) : cont.on [0,T] x R x &
|L(t, s; ) — 1] — OasT — 0,
on0<t,s<T 2elX



Digitized by GOOS[(’,


https://www.researchgate.net/publication/337513274

