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ABSTRACT 

The contribution of the data paper publishing paradigm to the knowledge generation and validation 
processes is becoming substantial and pivotal. In this paper, through the information-processing 
perspective of Mindsponge Theory, we discuss how the data article publishing system serves as a 
filtering mechanism for quality control of the increasingly chaotic datasphere. The overemphasis on 
machine-actionality and technical standards presents some shortcomings and limitations of the data 
article publishing system, such as the lack of consideration of humanistic values, radical race for big 
data, and inadequate use of expertise in data evaluation. Without addressing the shortcomings and 
limitations, the reusability of data will be hindered, and scientific investment to facilitate data sharing 
will be wasted. Thus, we suggest that the current data paper publishing paradigm needs to be updated 
with a new philosophy of data. 
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“First come the ideas, then comes an action plan. 
Never mind the planning required, he excels at this — if 
a plan is incomplete or not assuring enough, he would 
correct it. Perfection naturally calls for dedication and 
diligence.” 

— In “The Perfect Plan”; The Kingfisher Story 
Collection (2022b) 
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1. Importance of data sharing and data article 
Data and datasets are pivotal constituents of scientific research, but they were once mostly considered 

invisible properties underlying research articles or patents (MacMillan, 2014). However, data and datasets have 
been increasingly acknowledged and disseminated as official scientific outputs for the last two decades. Some 
disciplines even consider the generated dataset more important for the research agenda than the associated 
published literature (Akers & Doty, 2013; Castelli et al., 2013; Reilly et al., 2011). Due to the demand for a huge 
amount of data, researchers have innovated the production and storage of large international datasets, like the 
Sloan Digital Sky Survey in Astronomy, the Large Hadron Collider in Physics, the Human Genome Project in life 
sciences, and NOAA’s Climate Data Center in climate science.  

Since the beginning of the 21st century, the rise of open science has promoted a culture of openness, which 
emphasizes openly sharing not only scientific knowledge but also all the properties associated with the process 
of conducting science  (Bartling & Friesike, 2014; National Academies of Sciences, 2018; Space Studies Board & 
National Academies of Sciences, 2018; Vuong, 2020). Subsequently, data sharing, enabled by technological 
advances, has become a more common practice for open collaboration, which makes open science possible 
(Ramachandran et al., 2021). In essence, the importance of data sharing seen through scientific activities 
reflects its inherent value in humanity’s knowledge management as an evolving information collective. Its 
benefits help enhance the entire system’s effectiveness and efficiency in generating new knowledge and 
filtering irrelevant information. 

Data sharing provides resources for scientific conduct, which expedites innovation and discovery. Various 
disciplines have emphasized data sharing as a crucial driver of innovation (Borgman, 2012; Davis et al., 2021; 
Lawler et al., 2015; Sanchez & Sivaram, 2017). One of the most remarkable innovations enabled by data-
sharing practices is the rapid development of Covid-19 vaccines. Without the early sharing of the first genome 
sequence of the SARS-CoV-2 on GISAID and Nextstrain, the speedy creation of vaccines might not have been 
accomplished (shortened from a decade to less than a year) and saved millions of lives (Shu & McCauley, 2017; 
Vuong, Le, et al., 2022; Zastrow, 2020). In addition to fostering innovation, data sharing can also help alleviate 
the reproducibility crisis in multiple disciplines (Baker, 2016; Camerer et al., 2018; Hutson, 2018; Open Science 
Collaboration, 2015; Van Noorden, 2023) by allowing researchers to reproduce and validate research results, 
identify methodological errors, and conduct open review and dialogue (Borgman, 2012; Vuong, 2017). 
Although data production and storage costs have significantly declined thanks to the development of digital 
technologies, they still account for a huge proportion of expenses for scientific conduct. Making data widely 
accessible can greatly lower the cost of doing science and reproduction (Vuong, 2018), which is even more 
crucial when national budgets for scientific activities are on the verge of decline (Editorial, 2017; Mallapaty, 
2019; Tollefson, 2023).   

Actualizing the “data sharing and reuse” culture in academia is challenging. Many obstacles still exist, 
including methodological, legal, and technical barriers, as well as the lack of incentives for researchers to share 
their data (Asher et al., 2013; Bourne, 2010; Bourne et al., 2012; Candela et al., 2015; Douglass et al., 2014). To 
embrace data publication, which is a prerequisite for data sharing and reuse, several attempts were conducted 
(Candela et al., 2015):   

1) publishing data as an integral part of the article, and  
2) publishing data residing in the supplementary files attached to the article 

However, each publishing model had its own drawbacks, leading to the demand for a new data-publishing 
paradigm (Candela et al., 2015). When the data are an integral part of the article, they will be difficult to 
separate from the rest of the materials, hindering its dissemination. Meanwhile, when the data are stored as 
supplementary files, they require the curation and preservation of such files, and they cannot be shared 
independently, limiting the findability and accessibility of the data. 

As a result, a data-publishing paradigm based on the concept of “data papers” or “data paper” started to 
emerge as a favorable alternative (Kunze et al., 2011), especially in the biodiversity and Earth sciences (Chavan 
& Penev, 2011; Pfeiffenberger & Carlson, 2011). It is defined as “a scholarly publication of a searchable 
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metadata document describing a particular online accessible dataset, or a group of datasets, published 
according to the standard academic practices” (Chavan & Penev, 2011). Data papers are analogous to 
conventional research articles, which are products of the academic publishing system. Thus, they are published 
by journals as primary objects of concern and can be processed by any of the tools and services available for 
research articles, such as indexing and citation analysis (Candela et al., 2015). However, there still exist 
differences between data and research articles in terms of their purpose, focus, content, data presentation, 
and data deposit (see Table 1). 

Table 1   Differences between research and data articles 

 Research article Data article 

Purpose 

It presents new knowledge, validation 
of knowledge, empirical evidence, 
theories, or insights into a particular 
field of study. 

It facilitates the sharing and reusing of 
data by other researchers, potentially 
enabling new analyses and 
discoveries and validating existing 
knowledge. 

Focus It presents the findings and analysis 
of original research. 

It describes and provides access to 
the dataset. 

Content (structure) 

It typically includes sections such as 
Introduction, Literature Review, 
Methodology, Results, Discussion, 
Conclusion, and Limitations. 

It typically includes sections such as 
Background and Summary, Data 
Description, Experimental Design and 
Methods, Technical Validation, Usage 
Notes (Limitations), and Code 
Availability. 

Data presentation 
It may include data presentation, 
primarily for interpreting and 
discussing the findings. 

Visualizations, tables, and other data 
representations are required to help 
readers understand the dataset. 

Data deposition 

Data deposition is optional, but 
journals increasingly require 
reporting of the Data Availability 
Statement.  

Data deposition is mandatory. Prior to 
peer review, datasets must be 
deposited in established, community-
recognized data repositories (e.g., 
Zenodo, Figshare, Dryad Digital 
Repository, and Harvard Dataverse). 

 
International Journal of Robotics Research seemed to be the first journal to solicit and publish a new genre of 

journal paper (Newman & Corke, 2009). The journal’s publication of data papers has two main objectives that 
are different from previous data-sharing practices. The first objective is to “facilitate and encourage the release 
of high-quality, peer-reviewed datasets to the robotics community,” while the second objective aims to credit 
the authors for releasing their valuable datasets, as regular peer-reviewed research papers do. Other authors in 
multiple disciplines, like biodiversity science, earth science, and neuroscience, also promoted quality control 
through the peer-review process and credit attribution to authors as the main goals of publishing a data paper 
(Chavan & Penev, 2011; Kennedy et al., 2011; Pfeiffenberger & Carlson, 2011).  

With the endorsement of publishers, incentivized authors, and third-party organizations specializing in data 
archiving, the data-article-publishing paradigm is expanding quickly in terms of data journal and article 
numbers, substantially increasing the roles of data publication in the current knowledge generation and 
validation systems. By 2015, more than 100 data journals had been launched (Candela et al., 2015). The largest 
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data journal is Data in Brief, a mega journal that has published over 9,000 data articles since its launch in 2014. 
Nevertheless, we found that the current data publishing system presents major weaknesses and limitations 

based on our editing, reviewing, and authoring experiences in multiple data journals, like Scientific Data 
(Nature), Data Intelligence (MIT), Data (MDPI), and Data in Brief (Elsevier). Without acknowledging and 
addressing these weaknesses and limitations early, they can significantly affect the quality of data articles, 
hinder the reusability and operationality of data, and undermine the values of science utilizing data articles. 
One instance is the typical analysis of Thelwall (2020) on the usefulness of Data in Brief. According to the study, 
even though the journal states to adopt the FAIR guidelines, which provide four fundamental principles – 
Findability, Accessibility, Interoperability, and Reusability – for both humans and machines to overcome the 
obstacles of data discovery and reuse (Wilkinson et al., 2016), its published data are rarely reused. 

Through this paper, we aim to indicate some underlying weaknesses and limitations of the current data-
article-publishing system and provide recommendations to alleviate the problems and improve the system. For 
elaboration, we will adopt the information-processing perspective of Mindsponge Theory in explaining the 
data-article-publishing system throughout the paper (Nguyen, Le et al., 2023; Vuong, 2023). This approach is 
adopted from the metaphysical notion that our world (or physical reality) is composed of information. 
Specifically, instead of viewing information from the orthodox view: 

 

Mathematics → Physics → Information, the conceptual hierarchy of information is expressed as 

Information → Laws of physics → Matter (Davies & Gregersen, 2014).  

 
Due to this characteristic of the information-processing exploratory scheme, it offers great flexibility in 

explaining many complex and dynamic phenomena, such as theoretical physics, evolutionary biology, and brain 
sciences (Davies & Gregersen, 2014; Dyson, 1999; Li et al., 2022). Data is a hard-to-be-defined concept that can 
exist in multiple forms, and the publishing system is a dynamic process, so it will be clearer and more 
consistent when examining the data-article-publishing system through the information-processing perspective. 
In fact, the information-processing perspective of the mindsponge mechanism was utilized to examine 
ideological homogeneity in the knowledge generation process of the entrepreneurial finance field (Vuong et al., 
2021). 

The current paper is structured into four main sections. In the first Section, we introduce the background of 
data-sharing practices and the data paper publishing system and highlight the current paper’s objective. Before 
presenting the weaknesses and limitations, we redefine data and data article publishing systems through the 
information-processing lens in the second Section. Then, the observed weaknesses and limitations are 
presented in the third Section. The final Section provides recommendations to address the shortcomings and 
limitations. 

2. Data article publishing as a quality filtering mechanism 
Since the early days of human civilizations, observing the natural world has been an important way for 

humankind to accumulate knowledge and generate innovations and discoveries. Despite the differences in its 
appearance and what it is called, this pattern of humankind has remained the same for thousands of years, 
from the written records of Ancient Egypt and Mesopotamia in around 3000 to 1200 BCE to the natural 
philosophy of classical antiquity, which gave birth to modern science (Harrison, 2020; Lindberg, 2010). In the 
modern age, science has become the most widely accepted way of accumulating knowledge and generating 
innovation. From the information-processing perspective of the Mindsponge Theory, the scientific community 
as a whole (e.g., scientific institutions and scientists) can be deemed an information collection-cum-processor 
that absorbs and processes information from the natural world to generate knowledge and innovations that 
can benefit humankind.  

Within such a process, scientists (as parts of the knowledge generation system) absorb information from the 
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surrounding environment through their sensory systems to form understandings, explain, and propose theories. 
However, the sensory systems of humans have limits, hindering them from observing a majority of the natural 
phenomena. Many tools have been invented and developed to overcome such limits, such as capturing 
information about natural phenomena that cannot be perceived through humans’ sensory systems and storing 
them as data. For example, Relativistic Heavy Ion Collider is required to acquire data on quarks, elementary 
particles, and a fundamental constituent of matter; Magnetic Resonance Imaging (MRI) is required to acquire 
data on neuronal tracts and blood flow in the nervous system; camera traps are required to capture data of 
wild animals; surveys are required to obtain the data of people’s perceptions, thinking, beliefs, and behaviors. 
In some scenarios, data are also used for validating understandings, explanations, and theories, as they are not 
always precise and subject to change and subjective biases. 

Although the term “data” is very common, it is hard to define as it can be in many forms. One of its most 
widely cited definitions is the one provided by the National Academies of Sciences, Engineering, and Medicine 
(National Research Council, 2000): “Data are facts, numbers, letters, and symbols that describe an object, idea, 
condition, situation, or other factors.” In a more recent internal document, the Academies also referred to 
“data” as “data and databases that generally require the assistance of computational machinery and software 
to be useful, such as various types of laboratory data including spectrographic, genomic sequencing, and 
electron microscopy data; observational data, such as remote sensing, geospatial, and socioeconomic data; 
and other forms of data either generated or compiled, by humans or machines,” in addition to digital 
manifestations of literature (Uhlir & Cohen, 2011). While the former definition does not specify the digital 
nature of data, the latter emphasizes data are digital manifestations of observed phenomena that require 
machines to be processed and analyzed. 

To make later explanations clearer and more consistent, we redefine data following the information-
processing perspective based on the definition of the Academies. Through the viewpoint of information 
processing, data, in essence, are the frames (i.e., facts, numbers, letters, and symbols) that are used to 
manifest information about observed phenomena (e.g., an object, idea, condition, situation, or other factors) 
and can be processed and analyzed by humans and machines to generate insights that increase human’s 
understanding of reality. Therefore, data are crucial for testing and updating the accuracy of interpretations, 
explanations, or even theories – fitting the subjective collective mind to the objective world (Nguyen, Le et al., 
2023; Vuong, 2023). The results of this process are later translated into knowledge that informs the decision- 
and policy-making of individuals and organizations.  

Being the information that reflects the surrounding environment, including those that human sensory 
systems cannot observe, data are crucial for knowledge accumulation and innovation generation, and data 
availability is indispensable to drive science forward and enrich humanity’s collective pool of knowledge. Data 
sharing is an effective way to increase information availability, enabling information diffusion and exchange. 
Thanks to the development of digital technologies (e.g., cloud and Internet) and the promotion of FAIR 
principles, researchers can now access better, more cost-effective computational power and more substantial 
and affordable storage (Ramachandran et al., 2021).  

However, while facilitating information diffusion, the Open Science (including Open Data) movement also 
presents a big challenge: “garbage information.” In fact, any researchers can easily deposit their datasets to 
open repositories (e.g., Figshare, Mendeley Data, Dryad, Harvard Dataverse, Open Science Framework, and 
Zenodo), significantly raising the entropy of the scientific infosphere. This data chaos, in turn, fuels conflict, 
increases workload and decreases the quality and reusability of the available data resources.  

Problems induced by the chaotic datasphere contribute to the rising demand for a data-article-publishing 
system. The main difference between normally deposited datasets and data articles is the data publishing 
system’s involvement, similar to the conventional academic publishing of research articles. Academic 
publishing is essentially the generation, transmission, and diffusion of knowledge within the infosphere of 
humans (Facer, 2020; Teixeira da Silva & Vuong, 2023; Vuong, 2023). Within such a process, the peer review 
system acts as a filtering mechanism, with editors and reviewers being the quality evaluators who are 
responsible for assuring the papers being processed meet the publishing quality and standards (Vuong, 2023; 
Vuong et al., 2021). In particular, the editors are tasked with initially evaluating manuscripts to determine their 
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suitability for the journal. They then review the manuscripts within the journal’s scope, either independently or 
by selecting reviewers, before making the final decision on publication (Hames, 2001; Vuong, 2022a). Normally, 
editors tend to select reviewers within their social networks, known within the field and to the journal, and 
referrals. When invited, reviewers provide their evaluation of the manuscript’s potential, quality, and rigor to 
support the editors’ decision-making process. If the assessed manuscript is a data article, the editors and 
reviewers will evaluate the technical standards of the datasets and data deposition. Thus, data articles are 
generally the outcomes of such a quality control process, which involves journal-related stakeholders (e.g., 
editors and reviewers), authors, and third-party organizations specializing in data archiving. 

In general, the data article publishing system can be viewed as one of the filtering mechanisms of the 
scientific system (besides the research article publishing system) that helps squeeze out the poor-quality and 
irrelevant data. Data that passes the quality control of the publishing system (i.e., peer review) can be deemed 
reliable and valuable information for the subsequent knowledge generation within the scientific system. 
However, the existing weaknesses and limitations in the filtering mechanism have hampered the reusability 
and operationality of the published datasets and degraded the reliability of future knowledge generation based 
on the published datasets. 

3. Weaknesses and risks of the current data article publishing system  
The data published through the data-article-publishing system are believed to become resources for 

subsequent knowledge generation processes and validation of research findings. To actualize these goals, the 
published data must be operational and reusable. Operationality refers to the capability of the dataset to be 
operationalized by humans and machines, while reusability refers to the capability of the dataset to be reused 
to generate new knowledge and validate the accuracy of interpretations, explanations, or even theories.  

Numerous data management guidelines have been proposed to enhance the quality of data operationality 
and reusability. FAIR principles are widely endorsed by data management and stewardship guidelines 
(Wilkinson et al., 2016). Besides the acceptance and implementation by many governments and international 
organizations, most data journals also adopt the FAIR guidelines to direct their operations. For example, 
Scientific Data, a leading data journal launched by Nature Publishing Group, states explicitly that their six 
foundational principles are designed to align with and support the FAIR 
guidelines(https://www.nature.com/sdata/principles).  

While the spirit of FAIR needs to be advocated and actively supported, in reality, the application of FAIR 
principles as guidelines for directing the quality control of data articles still presents weaknesses and limitations. 
Due to such weaknesses and limitations, although the operationality of published data has been upheld 
through the emphasis on the notion of machine actionability, some problems still exist, and the reusability of 
the data article remains low, wasting a significant proportion of resources for data storage and dissemination. 

3.1. Insufficient evaluation system 

The current data article publishing system is built referring to the research article publishing system, so 
editors and reviewers serve as the benchmarks to decide which data article should be accepted for publication 
and which should be rejected. However, some problems exist, hindering the effective evaluation of the editors 
and reviewers.  

Firstly, editors and reviewers lack the software/tools specialized for operationality assessment. To examine 
the operationality of the dataset, they have to download the dataset to computers and use their most familiar 
tools or software to examine the quality of the data. Although this approach is convenient, it incurs a severe 
problem: editors are putting their trust in reviewers. If the reviewers cannot use the software/tools or use 
inappropriate software/tools to evaluate the dataset, their evaluation will be incorrect, contributing to 
misdirecting the editors’ decisions. Therefore, the trust of editors towards reviewers can be deemed as 
untrustworthy trust.  

Second, although machine actionability is essential for the operationality of the dataset, overemphasizing it 
will lead editors, reviewers, and authors to neglect the other factors underlying the dataset, such as rationale, 

https://www.nature.com/sdata/principles
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design, logical foundation, philosophy, ethics, etc. Typically, FAIR guidelines mainly focus on presenting 
(meta)data and machine actionability but do not include these factors. Most well-known data journals, such as 
Scientific Data and Data in Brief, also concentrate on the rigor of creating, managing, and storing the data (as 
indicated in the journals’ objectives). The negligence of expertise-related content might be influenced by the 
early perceptions regarding the data paper evaluation process when it was first proposed. For example, in the 
essay calling for the integration of data papers into the publishing system, Chavan and Penev (2011) presented 
the technical qualities as the main criteria for the evaluation process: 

“Peer review of the potential data paper manuscript is expected to evaluate completeness 
and quality of the metadata. This may include the validity of methods used and standards 
conformance during the collection, management and curation of data. To meet the reviewers’ 
expectations for accuracy and usefulness, the metadata needs to be as complete and 
descriptive as possible.” 

The concept of data paper was initially proposed by researchers in natural sciences, so the concentration on 
the technical aspects of evaluating the data papers’ quality can be acknowledged. Nevertheless, even though 
the dataset can be operationalized well, without sufficient expertise-related content, it is still very challenging 
for other authors to recognize the dataset’s values and how to use it to address the knowledge gap in the 
discipline. This significantly hinders the data’s reusability for knowledge generation and validation. 

3.2. The radical race for big data and lack of humanities 

Data journals’ skew toward the importance of technical standards for operationality can do more harm than 
good for the reusability of data and the values of data themselves. Specifically, it puts editors, reviewers, and 
authors in a position that favors the race for a bigger sample size and undermines the data’s humanistic values.  

The digital age has upgraded the way we conduct science by offering researchers access to big data and its 
disruptive potential for science and society. One of its significant benefits is the explosive growth of data 
production/acquisition/navigation capabilities. The expectation toward big data is so big that it leads to some 
radical stances, like the provocative statement of Anderson (2008): “With enough data, the numbers speak for 
themselves. […] Correlation supersedes causation, and science can advance even without coherent models, 
unified theories, or really any mechanistic explanation at all.” Later, some researchers even called for accepting 
data as science (Hanson et al., 2011): “We must all accept that science is data and that data are science […].” 
Theoretically, big data are not as sexy as many researchers expected, as explained by Succi and Coveney (2019). 
However, we will not present how the excessively huge number of data is not promising for complex systems 
like Succi and Coveney (2019) did. Instead, we would like to highlight the misconception caused by big data: 
“small samples” are something “bad” and worthless, and big data can replace theories. This perception 
trivializes the value of thinking processes that lead to the creation of data (e.g., rationale, design, logical 
foundation, philosophy, and ethics), leading to the race for bigger number of data. 

A data race is not a healthy tendency, for overdependence on large samples can diminish serendipity 
capability – a natural skill underlying human innovations (Vuong, 2022c). Think about the legend of Newton 
watching an apple fall down and conceptualizing his theory of gravitation. How many falling apples were 
enough data for Newton to formulate such a crucial law in physics? The answer can be one, or it can also be 
zero. With the representation of the falling object in his mind, curiosity and thinking were everything he 
needed. Indeed, if science was all about data, the well-known mass-energy equivalence formula arising from 
the theory of relativity of theoretical physicist Albert Einstein had not been born. Similarly, how many mold-
infested Petri dishes of Staphylococcus bacteria were needed until Dr. Alexander Fleming discovered the crucial 
antibiotic penicillin? If that single moldy Petri dish had been ignored due to being an insignificantly small 
number, modern medical history would have been very different. 

The overemphasis on machine actionability requires researchers to collect sufficient data points that meet 
the technical standards so that the machine can work properly and generate reliable inferences. However, each 
data point is not simply a piece of information that researchers analyze on the computer; in some cases, it is a 
manifestation of a human’s life. Weighing too much on the technical qualities of a dataset (e.g., sample size, 
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completeness, randomness, and collection methods) while neglecting the reality represented by those data – 
real people and their life situations – can take away the humanity of scientific endeavors even to the verge of 
being immoral. 

For example, when collecting data about how destitution due to medical treatment led to tragedies for 
patients and their family members, the author initially planned to gather 1,000 data points (Vuong, 2015). 
However, reality soon struck. By the time the first 40 responses were gathered, the author noticed cases when 
the respondents could not finish the survey after 3-4 weeks. Even though the patients were very cooperative, 
they were constantly busy with paperwork, borrowing money, taking care of the patients, etc. Some 
respondents even burst into tears while doing the survey and could not continue. For many respondents, 
meeting 5-6 times was required to complete the survey, and it took about one week between each time.  

In the end, experiences from this data collection have required us to think seriously about the humanistic 
values of data. Behind one data point could be a person suffering on the verge of death. Do we wait until 
collecting all 1000 responses to have a dataset that is considered “pretty, reliable, and valuable”? The study 
based on the cut-off dataset, which had 330 data points (Vuong, 2015), was more valuable than those based 
on the updated one with 1042 data points (Ho et al., 2019). This is because insights generated from the initial 
dataset must be published as soon as possible for the government, the healthcare system, and the public to 
take action. Every passing moment means more people have to face financial destitution and the risk of “near-
suicide” (Vuong, Le et al., 2023; Vuong, 2015). 

3.3. The absence of expertise-related assessment criteria 

Reusability is one of the fundamental qualities of data articles. To be reused, the dataset needs to have the 
potential of being analyzed and used to contribute to the existing pool of knowledge. However, while there are 
many guidelines for evaluating the technical standards of data articles, expertise-related assessment criteria 
remain unclear. In most cases, editors and reviewers consider presenting results generated from the data to 
evaluate their reusability. However, many authors abuse this method. Specifically, they use a substantive part of 
the data articles for result presentation and neglect the data’s details and factors that lead to the creation of 
the data (e.g., rationale, design, logical foundation, philosophy, and ethics). Meanwhile, those details and 
factors are important conditions for data reusability. If the result presentation continues to be misused, it can 
eventually diminish the value of data articles, hinder their reusability, and turn data journals into low-quality 
research journals that publish studies with superficial rationales, conceptualization, logic, and explanation.  

The lack of clearly defined expertise-related assessment standards pertaining to data reusability might also 
result in data journals being platforms where low-quality data are made open in exchange for recognition. Data 
articles currently give the authors credit and recognition for the publication of the datasets, which is believed 
to incentivize authors to make their datasets open. As the number of new data journals is on the rise and 
indexed in scientific databases, like Scopus and Web of Science, publishing data articles has increasingly been 
recognized as a way to meet the institutions’ KPIs and obtain career promotion. For this reason, data journals 
become an ideal place for “dumping” datasets that meet technical standards but have limited value for 
knowledge generation. Sometimes, data papers are published because of the huge sample size. Still, they 
cannot be used to generate any meaningful results due to the poor design, conceptualization, and logical 
foundation. In other cases, some researchers only consider publishing their datasets after exploiting all the 
possible findings that can be generated from them.  

Furthermore, without well-defined expertise-related criteria, the data article publishing system might face 
the risks of being capitalized for metric manipulation. For example, the dataset acquires 500 data points after 
the first data collection, sufficient for publication. Then, the authors take another year to collect another 1000 
data points. Although the second dataset is more valuable than the first one because it is invested with more 
resources and offers higher validity, it does not have any change in the logical foundation. In this case, should 
we continue to publish that 1000-observation dataset?  
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4. Solutions and recommendations for editors, reviewers, and authors  
Integrating data papers into the publishing system and the appearance of guidelines for improving the 

operationality and reusability of data (i.e., FAIR principles) are significant advancements for science. However, 
some weaknesses and limitations are emerging as the number of data journals and data papers is on the rise, 
not only hindering the reusability of data papers and wasting scientific resources but also corroding the 
foundation of science in the long term.  

To address the current weaknesses and limitations of the data publishing system, data collecting, reviewing, 
editing, and publishing activities should not focus too much on the operationality (as reflected through the 
machine actionability of data) and overstates the values of data (e.g., big data) over the human’s thinking 
processes and humanistic values. We suggest that these activities must be based on two principles empowered 
by the new philosophy of data.  

Firstly, data should be considered as the frames used to manifest information about observed phenomena 
(including people, animals, events, phenomena, etc.) and can be processed and analyzed by humans and 
machines to generate insights that increase human understanding of reality, but not lifeless numbers. For such 
frames to be utilized effectively and appropriately, they must obtain a clear rationale, design, and logical 
foundation and be based on justified philosophy or ethics. Secondly, data publishing is for the sake of 
knowledge generation and validation, not data presentation. The reusability of data for generating and 
validating knowledge needs to be considered equally important as data operationality.  

By realizing these key principles, the processes of collecting, reviewing, editing, and publishing data will 
share a unified vision in alignment with the essence of science: a generation and filtering process for qualified 
scientific resources (see Figure 1). 

Editors, reviewers, and authors need to recognize the value of data based on the properties of the reflected 
phenomena, especially the dimensions of ethics and humanity. The core question to be asked is whether the 
data can further our understanding of such phenomena. While technical standards are essential, they should 
not be overemphasized nor be the sole reference for data evaluation. On this note, the assistance of artificial 
intelligence (AI) can be beneficial, but over-dependence on using AI for evaluating technical aspects will quickly 
erode the human value of data. The data validation process also requires including experts in respective 
scientific fields who understand the data’s actual value.  

Evaluating data’s value and logical foundation should be based on dynamic methods with the information 
processing approach. One such approach is the Bayesian Mindsponge Framework (BMF) analytics (Nguyen, La 
et al., 2022; Vuong, Nguyen et al., 2022). The method offers users an analytical framework based on the 
information-processing view of the Mindsponge Theory to establish and imagine the information process of a 
system (e.g., a human mind, an ecosystem, a publishing system, etc.) retrospectively using the data at hand. 
We have successfully employed the method to capitalize on data constructed and published by other 
researchers in data journals for studying various topics (Nguyen et al., 2024; Nguyen, Jin et al., 2022; Nguyen, 
Nguyen et al., 2023; Vuong et al., 2024; Vuong, La et al., 2023). Thus, BMF analytics and similar methods are 
expected to aid data papers’ production and evaluation processes. 
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Figure 1    Data paper publishing paradigm with the new philosophy of data 

Pragmatically, this new philosophy of data should be applied by the authors, editors, and reviewers 
throughout the production, evaluation, and publishing processes of data papers. 

 Authors: The authors should design and collect the data based on a clear conceptual framework, 
theoretical reasoning, logical foundation, and justified philosophical or ethical standpoints. The data 
papers must also demonstrate these details to demonstrate the data’s values, facilitate the peer-review 
process, and improve the data reusability.  

 Editors: Editors should consider the underlying conceptual framework, theoretical reasoning, logic, and 
justified philosophical or ethical standpoints of the data paper in their decision-making process. The 
inclusion of such details in the data paper should be set as a requirement for the authors. Editors 
should consider the disciplinary expertise during the reviewer selection process. Moreover, expertise-
related assessment criteria of the data paper should be shown in the instructions to authors and 
provided to the reviewers as guidelines. 

 Reviewers: Reviewers should evaluate the underlying conceptual framework, theoretical reasoning, 
logic, and justified philosophical or ethical standpoints of the data paper, besides the completeness and 
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metadata quality of the data. Restructuring data and running analysis in various ways are currently not 
being practiced adequately. Taking a subset in a dataset for testing or randomly examining some 
parameters can enhance perceptions of data value. This not only informs the authors of the data values 
but also helps reviewers and editors learn more about the data. Currently, only one side judges the 
other, which is not the most constructive approach to generating a good-quality data paper, to say the 
least. 

Currently, citations are often used as a key indicator to assess the values and impacts of data articles, just like 
research articles. However, this citation-based assessment needs to be considered differently and more 
selectively, as citations can be unequally important. The significance of data articles lies in the reusability of 
data and its logical underpinning to generate and validate knowledge. Therefore, the citation from a research 
paper developed from the published data article is much more meaningful than citations for other reasons. 
This difference also implies that using Web of Science and Scopus citation systems to evaluate impacts and 
values is unreasonable. Grigori Perelman did not need to publish his work in journals indexed in Web of Science 
and Scopus to be awarded a Fields Medal (although he refused to accept the prize). In Vietnam, Ngo Bao Chau, 
the 2010 Field Medalist, has never appeared in the list of most influential Vietnamese scientists generated 
from the Web of Science and Scopus data. In fact, we might party if our work is cited by a Nobel medalist once.   
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