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ABSTRACT OF THE THESIS

The traditional emphasis on the physics of the very small is questioned, and the suggestion made that a crucial test of contributions to the philosophy of science ought to be their applicability to areas which are more representative of the scientific enterprise.  Life science is cited as just such an area.  It is quantum physics, rather than biology, which nurtures anti-realism.  The most respected anti-realism today is that provided by Bas C van Fraassen; and the persuasiveness of his "Constructive Empiricism" is attested to by the failure of avowed realists, such as Ian Hacking, to distance themselves very far from van Fraassen's ideas.

A detailed critique of van Fraassen is presented with particular attention paid to his ideas on scientific explanation - the question of whether good explanations are true explanations being one which tends to divide realist and anti-realist.  The conclusion is reached that, while realism raises - and fails to answer - a number of philosophical questions, the anti-realism provided by Bas van Fraassen is no better at answering those questions.  Moreover, it is argued, van Fraassen's ideas lack plausibility as a description of science and the attitudes of scientists - particularly when attention is shifted from physics to biology.  Finally, a number of suggestions are made as to how the philosophical questions posed by realism might be answered in the future.
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SYNOPSES OF THE FIVE CHAPTERS OF THE THESIS

introduction: a rôle for biology?

Traditionally, all science has been reduced to physics.  Some would now reduce all science to social relations.  Perhaps the biological sciences provide a better starting-point for the philosopher.  Viruses are intrinsically less problematic than quarks at one extreme or IQ scores at the other.  Any attempt to characterise science must at least be able to deal with the biological sciences.  If it fails there, it has no hope in the far realms of particle physics or social science.  Biologists do not lose sleep over the existence of the entities they refer to or the truth of the theories they use unless there is some ongoing scientific debate or question over the existence of a particular entity or the truth of a particular theory.

a reality behind the scientific image?

A challenge to the biologists' "common sense" comes from anti-realism.  Anti-realism is in turn perhaps a reaction to those aspects of science which appear to defy common sense.  The most coherent present-day anti-realism is provided by the 'constructive empiricist' Bas C van Fraassen.  Does his position lose some of its coherence if we place more emphasis on bacteria and less on beta-particles?

an interventionist road to realism?

Ian Hacking, in contrast, would be a realist - at least about entities.  If you can use them to intervene somewhere they are real!  Hacking purports to reject van Fraassen's stance, but it is possible to raise questions about the extent to which he succeeds in distancing himself from van Fraassen with respect to a number of key themes.  On causality and explanation, Hacking looks both ways.  He rejects a major portion of van Fraassen's ideas apparently in favour of Cartwright's causalist entity realism, but wholeheartedly embraces van Fraassen's contention that the explanatory power of theories is no guide to their truth.

a true explanation?

In the realm of theory, even Cartwright has no doubts about explanation leading to truth.  (In fact she holds the exact reverse to be the case.) There seems to be something of a consensus on this point.  Van Fraassen has a complete anti-realist theory of explanation which has been well received even by his opponents.  But can we really square what goes on in (particularly biological) science with what van Fraassen says about explanation?  And if not, where does this leave constructive empiricism?

conclusion: a matter of degree?

If the search for causal explanation provides a paradigm for all science, explanations provide not just logical antecedents but ontological antecedents of phenomena - they are a guide to reality and truth!  This raises all the usual problems concerning the nature of truth.  Perhaps a way out of these difficulties may be found by treating truth, reality, and lawfulness as matters of degree.
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1 INTRODUCTION: A ROLE FOR BIOLOGY?

[....] quantum theory is only a small sector of atomic physics and atomic physics is only a small sector of modern science.

Werner Heisenberg, Physics and Philosophy, p 33.

summaries of the five subsections of the first chapter

what is this thing called science?:

The answer which most writers on the subject have given to this question is: "science is physics!".

small is fundamental:

The motivation for focussing on physics derives from the scientific tendency to explain things in terms of their constituent parts.  No matter where we start in science, all roads seem to lead to physics.  There are those who would avoid physics by advocating heretical perspectives on science.

some heretical perspectives:

Some would claim that it is the life sciences, rather than the physical sciences, which are primary.  Others would go even further and claim the social sciences to be primary.  Such claims are hard to swallow.

a good enough example of a science:

A "what is ....  ?" question is often best answered by providing an example - though some examples are better than others.  For related (though ultimately different) reasons neither physics nor sociology are ideal examples of sciences.  Both are riddled with dispute over entities, theories, and the ultimate nature of reality; and it would seem reasonable to begin elsewhere.  There is a (weak) sense in which the metaphor of centrality may be appropriately applied to the biological sciences, but it seems far fetched to suggest that biology is the most fundamental science.  Let us simply say that biology has all the features we tend to expect of a science.  It is a good example.

the real nature of nature:

A minimum requirement of any attempt to characterise science must be that it successfully deals with biology.  One such attempt is Bas van Fraassen's anti-realism.  We shall have to see if it is successful.  If his attempt is not, what sort of attempt might be?

what is this thing called science? 

The title of one contemporary introduction to the philosophy of science is in the form of a question: What is this thing called Science?  The answer which many writers on the topic seem to have given to Alan Chalmers is: "science is physics" (or to be slightly more precise: "science is physical science").  To illustrate this point we need only turn to another modern introductory work in our subject area.  In the first half of Representing and Intervening Ian Hacking charts the history of twentieth century philosophy of science by paying particular attention to the contributions of five key figures: Carnap, Popper, Kuhn, Feyerabend, and Lakatos.

Carnap freely admits that "that among the empirical sciences physics was for [....] [him] the most attractive"
 and is firmly committed to the unity of science and the claim that "All laws of nature, including those which hold for organisms, human beings, and human societies, are logical consequences of the physical laws"
.  Popper shares Carnap's belief in the unity of science - at least as far as scientific methodology is concerned - and apparently goes along with the view that the "austerely beautiful simplicity of the world [....] [is] revealed in the laws of physics"
.  In Kuhn's account of science it is "scientific revolutions" which play the central rôle and when he comes to scrutinise "the nature of scientific revolutions [....] [he deals] repeatedly with the major turning points in scientific development associated with the names of Copernicus, Newton, Lavoisier, and Einstein"
 - physicists and physical chemists all.  Galileo and Copernicus crop up again and again in Feyerabend's Against Method, but the reader will search in vain for any mention of Darwin.  Continued searching will turn up the names of "Kepler" (but not that of "Kekulé"); "Lorentz" (but not those of "Liebig", "Lister" or "Leeuwenhoek"); and "Mach", "Michelson", and "Morley" (but not that of "Mendel").  Anyone expecting surprises from Hacking's fifth and final choice - Imre Lakatos - would be disappointed.  The scientific research programmes whose methodologies are examined in depth by Lakatos are those of Prout, Bohr, Michelson & Morley, Lummer & Pringsheim, Copernicus, Ptolemy, and Newton.

Hacking himself, whilst apparently suggesting that some of his contemporaries go too far in "taking quantum mechanics as the model of all science"
, is quite happy draw most of his own examples of actual scientific practice from the world of physics and in his final chapter, where he fully articulates his thesis that it is "experimental work (which) provides the strongest evidence" for his particular philosophical outlook, it never occurs to him to consider any other experimental work than that of physicists
.

Of course this predilection for physics does not reflect simple prejudice among philosophers towards other scientific disciplines.  As the above quotation from Carnap concerning the laws of physics illustrates, there are powerful forces at work which tend to direct philosophers' attentions towards this branch of science whenever they come to consider Alan Chalmers' question.  In order to reveal the nature of these forces we shall have to delve a little deeper.

small is fundamental 

Modern day science purports to explain a great deal.  By way of illustration of the way in which science has come to provide accounts of reality we could do worse than to begin with ourselves.  An account of a human being might start with a simple physical description.  But of course, in addition to having arms legs and so on, human beings (at least living human beings) have certain properties and do certain things.  We move about, have thumping noises in our chests, take in and expel air, emit certain sounds and so on.  Such characteristics have been explained by science over the centuries in terms of the possession of certain organs and structures within our bodies - things which are not readily observable, but which are visible enough as soon as the human body is cut open.  Thus the pounding in our chests is explained by the pumping action of our hearts.  This pumping action is itself explained by the fact that our hearts are largely composed of muscle tissue - that is to say of fibrous tissue which can expand and contract along the axes of the fibres from which it is constructed.  Muscle fibres are in turn composed of muscle cells and the capacity these fibres have for contraction and relaxation is in turn explained in terms of the capacities of these individual cells.

Anyone who has ever cut through a piece of meat can bear witness to the fibrous nature of muscle tissue but, once they get down as far as individual muscle cells, scientists must pursue their investigations with the help of optical microscopes.  Under the electron microscope the internal structures of the muscle cell are revealed and we can observe that a large part of its volume is occupied by fibrils - known as myofibrils - which are arranged in parallel bundles along the axis of contraction of the muscle cell and which account for its contractile capacities.  Each myofibril is itself composed of a series of bundles of myofilaments.  These bundles of filaments interlock - rather like the bristles of two hair brushes which have been pushed together - and - like the bristles - they can slide in relation to each other.  As the bundles of myofilaments slide apart, the myofibrils grow longer and the muscle cells, muscle fibres and the muscles themselves elongate.  As the bundles of myofilaments slide into one another the exact reverse happens and our muscles contract.

The scientific account does not end here of course.  The myofilaments we have been referring to are in fact individual protein molecules.  Once we attempt to describe these molecules in detail we begin to depart from the realm of biology (and electron microscopy) and enter the realm of chemistry.  The (bio-) chemist can provide not only the structure of the protein molecules - long chains of amino acid molecules - but an explanation of the initiation, mechanism, and energetics of their sliding movements in terms of the making and breaking of chemical bonds.  The amino acid molecules are, themselves, assemblies of carbon, hydrogen, oxygen, and nitrogen atoms held together by chemical bonds.  In order to explain chemical bonding, scientists have to delve into the fine structure of the atom and to address themselves to the properties of the "fundamental" particles - electrons, neutrons, protons, and the like.  We are now leaving the realm of chemistry - even physical chemistry - and entering the realm of pure physics.

So far so good.  Similar explanations can be presented for the other human attributes.  But hereafter things get a bit messy.  The "fundamental" particles are no longer considered to be as fundamental as they used to be.  There are other contenders for the title of "ultimate constituent of the universe" (such as Muster Mark's quarks
) and a number of rival hypotheses about the way the whole picture hangs together in the world of the very very small.  Even if we stick with a reasonably well established entity, such as the electron, we find that physicists cannot give us the straightforward kind of mechanistic account of its behaviour that we might expect from a biologist describing cardiac muscle.

Be that as it may, it is quite clear that what is going on here is that attempts are being made to analyse complex systems into their component parts and to explain on the basis of those parts.  And such ideas can be taken still further.  Not only are entities often explained in terms of other smaller entities, but theories about large entities are explained in terms of theories about small entities.

Gregor Mendel sought to explain the inheritance of physical characteristics by reference to discrete genetic factors - "genes".  Since his death in 1884, Mendel's ideas have undergone not inconsiderable revision but the genetics taught in schools and universities to this day bears his name.  Of course, since the nineteenth century, scientists have come to regard what was originally a purely theoretical entity - the gene - as something much more concrete.  Genes are now identified with strings of molecules (nucleotides) which form sequences of deoxyribonucleicacid (DNA) in much the same way that strings of amino acid molecules form protein; and it would, to a large extent, be possible to provide an account of the inheritance of, say, a father's eye colour by his children which paralleled our account of the human heart beat and took a similar route from biology through chemistry to physics.  Whether we would thereby have succeeded in explaining this particular biological phenomenon satisfactorily is an open question, but some would go still further.  They would claim that the biology in any such account is a necessary consequence of the biochemistry therein - and, presumably, ultimately of the physics therein.  In other words, they would actually have us deduce Mendelian genetics from molecular genetics.

Entities such as molecules are regarded as more fundamental than entities such as muscles because they are component elements not just of human or animal tissue but of nearly every substance with which the sciences deal, and can be employed in explanations of the properties of all these different substances.  Similarly, theories in molecular biology explain not just why Mendelian genetic theory works but also why a great number of other biological theories work.  The entities which science regards as the basic ingredients of the widest range of things in our universe are those entities with which physics deals.  Similarly, the theories which appear to underpin the largest areas of science - the theories with the largest "scope" - are the theories of physical science.

It is these considerations which motivate the obsession with physics in the philosophy of science.  Whatever the ultimate merits of these considerations in biology and other areas of science, it is hard to deny that they contain (at least) an approximate description of the actual practice of science.  As has been noted, scientists really do try to explain observable entities and phenomena - such as hearts and heredity - in terms of very small and often unobservable component elements; and, having developed a theory about particular phenomena, they really do search for other "deeper" theories which in some sense account for the success of the original hypothesis.  This may not be all or even most of what scientists do, but it is hard to deny that it is at least an important part of what they do.

Most scientists would no doubt reject the proposal that biological talk could, or should, one day be entirely substituted for by the language of physics and chemistry, but even they seem constantly in pursuit of smaller entities and theories which trade in smaller entities.  If scientists exhibit such behaviour, it is hardly surprising that philosophers of science find it difficult to resist the temptation to focus their attentions almost exclusively on physics.

There are, however, those who would focus their attentions elsewhere.  Some of these heretics even attempt to justify their behaviour by outright rejection of the perspective which has been outlined.  We should at least consider what they have to say.

some heretical perspectives 

One more radical reaction to the sort of ideas we have been discussing involves the complete reversal of the traditional perspective.  George Gaylord Simpson actually proposes that the life sciences are more fundamental than the physical sciences.  Simpson, it might be noted, attributes the tendency of "almost all studies of the philosophy and methods of science [....] [to refer] primarily to the physical sciences" not just to the persuasiveness of "the reductionist half-truth [....] that all phenomena are ultimately explicable in strictly physical terms" but also to the facts that the physical sciences were the "first sciences" and are, because of technology, the sciences which have impinged most obviously on "daily life"
.  Simpson's real point of departure, however, from the sort of ideas which have been presented thus far is his claim that "Biology [....] is the science which stands at the center of all science"
.  This claim is supported by two lines of argument.  The first line of argument contends that "all known material principles apply to organisms, while only a limited number apply to nonliving systems"; the second that "the unification of the various sciences can be most meaningfully sought [....] not through principles which apply to all phenomena but through phenomena to which all principles apply"
.

Other contributors to the philosophy of biology debate have been somewhat unimpressed with Simpson's first line of argument.  Hull categorically denies the assertion that all known material principles apply to organisms "in any significant sense", pointing out that while "some organisms can emit electric currents, [....] none to [....] [his] knowledge exhibit much in the way of magnetic effect" [my emphases]
.  In presenting his objections to Simpson in a somewhat less than unequivocal manner, it is almost as if Hull is already anticipating the sort of defence which might be mounted on Simpson's behalf.  Against Hull it could be pointed out that all electrical currents have associated magnetic effects and that some creatures use the earth's magnetic field in navigation.  In other words there are organisms both which produce and are affected by magnetic effects.  It is of course quite possible that a supporter of Hull's position might come up with a better example than that of magnetism but a further objection to Simpson - which we may find more telling than anything which is likely to emerge from attempts to improve on Hull's arguments - has been provided by Michael Simon.

Simon simply pursues Simpson's first line of argument to its logical conclusion by pointing out that if it is true that there are material principles which apply to organisms and not to (say) elements, it is also true that there are further material principles which apply to (social) groups of organisms and not to individuals.  The upshot of these observations is that if we go along with Simpson's reasoning "we may be forced to give the central slot not to biology but to social science"
 - a course of action which Simon, we must assume, would find completely inexpiable.  Such an attitude is, however, by no means universally shared and at least two important schools of thought owe their existence to those prepared to take the very step Simon apparently refuses to contemplate.

Sociologists of scientific knowledge belonging to the "Edinburgh" school and certain neo-Marxist writers belonging to the "Radical Science" school have articulated descriptions of science in which the social plays not just a central rôle but an almost overriding rôle.  In order to better understand how these descriptions differ from the characterisations of the scientific enterprise presented so far, it would do no harm to remind ourselves of exactly what is being asserted when it is said (in metaphor) that this or that area of discourse is "central" to science.  We said earlier that physics was usually regarded as being central because the basic ingredients of the widest range of things in our universe and the theories which underpin the largest areas of our attempts to understand our universe are the province of physics.  Crudely speaking: "genes are made of molecules, molecules are made of atoms, and atoms are made of electrons, protons, and neutrons".  But let us look at what one contemporary biologist has to say on this subject.

In the closing chapter of The Selfish Gene Richard Dawkins writes - of his use of the term in his book - "The 'gene' was defined, not in a rigid all-or-none way, but as a unit of convenience"
.  Dawkins is forced to employ this somewhat loose definition because his account includes reference to genes not just for single characteristics such as brown eyes but for such things as mimicry (for example one species of insect imitating another poisonous species in morphology, colour, markings etc), sexuality (in the sense of being biologically equipped for sexual reproduction), and even kin altruism.  It seems improbable that the "gene for suicidally saving five cousins"
 (to use one of Dawkins' own examples) might one day be identified with the kind of single length of DNA which the molecular biologists have in mind when they speak of the gene.  Dawkins' thesis is that not just our biology but much of our behaviour is governed by our genes and, as genes are interested only in maximising their own survival chances, much of human and animal behaviour has to be interpreted as selfish behaviour even when it appears to be altruistic - "we are born selfish"
 as he puts it.

Many have argued that the basic constituents of Dawkins' "selfish genes" are certain value judgements he entertains regarding humankind and that the theories which underpin his ideas owe more to Machiavelli than to Mach.  And the arguments become even more insistent when the work of some other standard bearers for the gene is scrutinised.  One scientist, noted for his lack of restraint when discussing the social connotations of genetics, is the American educational psychologist Arthur Jensen:

[....] we are left with [....] various lines of evidence, no one of which is definitive alone, but which, viewed all together, make it a not unreasonable hypothesis that genetic factors are strongly implicated in the average Negro-white intelligence difference.  [....]

Certain census statistics suggest that there may be forces at work which could create and widen the genetic aspect of the average in ability between the Negro and white populations in the United States, with the possible consequence that the improvement of educational facilities and increasing equality of opportunities will have a decreasing probability of producing equal achievement or continuing gains in the negro population's ability to complete [sic] on equal terms.  [....]

Is there a danger that current welfare policies, unaided by eugenic foresight, could lead to the genetic enslavement of a substantial segment of our population?

Authur Jensen, How Much Can We Boost IQ and Scholastic Achievement, pp 163, 177, 178.

The point about such scientists is that they lay themselves open to the charge of failing to demarcate between facts and values.  Dawkins, it should perhaps be mentioned, explicitly rejects such charges - "I am not advocating how we humans morally ought to behave.  I stress this because I know I am in danger of being misunderstood by those people, all too numerous, who cannot distinguish a statement of belief in what is the case from an advocacy of what ought to be the case"
 - although it is a little hard to reconcile these sentiments with Dawkins' invitation, elsewhere in his book, to use his methods for working out the relatedness between family members when drawing up one's will
.  Many disciples of the ethologist cause make no attempt to dissociate themselves from the conflation of "is" and "ought": "Science now seems to have caught up with Adam Smith.  To support an economic lameduck is not merely bad economics [....] but apparently is also against our deep seated nature"
 - as one of them writes.  And "apparently" our "deep seated nature" - as revealed by science - can provide some kind of justification for a particular set of political judgements.

Just as Descartes once made the transition from the realisation that some items of knowledge might be subjected to doubt, to the suggestion that all of what we take to be knowledge might in principle be doubted; a number of philosophers of science, having judged that some scientists conflate facts and values some of the time, have moved on to the conclusion that all scientists conflate facts and values all of the time.  These philosophers have in fact rejected any attempt to demarcate between questions as to what constitutes scientific knowledge, and questions as to how (in what social, moral, and intellectual circumstances) scientific knowledge is constituted.

In Knowledge and Social Imagery David Bloor expresses the view that "all knowledge is relative to the local situation of the thinkers who produce it: the ideas and conjectures that they are capable of producing; the problems that bother them; the interplay of assumption and criticism in their milieu; their purposes and aims the experiences they have and the standards and meanings they apply"
.  Bloor notes for example that "Eugenic concerns have been shown to underly [sic] and explain Francis Galton's creation of the coefficient of correlation in statistics" and that "the general political, social and ideological standpoint of the geneticist Bateson has been used to explain his rôle of sceptic in the controversy over the gene theory of inheritence [sic]"
.  The fact that Galton's ideas on statistics are still accepted whereas Bateson's ideas on this aspect of genetics
 have long since been rejected does not cut much ice with the likes of David Bloor.  If we embraced the sociological account of scientific knowledge "the same types of cause would explain, say, true and false beliefs"
.

One, of many, criticisms which have been levelled at the sociology of knowledge approach to science is the failure of its supporters to provide a coherent account of just why scientists adopt the particular values and theories they do adopt
.  To pursue one of Bloor's own examples: Bateson was extremely anti-egalitarian in political outlook whereas his chief opponent in the genetic debates of the time - Karl Pearson - was an advocate of socialism (albeit a socialism under which Galton style eugenics was to be practised).  Just how the sociologists of knowledge would propose to account for the difference in viewpoints is far from clear; certainly any attempt to straightforwardly locate the origins, of this divergence, in the social backgrounds of the two scientists - both wealthy, middle class, and Cambridge educated - seems doomed to failure.  For a thoroughgoing attempt to explain just how and why the society we have generates the science it does, we must look elsewhere.

For the Radical Scientists - who style themselves "Marxists"
 - the relationship between science and society is crystal clear.  Science is a social product, and a "scientific fact", like any other "commodity", embodies and is constituted by the labour process which produced it.  In capitalist society, the scientific labour process is carried out under certain social relations and the science which emerges from this process is "capitalist science" - merely one aspect of the bourgeois Weltanschauung which pervades our society.  Thus Robert M Young insists "that the history of efforts to draw a line between facts and values has obscured the real values being propagated"
 and concludes that "Science is social relations"
.

The finding that the entire scientific edifice may be described in terms of social relations is, perhaps, the ultimate rejection of the "science is physics" position.  What Young shares with his most distant opponents, however, is the conviction that, when it comes to assessing science, our attention should be directed towards the fundamentals.

A good enough example of a science

We have explored a wide range of important responses to our question concerning the characterisation of science.  Perhaps we should direct our attention once more to our original query - "what is science?" - and consider what kind of response might be appropriate.

A "what is .... ?" question is typically answered by providing either a definition or an example.  To provide a definition is to give a more complete answer; and sometimes this will be a more feasible course of action; but the provision of a good example is often more instructive - consider: "what is a unicorn?", "what is a lever?".  When universal agreement over definitions is harder to reach, the provision of one or more examples may be the only resort - consider: "what is a gene?".

Of course, if we are to answer a "what is .... ?" question by means of an example, it is worth noting that some examples are better than others.  As has been suggested, examples of unicorns are not easily come by; the only living example being perhaps the narwhal - the "unicorn of the sea".  There is, however, no shortage of unicorn pictures.  Some represent the unicorn with a horn on the end of its nose (rather like a rhinoceros), more often the unicorn is pictured with a horn in the middle of its forehead.  If we wished to inform someone about unicorns we should perhaps be most successful if we directed their attention to one of, say, Tenniel's drawings for Lewis Carroll
, rather than to one of the more bizarre medieval paintings or, for that matter, a book on strange sea creatures.  A crowbar would be a better example of a lever in this context than a instance of political blackmail; and the sickle cell anaemia gene is used for purposes of illustration in far more text books than are altruism or high intelligence genes.

In order to illuminate the last point, a short digression into the realms of genetics is called for.  A major component of our blood is haemoglobin.  The haemoglobin molecule consists of four protein molecules - two — chains and two ˜ chains.  The instructions for the sequence of amino acids in each of these protein chains are provided by particular lengths of DNA - single genes.  If there is a fault at a particular location in the length of DNA which codes for the ˜ chain, this protein will not have the correct sequence of amino acids and will not be able to contribute to a correctly structured haemoglobin molecule.  People whose haemoglobin is incorrectly structured because of this particular fault in their DNA are said to suffer from sickle cell anaemia - because of the curious morphology of their red blood cells.  Genes come in pairs.  If someone has one gene for sickle cell anaemia and one normal gene, the normal gene will be able to produce normal ˜ chains and this person will have normal haemoglobin.  Only if someone has two faulty genes will they suffer from the condition.  For this reason, the sickle cell anaemia gene is known as a recessive gene and follows a particular pattern of inheritance.  For example: two affected parents will always produce affected offspring; two unaffected parents who carry the gene will have a one in four chance of producing affected offspring.  Moreover, people with just one faulty gene have some resistance to malaria and therefore have a better chance of survival in some parts of Africa than "normal" people.  For this reason the gene for sickle cell anaemia is somewhat more common among black people than white people.

It was in fact the existence of the medical condition we have considered which led to a number of important discoveries which form the basis of our modern understanding of genetics.  But this is not the main reason why the textbooks include the example of the sickle cell anaemia.  The point is that it would be hard to find anyone from Mendel onwards who would have any hesitation in applying this term "gene" in this case.  There is something in the account presented above for the population geneticist, the molecular biologist, and perhaps even the straightforward racist.  We have here an example of a gene which everyone from Robert Young to Arthur Jensen could work with.

Just as sickle cell anaemia provides a good example of a gene, Tenniel has provided us with a good example of a unicorn picture (at least so far as the unicorn's head is concerned), and consideration of the action of a crowbar provides a good example of a lever.  Once we are familiar with such example, we are in a position to extend our understanding of the concept concerned.

What, then, is a good example of a science?  Sociology may or may not be a true science.  It is certainly not a good example of a science.  The contrasts which exist between the social and (many of) the natural sciences lead Thomas Kuhn to remark that "somehow, the practice of astronomy, physics, chemistry, or biology normally fails to evoke the controversies which seem endemic among say psychologists or sociologists"
.  It is hard to find fault with what Kuhn says about chemistry and biology here, but I find the inclusion of physics (and its subdivision astronomy) in a list of "uncontroversial" sciences somewhat extraordinary.

The discovery of a living example of a unicorn in this day and age would be somewhat remarkable - to put it mildly.  If we go back sufficiently far into the past, however, such a discovery may well have been no more or less surprising than that of the octopus or the aardvark.  One more addition to zoological taxonomy.  A similar state of affairs exists with respect to many of the debates concerning the existence of various entities within physics.  Do so called "glueballs" (matter made up of gluons) exist?  Is the iota particle the sought after glueball?  These are the sorts of questions over entities with which physicists concern themselves
.  If and when a glueball (or a white hole
 in astronomy for that matter) is positively identified it may well - for all I know - have far reaching implications for physics (even further reaching than the discovery of a unicorn would have for zoology) resulting in the wholesale reclassification and reordering of much of our present beliefs.  But some of the debates physicists engage in, over the existence of entities, go deeper still.  They go to the very foundations of our understanding of physical reality.

No one is surprised to hear philosophers of science asking whether electrons or other electromagnetic particles "really" exist.  But the electron is - as has already been noted - a very well established entity in science and, though we might expect physicists to argue about the existence of the glueball, surely we could expect them to agree about the existence of the electron.

The "elementary particles" were - as this term suggests - originally thought of as very small particles of matter.  Later, these same entities were compared with waves.  Of course the waves we are familiar with, in everyday life, are waves within a medium.  Electromagnetic waves are rather different in this respect - imagine a water wave without the water.  Quantum theory has resolved the wave / particle dichotomy, but at the not inconsiderable cost of reducing the ontological status of the electron - as described by science - to little more than a somewhat ephemeral probability in space.

"All right," said the Cat; and this time it vanished quite slowly, beginning with the end of the tail, and ending with the grin, which remained some time after the rest of it had gone.

"Well!  I've often seen a cat without a grin," thought Alice; "but a grin without a cat!  It's the most curious thing I ever saw in all my life!"

Lewis Carroll, Alice's Adventures in Wonderland, pp 90, 91.

Even quantum theory - a pretty well established theory as theories go in physics - is under constant threat of upheaval
.  One of the newer developments in physics is "string theory".  Here, the electron and its siblings are thought of not as particles but as strings.  Strings whose presence we detect in a way which might - in so far as I understand it - be crudely compared to the way in which some photographers have "detected" the presence of a serpent like monster from the appearance of loops of its body above the surface of the waters of Loch Ness.

The physicist who expresses confidence with respect to the existence of the electron and other elementary particles but scepticism towards the existence of the glueball (though not to its usefulness as a concept) is - to use Hacking's terminology
 - "an anti-realist in particular".  Which is apparently not the same as saying that the biologist could have a realist stance with respect to animals in general but adopt an anti-realist stance with respect to the unicorn or the Loch Ness Monster in particular.  The point, presumably, is that we can imagine scientists being dubious about the glueball and nevertheless going along with the glueball theory if it proved to be of value in their work; we can less easily imagine a scientist who did not believe in the Monster making any use whatsoever of the Loch Ness Monster theory.  If what we mean by scientific realism is - to use Hacking's words once more - that "Protons, photons, fields of force, and black holes are as real as toe-nails, turbines, eddies in a stream, and volcanoes"
, many of the debates to which we have been alluding seem to threaten physics not just with anti-realism in particular but with anti-realism in general.

What both sociology and physics seem to have in common is that they are territories of dispute not just over what elements reality - be it social or physical - contains but over the very essence of the reality which supposedly constitutes the object of study.  As has been pointed out, disagreements are encountered in all regions of science.  Moreover, it is perfectly possible to raise doubts concerning the fundamentals of any area of study - philosophers do this sort of thing all the time.  What appears (to me but apparently not to Kuhn) to make sociologists and physicists stand out from the rest of the pack is the sheer regularity with which they themselves debate the most fundamental aspects of their own domains of work.

The relative absence of controversy over basics should not, however, be our only criterion when choosing our example.  We should also be in a position to give positive reasons for selecting as we do.  It must be more than clear by now that I am inclined to opt for biology.  It is not just that it is hard to imagine a biologist saying something like: "instead of searching for the cause of this illness, maybe we should be asking ourselves why it is we refer to some people as 'ill' and others as 'well'" or "you know it doesn't really make sense to think in terms of a gene having a function in the organism and a position on the chromosome at one and the same time"; I propose that biology actually exemplifies all those features which we expect of a science.

What features are normally associated with a science?  The dictionary describes science as "the systematic study of the nature and behaviour of the material and physical universe [which doesn't leave much out], based on observation, experiment, and measurement, and the formulation of laws to describe these facts in general terms"
.  The formulation of laws may not be a feature of domestic science or library science
, but it is a feature of the biological, physical, and social sciences.  When we turn to experimentation, observation, and measurement, however, the situation is not so clear cut.  These three activities pervade all areas of biology; but experimentation is not a normal feature of sociology or astronomy; observation is not a normal feature of history or much work on elementary particles
; and measurement is not an appropriate task for a social scientist engaged in participant observation or for a physicist who has found the position of an electron and wants to know its momentum.  Another thing which people expect (perhaps naïvely) from a "true" science is some degree of certainty - at least over basics.  Biologists may still be uncertain as to the precise structure of the human immunodeficiency virus, but they could hardly conceive of some new discovery which would completely overthrow their existing ideas about the structure of haemoglobin or DNA.  Physicists and sociologists, in contrast, are constantly engaged in developing new ideas about the ultimate nature of the entities with which they deal.

And, to answer a question raised earlier, it is by no means necessary to come up with Simpson-style (or even Young-style) alternatives to the traditional perspective in order to justify investigation of the biological sciences.  As has been noted, to claim that one or other area of investigation is "central" to science is to employ a metaphor.  It is - when we recall that what is actually being claimed is that a particular science is in some sense fundamental - perhaps a rather odd metaphor.  If spatial notions are to be brought into the traditional account of the relationships between the various sciences, only one axis is required and that is a vertical axis.  The sciences which lie along this axis are members of a hierarchy.  As in the earlier example of cardiac muscle, when we start out with everyday familiar entities, such as ourselves, and systematically subject these entities to further and further scientific scrutiny it is this hierarchy though which we inexorably descend.  Physics lies not in the middle of this hierarchy, but at the base.  As we ascend the hierarchy we encounter chemistry, biology, the behavioural sciences (ethology, psychology etc), and - at the summit - the social sciences (sociology, demography etc).  In this sense of "centre", biology really could be called "the science which stands at the centre of all science"
; but this has nothing to do with Simpson's claims.

Biology is not the most fundamental science, but it is as pivotal to our concept of what constitutes a science as a game such as football is to our concept of what constitutes a game.  Biology is certainly a good example of a science.

the real nature of nature 

I began by posing the perennial question: "what is science?".  As a first step in providing an answer to this question I have suggested that a good example of a science is biological science.

I have put forward a vision of science in which sciences such as biology lie in the middle of the field of view, and sciences such as physics and sociology lie at the outer (although opposite) fringes.  The apparent symmetry of this vision is of course rather misleading.  No one would seriously reproach physics for not being a "true science" in the way that many have reproached sociology.  But, when contrasted with the "down-to-earth-ness" of biologists, the practitioners of the social and physical sciences do seen to work with some rather abstract and ephemeral notions and they seem quite capable of raising questions of the most nebulous kind without ever having spoken to a philosopher.

As I shall indicate (though I shall not present arguments in favour of this stance) I doubt whether even the consideration of quantum physics leads necessarily to the philosophical views I shall be criticising.  I do, however, insist that it is easier to start making sense of science in a field such as biology.

Philosophers of science are struck, it has been suggested, by the fact that science seems to be a special way of knowing the world and wish to discover what it is that makes this way of knowing special.  A minimum requirement of anything they might want to say about science must be that it applies to biology.  If they do not succeed in an area of science which deals with mundane entities like viruses and muscle cells, they will never succeed in far off realms where quarks or IQ scores are the objects of study.

A major current debate in the philosophy of science concerns realism.  In raising the issue of the existence of the objects of knowledge, the philosophers engaged in this debate have crossed over from epistemology to metaphysics.  Rather than starting out with a presentation of the two sides of the philosophical debate, the best way of approaching this issue may be to begin with the views of scientists.

Biologists believe not just in the existence of creatures such as the narwhal but in the existence of much smaller entities like the tobacco mosaic virus.  They believe that the viral theory of tobacco mosaic disease is true.  They are not certain that the myalgic-encephalomyelitis virus exists or whether the theory that the condition of ME is caused by a virus is true but this does not make them anti-realists - not even anti-realists in particular.

Of course the fact that biologists display a healthy realism in their attitudes does not necessarily mean that they are right to do so, but I think it is incumbent on the philosopher of science who thinks the scientists have got it wrong to demonstrate just where he or she thinks the scientists have got it wrong.

One of the more widely respected versions of anti-realism on offer at the present time owes its existence to Bas van Fraassen and his book The Scientific Image.  Van Fraassen does not believe in the tobacco mosaic virus, but his withholding of assent in the case of TMV is not to be compared with the biologists' withholding of assent in the case of ME.  Van Fraassen is not waiting for more evidence, he simply does not accept that we need to believe in the existence of such entities, or in the truth of the theories which concern them, in order to make sense of science.  As I have indicated, I believe that the onus is on him to show us what he is getting at and why he thinks he is right.

This thesis will devote itself to an examination of anti-realism.  Van Fraassen's position represents the perhaps most plausible modern attempt to solve the philosophical problems generated by science, from an anti-realist perspective; and it will be this version of the doctrine of anti-realism with which I shall be concerned.  A crucial measure of just how plausible Van Fraassen's account of science is, will be its applicability to biology.

Any examination of van Fraassen's account of science must also pay attention to the arguments he presents in support of his position.  That the account deserves attention is attested to by the favourable reaction which some of these arguments have received even among van Fraassen's most fierce critics.

It is van Fraassen's ideas on explanation which have received the most acclaim.  His view, in a nutshell, is that just because a theory provides a good explanation of something is no reason to think that the theory is true.  The acceptance of this viewpoint would close off one of the routes to realism.  The acceptance of all van Fraassen's arguments would close off all routes to realism.

Van Fraassen's anti-realism has many opponents.  Ian Hacking takes a realist stance - at least with respect to the entities we can use to "intervene" with; and Nancy Cartwright takes a realist stance with respect to entities which "cause" things to happen.  But both Hacking and Cartwright agree that the explanatory power of theories is no guide to their truth.  There seems in fact to be something of a consensus on this point.  In presenting a critique of anti-realism, I shall expend not inconsiderable effort in attempting to reopen this particular route to scientific realism.

This critique of anti-realism from a biological perspective will also, I hope, provide some new answers to some old questions in the philosophy of science and will, from its starting point with a single example of a science, attempt to point the way towards a model for (almost) all the sciences.

2 A REALITY BEHIND THE SCIENTIFIC IMAGE?

If that most instructive of our senses, seeing, were in any man a thousand or a hundred thousand times more acute than it is now by the best microscope, things millions of times less than the smallest object of his sight would then be visible to his naked eyes, and so he would come much nearer the discovery of the texture and motion of the minute parts of corporeal things [....].

John Locke, An Essay Concerning Human Understanding, p 191.

summaries of the five subsections of the second chapter

scientific realism and (one of) its enemies:

Bas van Fraassen precedes his anti-realist account of science with a statement of his views as to what constitutes a realist account.  These views require a little scrutiny.

is this really realism?:

Some minor quibbles with and at least one major objection to van Fraassen's "correct statement of scientific realism" are called for.  In order to pave the way for his alternative thesis, van Fraassen would have the realists echo his view that acceptance of a scientific theory includes an element of what he calls "commitment" in their account of science.  He fails to make it clear just why - even on this point - his opponents should be inclined to go along with him.

against scientific realism:

There are standard objections to scientific realism which hinge on the fact that this epistemic stance requires science to be true or, at least, partially true.  Our experience tells us that science is sometimes false and truth is hard to quantify.  Logic tells us that inference from our experience cannot generate truth.  Surprisingly, Van Fraassen does not present these objections.  If we present them on his behalf, we do not find that constructive empiricism is able to stand up to them any better than realism.

sheep and lambs:

The only "positive" argument for van Fraassen's account of science turns out to be a negative one - and rather woolly one at that.  Both the constructive empiricist and the realist have to make unjustified metaphysical assumptions, but this fact, van Fraassen argues, does not require us to automatically elect for realism.  Nobody is compelled to steal a sheep rather than a lamb, even when the penalty for both crimes is the same.  All the same, one would have to have a pretty good reason for such perverse behaviour.  But does the fact that constructive empiricism avoids making quite as many "unjustified metaphysical assumptions" as its rival really justify the perversity required to accept this theory?

mice, men, microbes, and mesons:

The biological sciences provide us with glimpses into a hidden reality behind the phenomena of everyday life and enable us to make more sense of such phenomena.  As we look deeper and deeper into reality we seem to reach a kind of boundary beyond which it no longer makes sense to look.  But van Fraassen's image of science could only be justified if the boundaries of sense in science coincided with the boundaries of our senses.  They do not.

scientific realism and (one of) its enemies

The "correct statement of scientific realism"
 - if we are to accept van Fraassen's ruling on the matter - goes as follows:

Science aims to give us, in its theories, a literally true story of what the world is like; and acceptance of a scientific theory involves the belief that it is true.

Bas van Fraassen; The Scientific Image; p 8.

Right-thinking scientific realists (van Fraassen tells us) say that science aims at - rather than provides - the truth because they recognise that science sometimes gets it wrong.  It was at one time thought - even by Darwin himself (despite what van Fraassen tells us)
 - that a significant element in evolution is the inheritance, by offspring, of characteristics acquired in life by parents
.  An example of this sort of phenomenon would be the ancestors of the giraffe having to stretch their necks to reach the leaves of tall trees and then passing on their elongated necks to future generations.  This theory is now regarded as false.

Right-thinking scientific realists expect a literally true story because they are not instrumentalists or logical positivists - they think that scientists mean what they say.  Biologists, the realist would argue, really believe that the visible-to-the-naked-eye leaf lesions characteristic of mosaic disease are brought about by viruses which are invisible except to the electron microscope.  A biologist would describe these viruses as consisting of a cylindrical protein envelope which houses a long coiled strand of ribonucleicacid or RNA (a close relative of DNA) and that we know the structure and complete sequence for the one hundred and fifty-eight amino acids - which go to make up the identical protein building blocks of the viral envelope - and the six thousand and four hundred or so ribonucleotides - which comprise the viral chromosome.  A biologist with sufficient space and time and a very big set of "Molymod"
 would be quite happy to build a complete "ball and stick" model of a tobacco mosaic virus in which every atom and chemical bond was represented; and - if we are to go along with the realist perspective - he or she would find the resulting leviathan every bit as true to life (in its own way) as the somewhat smaller (though life-size) model of a blue whale which hangs from the ceiling of the Natural History Museum in London.

It has to be said, however, that scientists - even biological scientists - do not always expect their descriptions of reality to be taken quite so literally.  When the aforementioned Richard Dawkins first introduced his readers to notions such as "gene selfishness"
, he was cautious enough to use italics.  It is not that Dawkins had any real doubts as to the correctness of his theories; it is simply that he was content to present an account of, say, the gene for suicidally saving five cousins which is far more metaphorical than the above account of TMV is, or the earlier account of the sickle cell anaemia gene was.  Instrumentalists might concur with Dawkins' willingness to define his "'gene' [....] as a unit of convenience"
.  Logical positivists might applaud Dawkins' stress on readily observable phenomena such as animal behaviour - rather than relatively unobservable strings of nucleotides - when he attempts to define the terms of his theories.  But if Dawkins was entertaining any anti-realist sentiments at the time he wrote The Selfish Gene, these sentiments were directed towards a very narrowly defined realm of his thesis.  He may have avoided insistence on a fully literal interpretation of some of his theoretical terms, but he would have had little time for the suggestion that statements which scientists make about well established viruses, genes and other very small entities are simply to be regarded as useful ways of talking rather than truthful ways of talking; or for the suggestion that such ways of talking can only be regarded as truthful if we "translate" them into other ways of talking.  In due course, we shall also be addressing the question as to whether scientists - like Dawkins - with essentially realist perspectives are ever satisfied for long with theories which contain less-than-literal elements.

Right-thinking scientific realists hold that acceptance of a scientific theory involves - rather than amounts to - belief in its truth, because they are of the opinion that acceptance of a theory involves more than belief in its truth.  Acceptance of a theory by a realist (if we are to accept what van Fraassen has to say on the subject) also involves commitment; perhaps to a particular research programme; perhaps merely to a particular way of thinking and talking.  Commitment to a theory is not, however, to be equated with belief in a theory.  Beliefs may be true; commitments may be vindicated.  One only has to consider the plight of the scientist who has dedicated his or her life to isolating the ME virus but has just been reliably informed that the world will end in one week's time to realise that it is possible to believe in the truth of a theory without believing ones commitment to this theory will ever be vindicated.

And finally; right-thinking scientific realists hold that acceptance of a theory involves belief in - rather than knowledge of - its truth not only because they are inclined to allow for the aforementioned possibility that a particular scientific theory is wrong but also because they recognise that acceptance of a theory and belief in the truth of a theory - but not of course knowledge of the truth of a theory - may be a matter of degree.  Some scientists firmly believe that the virus theory of myalgic-encephalomyelitis is true.  Others are equally firm in their belief that this theory is false.  The majority, it is probably true to say, fall into neither camp and their epistemic stances range from that of mild scepticism to tentative acceptance.  This kind of equivocation is not however to be confused with Dawkins' original attitude towards selfish genes.  Dawkins - it has been suggested - was not quite sure if his theory was literally true or only metaphorically true.  The waverers in the ME debate are quite sure that the virus theory is either literally true or literally false.

The fundamentalist theist, the agnostic, and the atheist presumably agree with each other (though not with the liberal theologians) in their understanding of the statement that God, or gods, or angels exist.

Bas van Fraassen, The Scientific Image, p 11.

The "minimal" formulation of realism presented above "can", van Fraassen claims, "be agreed to by anyone who considers himself a scientific realist"
.  Certainly this formulation has been carefully tailored with the demands of the more discerning realist in mind, and it would ensure protection from the more well rehearsed objections to this particular epistemic stance.  The formulation has also been carefully tailored to complement van Fraassen's own account of science; and before subjecting that account to scrutiny, we should do well to consider whether its opponents would in fact be as accommodating as has been suggested.  After all, if the people who style themselves scientific realists would not agree to his formulation, van Fraassen is likely to find himself tilting at windmills.

is this really realism?

Van Fraassen acknowledges that belief comes in degrees.  It ought perhaps to be noted that - for the realist-in-general at least - literalness may also be a matter of degree.  

Dawkins has already been cited as an example of a scientist who appears to be realist in outlook and to take most science quite literally.  Dawkins is nevertheless quite happy to countenance the acceptance of some theories which cannot - at least when they are first put forward - be taken quite so literally; and science is full of such cases.  It was noted earlier that Mendel is usually regarded as the begetter of modern genetics.  Nevertheless, at the time Mendel published his 1866 paper Versuche über Pflanzenhybriden he did not seem to be at all clear whether the symbols he used - and which are still used - to denote the objects of his enquiries referred to the Charaktere themselves (such as violet-red or white flowers) or to the Faktoren presumed to be responsible for flower colour.  He was, however, clear that his scheme was a valuable tool for analysing the observed patterns of heredity of such characteristics as flower colour in plants.  His "factors [my emphasis] [....] at work in the production of [....] forms in [....] plants"
 were not christened "genes" (Gene) until Wilhelm Johannsen published his Elemente der exakten Erblichkeitslehre in 1909; and - I should argue - it is only in the decades since the publication of Crick and Watson's Molecular Structure of Nucleic Acids (A structure for Deoxyribose Nucleic Acid) in 1953 that scientists have come to have an entirely literal notion of just what is being talked about when genes and genetic theory are discussed.  It seems reasonable to suppose that, in the intervening period, scientists acquired an increasingly literal notion of gene theory.  None of this prevented scientists from having quite firm beliefs as to whether Mendel was right or wrong.  The dispute between Karl Pearson and William Bateson on this question has already been alluded to.  Although this is perhaps the most public and heated debate the scientific community has ever had over Mendelism, it took place during the first few years of this century - very early on in the process of gene reification.

Not everyone who has written about the evolution of the meaning of "gene" would emphasise the instrumentalist flavour of (some aspects of) early genetics in quite this way.  Philip Kitcher, while acknowledging that "some early geneticists were agnostic about the physical basis of 'factors'"
, insists that the referent of "gene" (or equivalent expression) was always the chromosomal segment.  Different geneticists, as Kitcher stresses, were (and are) very often talking about different sorts of segments which are defined in a variety of ways.  Depending on whether their interest was in the recombination of genetic material - to take one extreme - or in the expression of phenotypic characteristics - to take the other - geneticists have been pointing in very different ways to very different quantities of DNA when employing the term "gene".  Kitcher's historical account of changes in the meaning of "gene" lays particular emphasis on changes in the "reference potential" of this term.  "The reference potential of a term for a community" Kitcher writes, "is a compendium of the ways in which the referents of tokens of the term are fixed for members of the community"
.  Molecular biologists now understand quite clearly why at various times the definition of "gene" has shifted and why geneticists have evinced differing amounts of ontological commitment towards the gene; but, Kitcher argues, the "best explanation" of why geneticists - even those geneticists who did not believe that genes are chromosomal segments - "said what they did is to take them to refer to such segments"
.

Should we then say that the term "gene" has always had a quite literal meaning?  Should we insist that although different tokens of the term have been applied to very different amounts of genetic material and have thus had significantly different meanings, these meanings have always been thoroughly literal meanings?  I think not.  In assessing ways of talking which are not meant to be taken literally we must needs consider the intention of the speaker.  If some scientists were prepared to remain agnostic when it came to conceiving of hidden realms of discrete genetic determinants in plants and animals, but, nevertheless, spoke freely of "factors" or "genes", then these terms did not have the same status as other terms they used freely - such as "mouse" or "plant" or "fruit-fly".  This holds true even if terms such as "gene" now do have a similar status to terms such as "fruit-fly".

Literalness can, it seems, be a matter of degree for scientists, and a matter which is quite separate from their degree of belief in something.  Anyone claiming to provide an account of science will have to allow for this.  Van Fraassen does, it could be argued, allow for degrees of literalness in his definition of realism since he asserts that a literally true story is merely the aim of a scientific theory and until scientists believe that this aim has been achieved, they can hardly be called realist in their attitudes towards that particular theory.  But van Fraassen nowhere discusses this possibility explicitly.  It seems to be an important point for the realist-in-general to make, however, because it is far from clear how an anti-realist opponent would deal with the distinction scientists themselves might want to make between two "correct" theories, one couched in the language of literal representation, the other still in the language of (useful) metaphor.  And this point seems to hold regardless of whether the opponent we have in mind is the more traditional instrumentalist who asserts that no scientific theory (at least no scientific theory concerning things we cannot directly perceive) is to be taken literally, or whether the opponent is someone like van Fraassen who - as we shall see - claims to take all scientific theory literally.

And literalness and belief may not be the only scalars in van Fraassen's definition of realism.  What about truth?

Biologists today understand Mendel's theories concerning the inheritance of characteristics in discrete units literally - far more literally than Mendel himself could ever have done.  There have been alternative theories which spoke of the blending of continuously varying characteristics in inheritance.  The aforementioned Pearson and his colleagues in the biometric school
 put forward such ideas.  But biologists today disbelieve these theories - and believe Mendel's theories - with a degree of certainty which it is hard to imagine Mendel himself could have possessed.  Not one of today's biologists would, however, claim that Mendelism was exactly true.

Mendelism can easily cope with things like the patterns of inheritance of blue, or brown, coloured eyes.  In order to account for the range of eye colour - say from turquoise to grey - within the category of "blue-eyed" people, the Mendelists have to introduce many more discrete units and tell a much more complicated story.  Once they begin trying to account for phenomena such as the occasional appearance of individuals with two different coloured eyes - an example of mosaicism
 - the Mendelists are forced to tolerate a little indiscreteness on the part of their units of inheritance.  At this point, (notwithstanding the notorious philosophical difficulties they could be creating for themselves) the biologists are inclined to say that Mendelism is approximately true.

Van Fraassen does in fact acknowledge the possibility of a scientific realist subscribing to the "belief that [....] [a] theory is approximately true"
 - and distinguishes this possibility from partial belief that a theory is completely true.  He does not, however, explore the consequences of such a notion for his definition of realism.  If degrees of truth are to be contemplated, we are left to conclude that the realist can expect scientists to completely accept a scientific theory only when they are quite secure in their beliefs that the theory is the whole truth.

It is not, however, what van Fraassen has to say about literalness or belief or truth which invites the most severe criticism from those he would characterise; it is what he has to say about commitment.

Commitment, we are told, is the additional element in acceptance of a scientific theory.  We are not informed as to whether there are yet further elements.  "One" of van Fraassen's "main" reasons for suggesting that the "Acceptance of theories (whether full, tentative, to a degree, etc.) is a phenomenon of scientific activity which [....] involves more than belief" is that we are "never confronted with a complete theory"
.  In spite of this, working scientists commit themselves - by pursuing lines of research prescribed by the scientific theories they have accepted rather than research prescribed by theories they have rejected - and they do this even when there is little or nothing to commend a particular theory over its rivals.  The rest of humankind commit themselves in a similar fashion, van Fraassen argues, by seeking and providing particular types of explanation - by pursuing particular lines of thought and talk.

Even if his somewhat sweeping statement concerning "complete theories" is ignored, van Fraassen's account of commitment contains much that is controversial, and little in the way of reasons for supposing that commitment is an additional ingredient of acceptance.

While it may often be appropriate to say that scientists have committed themselves to a particular scientific theory, might this not simply be construed as an alternative way of saying that their degree of acceptance of (belief in the truth of) that theory goes further than is justified by the prevailing circumstances?  The aforementioned Crick and Watson committed themselves to the theory that genetic information is carried by the deoxyribonucleicacid molecule at a time when it was quite on the cards that one of the alternative protein theories was destined to be the "winner".  The two molecular biologists proceeded to involve themselves in a research project to unravel the structure of DNA, and did not involve themselves in research projects on other kinds of molecule.  It is difficult to see what counts here against simply asserting that - even at the outset of their research - Crick and Watson believed the DNA theory to be true.

Van Fraassen attempts to support his claims by comparing "theory commitment" to ideological commitment - "A commitment [presumably in contrast to a belief] is of course not true or false: The confidence exhibited is that it will be vindicated"
 - as he puts it.  There is obviously something in this.  It might be said that both types of commitment are exhibited by people who are in some sense going beyond what they are entitled to believe is the case.  But we only need to consider an example to see that ideological commitment consists in an entirely different species of epistemic attitude.  Many people are ideologically committed to the notion of a more egalitarian social system.  This commitment is separate matter from their beliefs as to such things as the progress of the struggle for social justice.  It is possible to imagine working steadfastly to bring about some form of socialism and yet being extremely pessimistic about the prospects for ending the present economic order.  But scientists commit themselves to theories because of quite definite beliefs as to what is the case.  They believe that the theories to which they have committed themselves are true.

If the current trend were reversed, and more and more countries began to restrict private ownership of the means of production and to take greater control of market forces, committed socialists might then want to say that these events were vindicating their commitment - even though the events in question might not render any of their beliefs true or false.  Of course, some committed socialists have definite beliefs about the direction of world events, but this aspect of their beliefs is not really part of their "ideological commitment" - it is possible to have exactly the same commitment and a quite different interpretation of current events.  All this contrasts markedly with Crick and Watson's situation.  The only thing which could have vindicated their commitment was a series of events (such as the actual series of events) leading to the scientific confirmation of their epistemic stance.

But van Fraassen is still not prepared to accept that acceptance of a theory can be equated with mere belief in its veracity.  "Belief that a theory is true [....]" he argues "does not imply, and is not implied by, belief that full acceptance of the theory will be vindicated"
.  The aforementioned ME researcher awaiting Armageddon would find it easy to accept the first part of this claim.  It is not at all clear why he or she should accept the second part.  Of course if the researcher was anti-realist in outlook, he or she would not necessarily expect belief that full acceptance of the theory will be vindicated to imply belief in the truth of a theory, but this would only be because - for the anti-realist - nothing can be expected to imply belief in the truth of a theory
.  For those who do not subscribe to anti-realism, vindication must imply truth.

Armageddon style objections to the reverse implication can be countered - as van Fraassen anticipates - by suggesting that belief in truth be equated with belief in vindication "under ideal research conditions [....] in the long run"
.  But van Fraassen claims that such a move would simply raise "another question".  It is not entirely clear what he has in mind here, but van Fraassen seems to be saying something along the following lines: For the realist, acceptance of a theory involves belief in the truth of that theory and commitment to it.  Commitment (ie belief that acceptance of a theory will be vindicated) is not the same thing as belief in the truth of a theory because (for one thing) it is not implied by belief in the truth of a theory.  Perhaps belief-that-acceptance-of-a-theory-would-be-vindicated-under-ideal-research-conditions-in-the-long-run is implied by belief in the truth of a theory, but that is a different matter.

This argument works only for those who share Fraassen's notions as to what it means to be committed and do not hold some other notion.  For those who might all along have identified commitment with expectation of vindication under ideal circumstances in the long run, the argument is a clear non-starter.  On the other hand, even if we do accept van Fraassen's identification of commitment with mere belief in future vindication, does this not conflict with what we were told earlier about the contrast between belief - which may be judged true or false - and commitment - which may not be so judged?  In fact this quibble is merely linguistic.  A statement such as "A's belief in theory X is false" is simply a loose way of saying that A believes in theory X and theory X is false.  The fact that people would not say something like "A's commitment to theory X is false" (unless perhaps they meant that A was some kind of charlatan) is neither here nor there.  It is the theory itself which is true or false.

From a realist point of view, scientists accept scientific theories when - and to the extent that - they believe those theories to be true.  If in certain circumstances, a particular scientist is prepared to stick his or her neck out further than his or her colleagues with respect to a particular theory, we might be inclined to say that this scientist is particularly committed to that theory.  Van Fraassen invites us to reject the preconception that commitment to a theory is simply a stronger species of belief in that theory; and embrace, instead, the claim that commitment is an additional component of acceptance - epistemically quite distinct from belief.  It is hard to see that he gives us any plausible reason for accepting this invitation.

against scientific realism

Van Fraassen's "correct statement" of realism is undoubtedly flawed, but it would be mistaken for an opponent to infer that the defence of some more correct version of realism is urgently required.  The dubious bits in van Fraassen's account of realism are there, to a large extent, because his alternative to realism requires them to be there.  They are not the bits of scientific realism (imaginary or otherwise) at which the anti-realist is going to tilt.  Van Fraassen needs us to accept that, even on a realist account, acceptance has an additional ingredient, which he calls "commitment", because he wants us to accept a different account in which acceptance does not involve belief in the truth.  If van Fraassen is going to succeed in sustaining a notion of acceptance of a theory, without helping himself to the notion of belief in the truth of a theory, he is going to need every ingredient which he can lay his hands on.  Exposing the unplatability of realism au van Fraassen has done more damage to him than it has to realism.  The real task is not so much to rectify the faults in this description of realism but to determine the extent to which van Fraassen is correct in finding fault with the doctrine he purports to describe.

When it comes to persuading his readers of the merits of his account, van Fraassen adopts a somewhat unorthodox strategy.  Rather than presenting his own objections to scientific realism - and demonstrating that an alternative epistemic stance would be far superior - van Fraassen boldly states his own thesis and then goes on to consider a number of important lines of argument in favour of his opponents' position.  Each of these arguments is found wanting and the reader is asked to embrace van Fraassen's particular version of anti-realism.  It has to be said, however, that although the rejection of some arguments for scientific realism may be a necessary condition for the adoption of van Fraassen's ideas, it is certainly not a sufficient one.  It is not even a sufficient condition for the rejection of scientific realism; and before this reader would be prepared to take the intellectual step advocated, he would have to be independently convinced first of the need to abandon realism and secondly of the need to adopt the particular alternative on offer.

So what is wrong with scientific realism?  Well, one difficulty for any account which identifies science with the truth is that much of what has passed for science in the past has come to be identified with falsehood.  And unless we assume that scientists have finally got everything right - a highly unscientific attitude to adopt - we are forced to admit that a certain amount of what passes for science today will be rejected in years to come.  But this is hardly an objection (to realism) of which van Fraassen can avail himself.  For one thing, as has already been pointed out, van Fraassen lets realism off the hook by having it claim only that a true story is the aim of science - he does not commit the realist to any position on the question of how far this aim has been achieved.  For another, van Fraassen's substitution of "empirical adequacy" for truth in his own (anti-realist) account of science does nothing to help him side-step the difficulty which all realist accounts must avoid.  The same scientific theories which - on a realist account - once were (but are no longer) regarded as true, once were (but are no longer) regarded as empirically adequate - whichever account of science we favour
.  The account which van Fraassen favours is one which he calls "constructive empiricism".  His statement of this position goes as follows:

Science aims to give us theories which are empirically adequate; and acceptance of a theory involves as belief only that it is empirically adequate.

Bas van Fraassen, The Scientific Image, p 12.

A theory is empirically adequate, we are told, "exactly if what it says about the observable [my emphasis] things and events in the world, is true"
.  Observable things and events may belong to the past, the present or the future.  In other words, if a constructive empiricist accepts a theory, he or she believes that the theory says true things not just about the observations scientists have already made, and are making at this very moment, but about observations yet to be made.  The things and events which scientists describe are to be counted as observable if, and only if, they are "observable-to-us", that is to say, observable to members of "the human race .... the epistemic community to which we belong"
.  Thus, anything which we could see with our unaided eyes under the right circumstances - such as being close enough - is observable.  Things which, as van Fraassen would have it, we merely "detect" - such as microparticles in a cloud chamber - are not observable.  In between these two extremes, things get a bit vague.  But the problem of knowing just where to draw the line is not only generated by the predicate "observable".  There are many other "vague predicates"
 in natural language - such as "breakable" or "portable" - which are perfectly useful in spite of their vagueness because they have clear cases and counter cases.  Van Fraassen declines Maxwell's invitation to draw an arbitrary line through his "continuum of cases" which begins with "looking through a vacuum" and continues with "looking through a window pane, looking through glasses, looking through binoculars, looking through a low-power microscope, looking through a high-power microscope, etc.," but he does point out that the epistemic community does not include people with electron-microscope-eyes
 or people like Superman with X-ray vision
 and leaves his readers to infer that, even if the kind of objects viewed with the aid of a magnifying glass hover in an unspecified region somewhere around the "arbitrary line", the sort of objects represented on the electron micrograph lie well below it
.

Microbiologists were amongst the last to give up "Lamarckian"
 evolutionary theories which involve the inheritance of acquired characteristics.  The earlier example of giraffe gymnastics is a little far fetched, but for a long time it really did seem as though populations of bacteria could be "trained" to survive increasing concentrations of toxins in their growth media.  Van Fraassen does not discuss the precise ontology of bacteria, but, as it transpired, the rejected account - which had the bacterium learning to live with the poison and endowing its offspring with this ability - says untrue things about the kind of naked-eye observations the biologist can expect just as surely as - on a realist account - it says untrue things about microscopic bacteria.  The presently accepted account in which a few mutant bacteria just happen to survive and go on to produce a new generation with the same genetic make-up (plus a few new mutants) passes the realist test just as well as it does the constructive empiricist test.

Where naïve realists hold that science gives us a literally true story, naïve constructive empiricists (if such people exist) would rather say that science gives us theories which are empirically adequate.  Thus, whereas realists might want to demarcate Lamarckian and neo-Darwinian accounts by insisting on the falsity of the former and the veracity of the latter, constructive empiricists would insist, rather, on the lack or presence of empirical adequacy in the two accounts.  History suggests that demarcations like this have often failed; and anyone who takes the history of science seriously, must be prepared to envisage the science, which they take for granted today, exposed as "false" or "empirically inadequate" (depending on one's point of view) in years to come.  It must be remembered that "empirical adequacy" (as van Fraassen defined the term) does not mean "empirically adequate as far as can be judged from present observations".  The theory which appears to save the phenomena today, but which is destined to be rejected tomorrow, will turn out not, after all, to have been adequate.  In other words, both groups of naïve thinkers will have similar problems in defending their beliefs with respect to theories they are inclined to accept in the present.  We shall see where considering the ideas of more sophisticated protagonists takes us.  At this stage of the debate we can safely conclude that, when the comes to the fallibility of science, the constructive empiricist and the realist have nothing really different to say.

The usual fall-back position for realists confronted with the problem of scientific fallibility is precisely the one which van Fraassen suggests they should adopt: "science aims at the truth".  In other words, science (at least for much of the time) only provides approximate truth.  The difficulties with this notion arise when we try and formalise it.  As far as everyday discourse goes, there are no obvious difficulties with a claim such as the one that the modern account of evolution is truer than the Lamarckian account, and that this account in turn was nearer to the truth than the creationist account - which made no allowance for the appearance and disappearance of different species of plants and animals and the constant modification of existing species.  Although a number of attempts have been made, it is much less obvious that we can successfully put such claims into more formal language.  Popper suggested the following:

Assuming that the truth-content and the falsity-content of two theories t1 and t2 are comparable, we can say that t2 is more closely similar to the truth, or corresponds better to the facts than t1, if and only if either (a) the truth-content but not the falsity-content of t2 exceeds that of t1 , (b) the falsity-content of t1, but not its truth content, exceeds that of t2.

Karl Popper, Conjectures and Refutations, p 233.

Popper's strategy is to identify the content of a theory as the set of propositions implied by that theory.  Thus the truth content of theory t1 (t1T) is the set of true sentences implied by this theory - a set which is in turn a subset of the true propositions of the language.  Similarly, the falsity content of t1 (t1F) is the set of false propositions implied by that theory - a subset of the false propositions in our language.  If we could simply count all these propositions, the alternatives supplied by Karl Popper could be represented as follows:

(a) (Nt2T > Nt1T) & (Nt2F ≤ Nt1F)

(b) (Nt1F > Nt2F) & (Nt1T ≤ Nt2T)

Where NtxT is the number of true propositions implied by theory X and NtxF is the number of false propositions implied by theory X.  The problem with counting such propositions is not merely one of practicality.  Even if the original theory contained only a small number of propositions, it would clearly be possible - using only the logical operators - to construct an infinity of propositions implied by the original ones.  In other words, the problem of counting the true propositions implied by a theory is also one of principle.

Another consideration when comparing rival theories for their truth contents is that the theories are indeed rivals.  We know, intuitively at least, what someone means when they claim that modern evolutionary theory is nearer the truth than Lamarckian theory.  If someone claimed instead that modern evolutionary theory is nearer the truth than homeopathy or Newtonian physics, he or she would tend to confound even the most intuitive amongst us.  If we are to discuss the verisimilitude of two or more theories, those theories must - at least to some extent - cover the same ground.  Popper's use of sets and subsets ensures that no-one comparing theories for verisimilitude along his suggested lines would fall foul of such considerations.

The approach which Popper tried, in pursuit of an answer to these problems, was one which involved the use of sets and subsets.  Popper's proposal is that t2 has greater verisimilitude than t1 if (i) the set of true propositions which follow from t1 is a proper subset of the set of true propositions which follow from t2, and the set of false propositions which follow from t2 is a subset of the set of false propositions which follow from t1; or (ii) the set of true propositions which follow from t1 is a subset of the set of true propositions which follow from t2, and the set of false propositions which follow from t2 is a proper subset of the set of false propositions which follow from t1.  We can represent these alternatives thus:

(i)
St1T ( St2T & St2F ( St1F

(ii)
St1T ( St2T & St2F ( St1F

Where StxT is the set of true propositions implied by theory X and StxF is the set of false propositions implied by theory X.  As Tichý has shown
, this simply will not do if t2 - although nearer the truth than t1 - is still not completely true.  And, as has been suggested, this kind of situation must be regarded as the rule rather than the exception in science.  An elegant variation on Tichý's theme provided by O'Hear
 goes something along the following lines: If t2 is not completely true, there is at least one false proposition, say p2F in St2 - specifically in St2F.  Now, if we assume the first part of (i), namely St1T ( St2T, there is at least one true proposition, say p2T, in St2T - St1T.  This proposition and the first proposition might be combined to give the conjunction p2F & p2T.  This new proposition is clearly in St2F.  Is it in St1F?  The answer to this question cannot be "yes", because the propositions p2F and p2T would then be part of St1 - and p2T specifically would be in St1T.  But the answer to this question cannot be "no" either.  The second part of (i) states that St2F ­ St1F - that is to say St1F must include (at least) all the propositions in St2F.  A similar line of reasoning has equally disastrous implications for Popper's alternative suggestion - line (ii) - and we are forced to conclude that there is something seriously wrong with his account.

The problem with Popper's account is that it demands too great a degree of overlap between competing theories.  Theory 2 may say a few more true things - or alternatively, a few less false things - than theory 1, but otherwise the two theories must overlap completely.  An example might be a comparison between Lamarckism, and an alternative theory say Lamarckism plus the claim that giraffes are green.  Such examples are not just (as we have seen) logically unsound, they do not even look like the kind of comparisons we meet in real life - although this fact has nothing to do with the scarcity of green giraffes.

Creationism - in contrast to Lamarckism - correctly predicts the stability of genetic material in individuals subjected to different environments.  It - again in contrast to Lamarckism - falsely predicts the stability of genetic material in a population subjected to a changing environment over a number of generations.  Both Lamarckism and creationism correctly predict the stability of genetic material in a stable environment, and both similarly and falsely estimate the degree of homogeneity of genetic material across different members of a population in a stable environment.  In other words, although there is overlap between the two competing theories, the true propositions implied by the "less true" theory are not a subset of the true propositions implied by the "truer" theory, and the false propositions implied by the "truer" theory are not a subset of the false propositions implied by the "less true" theory.  This kind of situation is of the kind we meet in "real life".

What are the implications of all this for constructive empiricism?  If the epistemic stance known as scientific realism is unsustainable in the absence of any successful attempts to explicate the notion of verisimilitude, and Popper's failures are indicative of the prospects for any such attempt, then the way would seem to be very much open for an alternative account of science which captures the "strong intuition" as Worrall describes it "that scientific development" - though characterised by "high-level theoretical discontinuity" - "has been essentially continuous at the empirical level"
.  In fact, it is far from clear just what opportunities Popper's failures create for the anti-realist and just what advantages somebody like van Fraassen is in a position to take from these opportunities.

By way of illustration of this last point, we might note that in his insistence on identifying a scientific theory with the set of statements of its testable (falsifiable) consequences, the avowed realist Karl Popper could be accused of having steered pretty close to anti-realism.  The avowed anti-realist Bas van Fraassen could be accused of the exact opposite.  Van Fraassen identifies a scientific theory with the set of possible worlds - "models" as he likes to call them - which satisfy the theory.  Or to be more precise - since no scientific theories I can think of purport to account for all events in every corner of the universe - he identifies theories with sets of partial possible worlds.  Theories can, and do, contain claims which van Fraassen would regard as irredeemably metaphysical - which "are", as he puts it "by no stretch of the imagination about what there is in the observable world."
 But the constructive empiricist accepts a theory - comes to regard a theory as empirically adequate - when he or she is satisfied that an observable part of the actual world fits - is "isomorphic" with - the observable parts of one of the partial possible worlds specified by that theory.

The constructive empiricists would regard modern genetic theory as empirically adequate; and empirically equivalent to a theory which consisted of modern genetics plus the claim that there is an invisible intangible undetectable green giraffe on the dark side of the moon.  They would accept both theories.  The constructive empiricists would not believe the second theory, however, and - depending on their precise views concerning the observability of genes - they would probably refuse to express belief in the first theory as well.  Where the architect of constructive empiricism steers close to realism is in his identification of a theory with some kind of description of a part of the universe - unobservable bits and all.  Where he avoids realism is in his insistence that the only true bits of that description can be those bits which have something to say about "observables".

One way of coping with the fact that a theory like Lamarckism seems to be an example of a partially true theory is to say - something along Popperian lines - that many of the propositions implied by Lamarckism are true.  Thus, even though the rejection of Lamarckism in favour of neo-Darwinism appears to illustrate theoretical discontinuity in science, we can discover scientific continuity at the phenomenal level.  It might also be noted that it is possible to cite episodes from the history of science during which continuous theoretical development has taken place alongside apparent phenomenal discontinuity - that is to say, discontinuity in what is held to occur at the phenomenal level.  Nutritionists are notorious for their shifts in viewpoint when it comes to making pronouncements concerning human diet.  Whereas a food scientist of several decades ago would probably have said that eating lots of fat was good for human health, a modern nutritionist would say the exact opposite.  But this glaring contradiction between claims as to what happens in the realm of tangible phenomena belies a steady accumulation in understanding of human nutrition at the theoretical level over the last fifty years or so.  It merely reflects the fact that scientists became aware of the rôle of dietary fats in the uptake of certain vitamins before they became aware of the rôle of dietary fat in arteriosclerosis.

But even if we stick with an example such as Lamarckism, can we find anything there which will provide van Fraassen with any kind of advantage over his realist opponents?  A constructive empiricist would presumably be compelled to regard Lamarckism as being partially empirically adequate and it is difficult to imagine that any attempt to formalise this notion would not run into exactly the same kind of difficulties which Popper's attempts to formalise verisimilitude ran into.

Let us construct an imaginary scenario sometime in the past where scientists have observed the adaptation of a population of bacteria subjected to increasing concentrations of a toxin over a number of generations and are looking for a theory to explain this phenomenon.  No other relevant observations have been made and there is no way of choosing between the two prima facie explanations on offer - namely Lamarckism and neo-Darwinism.  The two theories predict exactly the same observations as regards the appearance of small spots on agar-agar plates subjected to the sort of procedures which have so far been carried out, but give completely different accounts of the phenomena when they come to describe what is going on at the level of the postulated gene.  A realist takes the view that the two theories are quite different because the different things they say about this area of reality are more or less accurate descriptions of the world.  She proposes that if future observations persuade the scientific community to embrace one of the two theories, this will be a reflection of the fact that the things which this theory has to say about various "hidden" mechanisms are truer than those things which the rejected theory has to say.  An instrumentalist and a friendly logical positivist take the view that, as things stand, proponents of the competing theories have not said anything different and refuse to take the debate between the two sides seriously until someone comes up with an empirical means of deciding between the two theories.  Along comes a constructive empiricist.  This philosopher - like the realists and unlike the instrumentalists and positivists - opines that the two sides in the scientific debate are providing competing descriptions of reality; but - like the instrumentalists and positivists, and unlike the realists - he proposes that future acceptance of one or other of the two theories will reflect only the fact that the observations predicted by the "winning" theory turned out to be more accurate than those predicted by the loser.

Things do not of course stand still.  It is soon realised that the competing theories do suggest observations which will enable scientists to decide between them.  These observations are made and the scientists elect for neo-Darwinism.  These developments do not sway the aforementioned philosophers in any way, but they now begin to consider how they can translate their attitudes towards the two theories into more formal language.

The realist - realising the difficulty of quantifying the accuracy of a description, and somewhat influenced by the instrumentalist and the positivist - suggests that greater verisimilitude of neo-Darwinism over Lamarckism can be quantified in terms of the greater number of correct statements about reality which can be derived from the former theory.  She concedes that this comes down to counting observations, but she is not inclined to draw any kind of line between naked-eye observations and observations made with microscopes and other scientific equipment.  Using mathematical set theory she tries to devise some kind of formal statement to the effect that the correct predictions of neo-Darwinism exceed those of Lamarckism, but she fails in this task.

The constructive empiricist, in contrast, is simply able to dismiss the problem of construing neo-Darwinism - with its account of the behaviour of invisible-to-the-naked-eye genetic material - as a truer description of reality than Lamarckism - with its alternative account.  He is quite clear that neo-Darwinism is more acceptable than Lamarckism because it says more correct things about the observable - and he is quite insistent that "observable" means observable to the naked eye.  But when it comes to quantifying the greater "empirical adequacy" of neo-Darwinism over Lamarckism, the constructive empiricist realises he faces exactly the same kind of problem counting naked-eye observations as his realist opponent faces counting a greater variety of scientific observations.

To return to the present, and the "real world" let us merely note, as John Worrall has done, that The Scientific Image "provides no machinery with which to approach this problem"
.  Unlike the constructive empiricist in the foregoing anecdote, van Fraassen hardly seems to have considered the problem of formalising the notion of greater or lesser degrees of empirical adequacy.  There is but one short remark addressed to the topic of approximation in The Scientific Image.  As has been noted, van Fraassen acknowledges that the realist may legitimately speak of an approximately true theory and he goes on to explicate this notion (somewhat obscurely) as "belief that some member of a class centring on the mentioned theory is (exactly) true"
.  Moreover, although this remark is intended to inform us as to how a realist ought to think, van Fraassen makes it clear that this is also what a constructive empiricist ought to think.  We are forced to presume that he is thinking of theories which are approximately empirically adequate, or he is thinking only of theories which mention observables.

In a paper entitled Constructive Realism, Ronald Giere takes van Fraassen up on this topic.  He represents van Fraassen (rather more clearly than van Fraassen represents himself)
 as holding the view that "approximation be explained in terms of a class of models, one of which exactly fits"
.  Giere points out, however, that Newtonian theory specifies a number of classes of models of reality, and modern physicists do not regard any of these models as exactly true.  He suggests instead that approximately correct theories propose models which are "similar" to real systems "in specified respects and to specified degrees"
.

As van Fraassen is quick to point out in his reply to Constructive Realism, Giere is starting to head off towards the "morass of verisimilitude"
 here; but van Fraassen has yet to demonstrate that he can circumnavigate this "morass".  He continues to insist that a proposition is approximately true when it is "related in a certain way" to another proposition which is exactly true, and that a model fits approximately when it is "related in a certain way" to a model which fits exactly
.  He concedes that none of Newton's models fit exactly, but obviously intends his readers to infer that these models are related to some other models which do fit exactly.

Having cleared up this misunderstanding, van Fraassen goes on to point out that Giere's talk of similarity in "specified respects and degrees" is rather similar to his own talk of relatedness in "certain ways" and suggests that Giere's views on approximateness could easily be accommodated within the constructive empiricist scheme.  Rather glossing over the fact that he is talking of relations between models (or propositions) whereas Giere is talking of similarities between models and the world, van Fraassen then proceeds to claim that both he and Giere - in choosing this sort of talk - make their respective accounts of approximate correctness "context-dependent"
.  This fact, van Fraassen assures us, rescues both of them from the threat of having to provide a theory of approximate truth.  But even if van Fraassen can successfully conflate the two accounts, do his conclusions follow?  It is perfectly clear that expressions like "certain ways" and "respects and degrees" await further specification, but it would not necessarily seem to follow that such specifications must vary from context to context; and even if they must, this still requires van Fraassen (and anyone he would co-opt) to provide an account of approximateness (or similarity or relatedness or whatever we wish to call it) within a given context.  It is hard to see how any such account of "approximate empirical adequacy" would avoid the kind of problems which face those attempting to formalise the notion of approximate truth, and it is hard to avoid the conclusion that constructive empiricism has nothing to recommend it over realism when it comes to the question of "nearly right" science.

So what else is wrong with realism?  The really perennial problem for the would be realist is that of inductive reason.  Of course the fallibility of science problem is intimately bound up with questions of inductive reasoning, but there the inductivist and the (anti-realist) sceptic were on the same side - "science (arrived at by whatever intellectual process) has failed many times in the past, ergo it may be failing now".  It is more usual in philosophy of science debates for the sceptic to adopt anti-inductivist arguments when attacking the realist position.

The problem for scientific realists (inclined as they are to believing that science tells us the truth - or something approaching it) is that they find it hard to do without induction.  Science tells us things such as "smoking causes lung cancer", but such a truth - if it is a truth - is not arrived at by deductive reasoning in the same way as "either her cigarettes are in her drawer or not in her drawer".  Science's conclusions about smoking are the result of long term observation of smokers and non-smokers and research into the effects of chemical substances in tobacco smoke on human and animal tissue.

As philosophers from Hume onwards have argued, such inductive conclusions - though quite certain in the eyes of most scientists - seem to permit the expression of scepticism in ways that deductive claims - such as the one concerning cigarettes in the drawer - do not.  Scepticism about inductive claims may, however, take various forms.

The most straightforward kind of doubt someone might express about inductive conclusions is that they are simply incorrect - which is another way of saying, yet again, that science is fallible.  It is not just that the scientists may have "done their sums wrong" - after all, such suspicions might also be appropriately directed at complex and surprising deductive conclusions - the researchers may have used faulty equipment or have been deceived by their observations, they may have been tricked by someone else or have deliberately cheated.  Occasionally, cheating or mistakes can be detected in a scientist's published work by merely subjecting that work to scrutiny in the same way that the violation of deductive reasoning might be uncovered in the work of someone presenting a circuitous "proof" of a proposition such as p & ( p (her cigarettes are both in her drawer and not in her drawer).  Mendel's work is a case in point.  In spite of the fact that Mendel is generally considered to have got it right in the end, when Fisher applied statistical analysis to Mendel's results in 1936 he found that these results were too good to be true
.  Mendel had either cheated or had allowed his judgement to be swayed by his preconceived ideas.  But more often, cheating and mistakes in science can only be detected by repeating the original observations or performing further appropriate experiments, and there is no obvious analogy to this activity in the case of checking deductive conclusions.

A deeper form of scepticism questions not whether a particular piece of "inductive science" has been "correctly" carried out but whether scientists - even when their experimental work and calculations are impeccable - are entitled to reach the kind of conclusions they do reach.  I might have correctly observed that my colleague has reached in and out of her drawer for her cigarettes every working day for the past ten years.  If asked today whether I know where she keeps her cigarettes, I should be more than likely to give an affirmative answer.  But today might be the day when she decides to leave her cigarettes at home as a prelude to giving up smoking.  In other words, the next observation may contradict all previous observations.  An alternative way of making the same point is to draw attention to the difficulty of predicting a potentially infinite number of observations - what anyone looking into my colleague's drawer at any time would see - from the finite number of observations I have actually made.  And yet another way of giving vent to the same species of scepticism is to bring up the question of counterfactuals.  The white knight speaking to Alice about "Everybody" who listens to his song claims that "either it brings tears to their eyes, or else- [....] it doesn't, you know"
.  Although at the time he made this statement, the white knight was not singing to anyone, he could be quite certain that if he did they would react as he forecast.  I might well have phrased my claim about the cigarettes in a similar fashion.  Although searching my own drawer at the time, I could well have made the statement: "If I looked in her drawer now, I should discover her cigarettes".  The sceptic will point out that such counterfactual claims - though legitimate in the case of the necessary truth expressed by the white knight - are illegitimate when founded merely in repeated observations.

Forced to defend the validity of my claims from such sceptical attacks I might well retort that my conclusions were not mere extrapolation from my repeated observations: "I have observed my colleague's behaviour over a long period of time and this has enabled me to discover that she is a creature of unshakable habit.  I deduced the whereabouts of her cigarettes quite legitimately from this discovery".  But, as the sceptic will be quick to interject, my "discovery" is entirely suspect.  No matter how often people behave in a particular way, they may suddenly change their ways.

At this point I should have to concede that there is ultimately no way of justifying my everyday inductions.  A scientist, however, could take the discussion a stage further.  Discovering regularities in the behaviour of an individual person may be one thing, but the discovery of regularities in the behaviour of nature is quite another.  The claim that smoking causes cancer is based not just upon epidemiological studies and animal experiments but on a far reaching understanding of the rôle of damaged DNA in oncogenesis and the mechanisms by which certain molecules in tobacco smoke can, and do, produce such damage.  This deep understanding of fundamental mechanisms in nature enables scientists to make many accurate predictions.  And when they feel that their understanding of a particular mechanism is complete enough, scientists feel confident to actually make deductions.  Scientists test such deductions against reality in order to confirm that their understanding of nature is correct - or at least in order to see if they can demonstrate that their understanding is incorrect.

But scepticism can go deeper still.  Even if the sceptic is prepared to allow that a particular series of experiments and observations have been conducted properly and that this work has led to the formulation of a correct theory concerning some fundamental natural mechanism; the really determined anti-inductivist can still go one better and question the assumption, which is usually taken to be implicit in science, that these fundamental mechanisms will continue to operate in the same way that they have in the past.  Such a sceptic must be prepared to envisage the possibility of a complete breakdown in the fabric of regularities which - at least from a traditional scientific standpoint - underlie nature; and to deny the existence of any necessity in the realm of real events.  These are exactly the kind of notions entertained by Sartre's fictional hero Antoine Roquentin in the novel La Nausée.

I see it, that Nature, I see it ... I know that its submissiveness is laziness, I know that it has no laws, that which they consider its constancy doesn't exist.  It has nothing but habits and it may change those tomorrow.

What if something were to happen?  What if all of a sudden it started palpitating?  Then they would notice that it was there and they would think that their hearts were going to burst.  What use would their dykes and ramparts and power-houses and furnaces and pile-drivers be to them then?  That may happen at any time, straight away perhaps: the omens are there.  For example, the father of a family may go for a walk, and he will see a red rag coming towards him across the street, as if the wind were blowing it.  And when the rag gets close to him, he will see that it is a quarter of rotten meat, covered with dust, crawling and hopping along, a piece of tortured flesh rolling in the gutters and spasmodically shooting out jets of blood.  [....] And somebody else will feel something scratching inside his mouth.  And he will go to a mirror, open his mouth: and his tongue will have become a huge living centipede, rubbing its legs together and scraping his palate.  He will try to spit it out, but the centipede will be part of himself and he will have to tear it out with his hands.

Jean Paul Sartre, Nausea, pp 225, 226.

Is van Fraassen's empiricism really more adequate than realism to the task of defending science from such sceptical assaults?  As Foss has noted, "the constructive empiricist is no skeptic: in accepting a theory s/he makes a long inductive leap, from the observed to the observable"
.

Like the realist, the constructive empiricist may first be accused of having got the "observed" wrong.  In 1858, Félix Pouchet published a paper in which he reported his observations concerning the formation of living matter in flasks of water and hay which had been heated to one hundred degrees Celsius and sealed.  Any constructive empiricists around at the time who might have been inclined to accept Pouchet's theory of the "spontaneous generation" of life would have thereby acknowledged that they believed this theory to say true things about the kind of observations produced by such experiments.  They may, of course, have had their own views concerning the truth of those elements of the theory which spoke of the destruction of microscopic life forms in the heating process and the "reappearance" (under the microscope) of such forms in the scum and globules which grew in the flasks.  Similar experiments were also being performed at this time by another French scientist - Louis Pasteur.  Pasteur - using yeast rather than hay - did not observe the re-emergence of life in his heated flasks.  Now there is no reason to suppose that Pasteur would have gladly entertained the views of someone who argued that all observation is fallible and who regarded all conclusions based on observation with suspicion; and I think we may assume that Pasteur might have been especially defensive about his own experimental work.  But when it came to Pouchet's observations, Pasteur was more than happy to take a sceptical stance and attribute his rival's results to experimental carelessness
.

Presumably because, in the end, biological science has come to adopt Pasteur's views concerning spontaneous generation, many writers on this subject simply repeat his version of events unchallenged.  Thus Rosebury - a professor of bacteriology turned populariser of his subject - writes:

That mice could come out of nothing but corn and a dirty shirt in a box in the dark, maggots could be produced in decaying meat, cockroaches appear without the efforts of parents in food scraps undisturbed in the kitchen - things like this were once believed by scientists as well as by presumably more ignorant folk.  Even before Pasteur's time experiments had forced most of those who knew about them to think of the spontaneously generated animals as smaller and smaller.  Pasteur demonstrated that even microbes did not originate without pre-existing microbes and so scotched the whole notion.  [....]

Spontaneous generation of life, as Pasteur showed, cannot occur on earth today.

Theodor Rosebury, Life on Man, pp 38, 41.

When the other side of the story is presented, the whole issue begins to look somewhat more complex, but let us leave the full story aside for the moment and ask where it would have left Pouchet's aforementioned constructive empiricist supporters if this had been a simple case of Pasteur being right and Pouchet being wrong.  They would have been forced to concede that Pouchet - despite his protestations to the contrary - had not conducted his observations correctly and abandon their acceptance of his theory.  And having conceded this point, the constructive empiricists would have become easy prey for the sceptic who wanted to stress the unreliability of scientific observation as a method of final arbitration in science.  In this situation, Pouchet's constructive empiricist supporters would have found themselves on the defensive to entirely the same extent as realist adherents of the Pouchet cause.

Twenty years or so after the Pouchet / Pasteur dispute, work by John Tyndall - an English physicist - and Ferdinand Cohn - a German botanist - demonstrated that certain bacteria - including, notably, those found on hay - could form spores which were resistant to temperatures much higher than one hundred degrees Celsius
.  Even though these results lent even more support to Pasteur's views on spontaneous generation, they fully vindicated Pouchet's experimental work.  Both Pasteur and his rival had erroneously assumed that temperatures of one hundred degrees were sufficient to kill all life, and Pasteur's triumph has to be seen as something of a hollow victory.  Of course, the assumption that no life could survive in boiling water was a straightforward extrapolation of the fact that up until that time, no life had been observed which could survive such conditions.  A classic case of induction going wrong and more ammunition for the sceptic.

A constructive empiricist, who up until the publication of Tyndall and Cohn's work had noted that the "hundred degree" theory said true things about observations so far made and had come to believe that the theory said true things about observations yet to be made, would have been in for a disappointment.  This constructive empiricist would then fall prey to the second line of attack from the sceptic just as surely as the realist.

Which leaves the third line of attack .... but before continuing with our discussion of constructive empiricism, it might be worth considering what the realist response to a Roquentin might be.  If the average biologist were asked to comment on the kind of events described in the above passage from La Nausée he or she would no doubt pronounce them physically impossible.  This pronouncement would be a reflection of a deep intuition that the behaviour of matter is ultimately governed by some kind of necessity - some kind of laws.  There is considerable philosophical literature devoted to raising questions about scientific laws: whether the laws of physics are the only "true" laws, whether distinctions can be drawn between so called "laws" and mere generalisations, and so on.  Let us begin with an example from actual usage.  Biologists are quite happy to talk - loosely perhaps - of laws of inheritance.  An example might be the rule that two parents with blue eyes cannot have offspring with brown eyes.  Pressed further, the biologist would be forced to admit that in rare cases a new mutation can enable blue eyed parents to have brown eyed children.  The biologist then has the options of concluding that the Mendelian "law" is not a "true" law or of concluding that even a law of science may sometimes be broken.  But modern genetics is well aware of these kinds of exceptions to Mendelian laws of inheritance and regards the exceptions and the laws as manifestation of still deeper realm of necessity.  Maybe the laws at this deeper level have yet to be articulated, but they seem to set limits to what such objects as cells and chromosomes and genes may or may not do.  They determine - as the biologist would no doubt insist - that a gene for blue eyes may turn into a gene for brown eyes, and that a tongue may not turn into a centipede.

To the Roquentins of this world, all this is begging the question of course.  Even if we had some independent way of knowing that we had  discovered a true law of nature (whatever that may mean), we have no more guarantee that nature will not suddenly change its behaviour (even at the most fundamental level) than we have a guarantee that we shall not suddenly discover a form of life which can withstand temperatures higher than all the life forms hitherto tested.  Karl Popper thought he had found a way of conducting scientific reasoning which does not involve the use of induction.  He conceded to the sceptic that we can never confirm the discovery of a law of science
 but rescued science by claiming that we could at least confirm the falsity of a law like hypothesis and thereby make progress.  If accepted, this proposal would render scientific method immune to milder forms of anti-inductivist scepticism, but it still leaves scientific rationality vulnerable to a Roquentin style attack.  What guarantee has Popper (other than one based on induction) that the same falsifying experiment will not give one result one day and a different result the next - simply because God has decided not necessarily to play dice with the universe but simply to change the laws?

[....] without inductive inference, even being told some theories are false is not much help, for there is no reason to think that theories that have failed us in the past might not succeed in the future.

Anthony O'Hear, Karl Popper, p 63.

So what can a constructive empiricist say to a Roquentin?  Or perhaps more to the point, what can a Roquentin say to a constructive empiricist?  Van Fraassen simply rejects the need for belief in "laws of nature" portrayed as a realm of hidden regularities standing, so to say, "behind" the observable world and explaining the (fairly regular) regularities in what we see and hear from day to day.  Roquentin's bad news concerning the existence of such laws can be received with impunity by someone who never saw the need for them in the first place.  But van Fraassen is happy to accept scientific theories with their talk of hidden fundamental entities behaving in hidden fundamental ways when those theories say true things about regularities which are - he believes - to be found in the realm of the observable.

I claim that the success of current scientific theories is no miracle.  It is not even surprising to the scientific (Darwinist) mind.  For any scientific theory is born into a life of fierce competition, a jungle red in tooth and claw.  Only the successful theories survive - the ones which in fact latched on to actual regularities in nature.

Bas van Fraassen, The Scientific Image, p 40.

Van Fraassen's problem is that, in accepting the theoretical account of why we never observe tongues spontaneously turning into centipedes, he commits himself to the view that we never shall observe tongues turning spontaneously into centipedes.  If van Fraassen is to maintain his attitude to the unobservable world "behind" the world we directly perceive, he has no option than to admit that his belief that centipede-tongues will not be observable in the future is pure extrapolation from observations made in the past.  And, indeed, van Fraassen makes no attempt to shy away from such an admission.  In Laws and Symmetry he freely embraces the view which Armstrong calls "truly eccentric", that is to say "the view that, although there are regularities in the world, there are no laws of nature"
.  In this work, he anticipates the objection that, on his account, "the reality of laws must be as credence-worthy as any hypothesis which goes beyond [....] [the] evidence"
 - which is more or less the point made by Foss.  Van Fraassen's answer to this objection can be summarised (albeit somewhat crudely) as follows: (i) rationality does not require justification, (ii) belief in regularity is unjustifiable but rational, and (iii) belief in scientific laws (and other such "explanations" of "surface" regularities) can not even be shown to be rational
.

What is to be made of these propositions and the arguments which support them?  Let us first take point (iii).  Van Fraassen underscores this point with a critique of belief in laws of nature which he clearly regards as devastating, but, even if this critique is put on one side, I think it can be acknowledged that philosophy has not been wildly successful at providing the justification or rationale for belief in laws of nature.  Perhaps then point (iii) may be conceded - for the moment at least.  But what about point (i)?  The argument presented in support of this proposition amounts to the claim that two or more rational people may adopt differing positions on the basis of the same evidence - there is an element of free-choice in reaching rational opinions which cannot be fully constrained by rules.  It begins to sound as though Van Fraassen is advocating relativism here, but he assures us that he does not subscribe to the Feyerabendian dictum that "anything goes"
.  In particular, van Fraassen informs us, "belief in laws of nature does not 'go'"
.

Even if we accept points (i) and (iii), however, what is still conspicuously absent is an account of why belief in regularities does "go" - some kind of real support for point (ii).  Knowing that rationality gives us "permission" to believe in all kinds of things which cannot be justified is a necessary condition for belief in regularities, but not a sufficient one.  The additional knowledge that some other beliefs can not even be shown to accord with rationality is no help at all - especially when some would question even the rationality of belief in regularities.

Constructive empiricism thus falls at the second anti-inductivist hurdle.  Realism at least made it to the third.  We shall not be considering proposals for a theory of natural necessity, but we can note that the successful development of such a theory would rescue scientific reason form deep inductive scepticism.  If we were able to draw parallels between laws of nature and laws of logic, it would require a species of scepticism more extreme than Roquentin's to throw doubt on the core tenets of science.  In due course, we shall return to some of the issues arising from anti-inductivist scepticism.  For the moment, let us simply note that while there may be challenges which realism could be said to have failed, and which constructive empiricism could be said to have met, Humean scepticism does not seem to be one of them.

sheep and lambs

Given our conclusions so far, are there any good reasons for favouring constructive empiricism over realism?  At one point in the third chapter of The Scientific Image van Fraassen does announce that "there is also a positive argument for constructive empiricism"
.  His account, van Fraassen tells us, "makes better sense of science, and of scientific activity, than realism does and does so without inflationary metaphysics"
.  This promising remark is followed by a discussion of methodology in science and a number of examples of scientific work are presented.  Uncharacteristically, one of these examples is drawn from the biological sciences.  The remainder are, needless to say, drawn from physics.  The biological example concerns research into the effects of an antibiotic on a population of bacteria and is attributed to the realist Richard Boyd
.  Boyd uses this example in order to support his own point of view and, if van Fraassen really did attempt to demonstrate that he could make better sense of the experiments described than Boyd has done, the details might be worth going into.  In fact, van Fraassen merely attempts to show that constructive empiricism is just as good at accounting for the example chosen as realism is.  It is by no means clear that this attempt is successful
 but, even if it were, this alone would not be sufficient to establish an alternative to realism.

The final example presented in this chapter of The Scientific Image is devoted to quantum theory.  Here at last is a genuine attempt to fulfil the promise to make better sense of science.  Van Fraassen's argument, in a nutshell, is that the response of the physicist to the puzzles of quantum mechanics reveals an attitude of mind which is closer to his own than it is to that of the realist.  We shall have to return to this point, but for the moment let us note that what van Fraassen finds to admire in quantum physics is that it represents a place where even the scientists seem prepared to draw a halt to postulating yet more hidden entities and hidden regularities to explain the phenomena they have before them.  But we were promised two things.  We were promised that constructive empiricism would make better sense of science than realism does and that it would do so without introducing "inflationary metaphysics".  In fact we have only been given one thing.  Constructive empiricism makes better sense of science here (if it does) simply because it does without inflationary metaphysics.  Here is an instance where the scientists are prepared to do without "inflationary metaphysics" too.  And this is basically the only argument which van Fraassen can find in favour of constructive empiricism - its cost, in ontological terms, is lower than that of realism.  As he concludes the previous chapter of his book:

[....] we can distinguish between two epistemic attitudes we can take up toward a theory.  We can assert it to be true (i.e. to have a model which is a faithful replica, in all detail, of our world), and call for belief; or we can simply assert its empirical adequacy, calling for acceptance as such.  In either case we stick our necks out: empirical adequacy goes far beyond what we can know at any given time.  (All the results of measurement are not in; they will never all be in; and in any case, we won't measure everything that can be measured.) Nevertheless there is a difference: The assertion of empirical adequacy is a great deal weaker than the assertion of truth, and the restraint to acceptance delivers us from metaphysics.

Bas van Fraassen, The Scientific Image, pp 68, 69.

The principle to which van Fraassen is implicitly appealing here is none other than Ockham's razor.  But it is no use simply implying the existence of such a principle.  It and its application to a particular case have to be argued for; and it is far from clear how these arguments could be established.  The constructive empiricist, as van Fraassen is the first to admit, sticks his or her neck out much further than many a more traditional empiricist would be prepared to.  Had he not stuck his neck out at all, van Fraassen's advantage over his realist opponents would have been obvious.  As it is, van Fraassen must explain why it is reasonable to stick one's neck out some of the way, but unreasonable to stick it out all the way.  By way of addressing this issue, van Fraassen simply declares that "it is not an epistemological principle that one might as well hang for a sheep as for a lamb"
.  True, no one is forced to take the sheep rather than the lamb, but until some positive reasons for not doing so are provided, it remains the more tempting option.  As Worrall puts it:

But the point of the old maxim is surely that if a little and a lot are both available, and if the penalty is in either case the same, then one might as well go the whole hog and take the whole sheep.  It is not that anyone is compelled to take the sheep, but that it seems rather perverse not to.  If scientists when they accept a theory are to be considered as holding beliefs (that the theory saves all the phenomena), which in the nature of the case cannot be justified, then why debar them from a little extra belief (that the theory is at any rate our present best guess as to the truth), which they anyway seem generally to hold, and which now fails to clash with any general principle?

John Worrall, An Unreal Image, p 69.

Musgrave makes essentially the same point in his paper Realism vs. Constructive Empiricism
.  Van Fraassen's reply would seem to be that the "old maxim" is not an "epistemological principle" because the apparent extra weight of the sheep is entirely due to the "metaphysical baggage" it carries and not due to any extra empirical meat
.  The problem, as I see it, is that this sort of "baggage" is carried not perhaps by sheep but certainly by the vast majority of ovinologists.  It has yet to be shown that this "baggage" is a burden.

Even if constructive empiricism does provide a viable alternative to realism, which is no less coherent than realism, this alone will not be enough to persuade the geneticist to give up believing in genes and genetic theory or even the atomic physicist to give up believing in atoms and atomic theory.  We need to be given some grounds for thinking that constructive empiricism has some real advantages over realism and van Fraassen fails to provide such grounds.

mice, men, microbes, and mesons

As has already been indicated, the arguments actually presented in The Scientific Image (which address themselves to the issue) are not arguments in favour of constructive empiricism; they are arguments in favour of scientific realism.  It is these arguments for realism, rather than realism per se, which van Fraassen subjects to criticism.

One line of argument - in favour of scientific realism - to which van Fraassen devotes particular attention (both in The Scientific Image and later works) is that of "inference to the best explanation"
.  A rule of inference which, as van Fraassen is the first to concede, we do follow in everyday life.

I hear scratching in the wall, the patter of little feet at midnight, my cheese disappears - and I infer that a mouse has come to live with me.  Not merely that all the observable phenomena will be as if there is a mouse; but that there really is a mouse.

Bas van Fraassen, The Scientific Image, pp 19-20.

But can the pattern of inference in this "'ordinary' case"
 be extended to cases where a hypothesis (advanced to explain some collection of observable phenomena) concern entities which are much smaller than mice.  Van Fraassen thinks not.  His "mouse behind the wainscoting" example is - as Foss has put it - simply "a limiting case"
 of the claim that acceptance of a theory involves only the belief that the theory says true things about observable things and events.  Given that "the mouse is an observable thing; [....] 'there is a mouse in the wainscoting' and 'All observable phenomena are as if there is a mouse in the wainscoting' are totally equivalent; each implies the other (given what we know about mice)"
.

Commenting on this line of reasoning, Jeff Foss expresses complete agreement with the claim that the presence of a mouse in the wainscoting implies that all observable phenomena will be as if there was a mouse in the wainscoting - "this much realist, positivist, and constructive empiricist can agree upon"
 he asserts - but Foss envisages potential problems with the reverse implication.  On first encountering van Fraassen's remarks concerning mice and wainscoting, this reader was inclined to reject even the forward implication.  After all, it may be assumed that many a mouse lives out its days quite happily behind somebody's wainscoting without he or she or anyone else even becoming aware of its presence.  But we are overlooking something here.  For the constructive empiricist, a theory is empirically adequate not just if it says true things about actual observations but if it says true things about observable things and events - whether or not those things or events are ever observed in fact.  With this in mind, we are forced to concede that the presence of a mouse does normally imply that somewhere or other there is a sighting of a mouse to be had; and that (despite Foss' sense of foreboding) the existence of all the relevant observable phenomena (which must include the actual appearance of a mouse) does normally imply the presence of a mouse.

Of course Foss is well aware of all this, his reason for questioning the claim that certain observable phenomena can imply the existence of a mouse is the philosophical proposition - "debated for millenia [sic]" - that "the existence of any phenomena is at least logically consistent with the non-existence of anything else, including material mice"
.  And once we begin talking philosophically, we are no longer talking normally.  But even taking this into account, I think that Foss has failed to realise that his argument either cuts both ways, or not at all.  Once we are prepared to start entertaining Berkelian style ontologies - or even mere Cartesian scepticism - we can envisage the "evil genius" generating visions of giraffes in the presence of material mice just as surely as we can envisage him generating visions of mice in the presence of nothing at all.

Van Fraassen, it must be said, is not prepared to entertain such notions.  He has no qualms about "sticking his neck out" by "endorsing a simple perceptual judgement"
; and it is hardly for those with realist instincts to start insisting that distinctions be drawn between "observables" and "all possible observations".  To paraphrase Ian Hacking: the debate which divides realists and anti-realists is the one about whether things like photons are as real as things like toe-nails.  When it comes to debates over the existence of the latter, scientific realist and anti-realist alike can leave the floor to others.

What I - in contrast to Foss - believe is really worth scrutiny in the constructive empiricist account of mice, is not van Fraassen's explicit assertions concerning the coincidence of truth and empirical adequacy in the realm of the visible-to-the-naked-eye and the alleged failure in establishing this coincidence, but his implicit assertions of coincidence between certain patterns of inference and size.

As I have repeatedly argued, a major motivation for anti-realism is the perception that, as we pursue scientific inquiry, there comes a point where it no longer seems to make sense to go on asking the same sort of questions we started out asking.  Questions such as: "What is this made of?", "How big is it?", "How much does it weigh?", "Where is it?" are fine in biology and chemistry but apparently cease to have a clear application in certain areas of physics.  There is also a point at which the kind of objects with which science concerns itself become invisible to the naked eye.  Van Fraassen would have us juxtapose these two points.

Van Fraassen assumes (of course) that quantum physicists evince an attitude of mind not a million miles from his own.  I shall only consider briefly whether he is justified in this assumption; and whether certain interpretations of quantum physics necessarily lead to anti-realism; but I shall strongly resist the suggestion that there is anything in the biological sciences which might lend credence to van Fraassen's ideas.

Biologists, as has already been remarked, describe human tissues - such as heart muscle - as being composed of cells.  The existence of such cells - as biology text books tell us - is "revealed" only under the light microscope.  But this by no means applies to all the objects which biologists tell us are single cells.  The boiled eggs we eat for breakfast are just one example of cells which are perfectly visible to the naked eye.  With a diameter of about one hundred micrometres, the human - as opposed to the gallinaceous - ovum is just on the border line of visibility
.  In spite of this fact, manipulation of the human ovum (or of the first few cells which make up the human embryo) is becoming a routine procedure, and biologists using a light microscope insert ultra-fine catheters through the outer membranes of such cells just as confidently as the rest of us use teaspoons to pierce the whites of our boiled eggs.  Although the scientists who work with human ova cannot directly observe their handiwork with their own eyes, they do not conduct this work with an attitude of mind which is significantly different from that of the boiled egg consumer.  In other words, biologists extend the same kind of "common sense" patterns of inference, which they use in the everyday world, down into the realm of barely visible .... and down a great deal further still.  Van Fraassen invites us to do the exact reverse, to extend the non-common-sense attitude he thinks we are forced to adopt in quantum physics up into the realm of the only just invisible.

Had van Fraassen accepted the principle that one might as well hang for a sheep as a lamb, his position could perhaps have been more compelling.  After all, he might argue, if we are forced to reject everyday intuitions in some areas of science, we have nothing further to lose by abandoning such intuitions in other areas of science.  But even if we are prepared to allow van Fraassen a line of argument which he has apparently already denied himself, it still has to be shown that the argument succeeds.  An alternative point of view would be that we have a great deal to lose by taking the path he recommends - presumably even van Fraassen would go along with the claim that one is better off being fined for a lamb than hanged for a sheep.  One of the penalties of taking a realist stance towards science is that it becomes rather difficult to define that stance in the far reaches of physics; but the penalty for abandoning that stance (and adopting a stance which is purportedly easier to maintain in such regions) is that we can be accused of perversity in every other area of science .... not to mention everyday life.

There is obviously no way of observing the kind of entities, which particle physics tells us about, in any sense of "observing" which van Fraassen would accept; but at least some of these entities become readily visible to the naked eye if they are found together in sufficient quantities.  In so far as a beam of light is regarded, by physicists as a particulate (as opposed to a wave) phenomenon, it is described as a stream of quanta or photons.  One way of setting up a simple apparatus to produce such a "stream" is to place a light source behind a screen with a very small hole in it.  The pattern of light produced on the far side of the screen suggests that most of the photons passing through the hole pass straight through it and follow a path at right angles to the screen.  Many of the photons, however, seem to emerge from the hole along other trajectories - having "caught" on the sides of the hole as they went through
.  As a particular photon passes through the hole (assuming for the moment that we are all happy to talk about such things), we can obviously infer its position to within a degree of accuracy determined by the diameter of the hole.  Unfortunately, a very small hole - which will give a very accurate determination of a photon's position - will be much more likely to deflect a photon passing through it and thus provides much greater uncertainty about the photon's trajectory.  With a larger hole we can be far more certain that the photon will pass cleanly through, but this certainty is gained at the expense of accuracy with respect to our determination of the position of the photon.

Electrons (even en masse) are yet more difficult to observe than photons.  Of course, in everyday life, we often render objects observable by illuminating them - ie by firing streams of photons at them.  If they are very small objects, we illuminate them under a microscope and focus the streams of photons which bounce off them into our eyes.  In principle, at least, the same kind of thing can be imagined with electrons as the objects of enquiry - although we should have to use something finer than photons.  The problem is that whatever sort of entities we used to bounce off the electron and measure its position - as it passed through the viewing field of the imaginary microscope - would disturb its momentum to a greater or lesser extent .... and the more suitable such entities were for accurately determining the position of the electron, the greater the extent to which they would disrupt its momentum.

Such considerations led physicists to conclude that it is impossible to obtain measurements for both the position and the momentum of very small entities, such as electrons or photons, and the "Uncertainty Principle" was born.  But what exactly does this principle amount to?  There are, prima facie, two possible interpretations of what is being asserted here.  One interpretation would be that very small objects have a definite position in space and a definite momentum but that it is simply impossible in practice to obtain values for both these parameters at the same time.  But there is also a more radical interpretation.  This interpretation - which can be said to have become the orthodox one in modern physics - denies that talk of unmeasurable quantities can have any real meaning.  The implication here is that, until somebody actually measures either the momentum or the position, these quantities are not "really there".  The act of measuring one or the other fixes the quantity which has been selected and changes the other quantity.  Rather fundamental elements of subjectivism and indeterminacy are thus introduced into the science of matter.  The physicist whose name is most associated with the genesis of such notions had this to say:

[....] man könnte zu der Vermutung verleitet werden, daß sich hinter der wahrgenommenen statistischen Welt noch eine „wirkliche” Welt verberge, in der das Kausalgesetz gilt.  Aber solche Spekulationen scheinen uns, das betonen wir ausdrücklich, unfruchtbar und sinnlos.  Die Physik soll nur den Zusammenhang der Wahrnehmungen formal beschreiben.

Werner Heisenberg, Über den anschaulichen Inhalt der [Quantentheorie] [....], p 503.

The attraction of something like quantum physics to van Fraassen is obvious.  Here we have scientists who appear quite prepared to accept a theory on the basis of the true things this theory says about the readings for the momentum of an electron which they have just observed on their instruments, and who are indifferent to the fact that the theory has nothing to say about the "true" (but unmeasurable / observable) position of the electron.  In living nature, however, attraction to the light often leads astray .... and the same may even be true of physics.  For one thing, a not insignificant minority of physicists - Einstein being a notable example - never accepted the interpretation of quantum mechanics presented above.  Some still do not accept it today.  And even if we do accept the interpretation which van Fraassen is so enthusiastic about, it has yet to be established that this compels us to embrace constructive empiricism.

Van Fraassen acknowledges the existence of scientific opposition to the orthodox "Copenhagen"
 interpretation, but insists that the alternative proposals advanced to account for the odd and surprising results of quantum physics are proposals which suggest new observations - observations we could make to decide between the old and the new interpretation.  None of the dissenters, van Fraassen holds, insist "that an explanation must be found which fits in exactly with quantum theory and does not affect its empirical content at all"
.  He goes on to say that there are only "two camps to the debate as far as physics is concerned", and claims that these are either quantum theory as it stands, or "an empirically significant rival"
.

But van Fraassen's claims are belied by an example he cites (on the same page as the remarks I have quoted) as having "dramatized" the kind of odd results we are concerned with.  The famous Einstein, Podolski, and Rosen paper
 described an imaginary experiment, along the same sort of lines as those presented above, except that two particles are involved.  The two particles are "fired" at one another so that they "bounce" off one another at a known position.  The experimenter waits until the two particles are a long way apart and then "observes" one of them.  The experimenter may choose to observe the position of the particle number one and thus calculate accurately the position of particle number two, or to observe and calculate the momentum of the two particles.  By choosing one option, the experimenter, needless to say, forgoes the other option; but until the choice is made, particle number two has no way of "knowing" which of these two characteristics it is supposed to have.  It is all very well, say the authors of the paper, for physicists to argue that particle number one does not have a well defined position and a well defined momentum (and that the characteristic it does have only becomes fixed when / where we measure this characteristic); but what about particle number two?  Assuming that this particle has no way of knowing in advance which measurements are going to be made on particle one (and thus which of its own attributes are going to be determined), particle two must, in some sense, "carry" all the information which might be needed along with it.  (Rather like the student going along to an exam not knowing in advance which questions are going to be asked and thus being forced to prepare for any question which might appear.)  But such a description of particle two conflicts with the orthodox quantum description.

There were, of course, plenty of rejoinders to the arguments presented in the "EPR" paper, but what is of interest here is not the rights and wrongs of these debates, but the fact that (in contrast to what van Fraassen says) they took place - and still do take place.  The "metaphysical extensions of the [quantum] theory" (to use van Fraassen's depreciative turn of phrase)
 outlined in the EPR paper provide no new empirical content whatsoever.

Even those physicists (the vast majority) who embrace "the strange theory of light and matter" (as one book on the subject is subtitled)
 known as quantum electrodynamics, and who eschew "metaphysical extensions" of this theory, are by no means as empiricistic as van Fraassen might lead us to believe.  Richard Feynman (probably the most widely known spokesperson for modern physics and the author of the book just cited) does tells us that physicists have learned to realise that, whether they like a theory or not, the "essential question" is "whether or not the theory gives predictions which agree with experiment"
; but he also tells us that the theory describes to us "how Nature is"
.  He seems to hold the view that quantum electrodynamics does not just provide some truths about the kind of experimental results we can expect in physics but some deep (albeit puzzling) truth about fundamental reality.

So van Fraassen may have fewer allies than he thinks among the physicists, but at least he has some reasons for thinking he might be on friendly ground.  If he wished to advance into the area of science populated by biologists he would find himself in much more hostile territory.  By no stretch of the imagination can the virologist be construed as someone who believes merely in the empirical adequacy of the DNA strings we call viruses or the oncologist be construed as someone who believes that theories of cancer-causing mutations in cellular DNA merely say true things about the kind of symptoms we observe in patients.  Scientists talk of "seeing" DNA (using an electron microscope), of building "accurate" models of DNA (using balls and sticks), of "chopping up" DNA and "sticking it together" in new ways (using a range of techniques).  None of this establishes that they are "really" doing the things they say they are doing - any more than Moore could establish the existence of his hand by holding it up in front of his face and saying "here is one hand"
 - but, as Wittgenstein pointed out
, we can ask whether it really make sense to express doubt or certainty with respect to such assertions.  Even if it is possible to imagine other propositions being advanced in support of an assertion, such as "here is one hand" or "I know that I have never been on the moon"
, it is hard to imagine that these propositions would be any more secure than the assertion we were trying to establish.  Moore's (somewhat Cartesian) attempt to list a few things about which we can be "really certain" and use this as a basis for establishing everything else is not really "on", but his list does cite examples from a kind of bedrock of propositions which underlie the "language-game".  Expressing doubt or certainty about such propositions are activities which break the rules of the language-game in which things like doubt and certainty are expressed; and once the rules of the game are broken, further discourse becomes impossible.

Of course (again as Wittgenstein points out
) it is possible to imagine specially contrived circumstances in which expressions of doubt or certainty with respect to Moore type propositions could be given a rôle in the language-game, and we could imagine (probably far less contrived) circumstances in which doubts about the reality of DNA could be expressed in the biologists language game.  But to say that you accept everything that biologists say about DNA, but that you are still not prepared to believe it is "really" there, is to "pick up one's bat and go home" as far as continued discourse with this particular section of the scientific community is concerned.

I shall leave the debate over electrons and quanta to others, but I want to insist that (barring some very surprising new scientific discoveries) I and (I strongly suspect) the vast majority of those working in the life sciences will continue to hold the same epistemic attitude towards DNA as we all hold when it comes to the moons of Jupiter.  This attitude cannot be given any justification - over and above the normal scientific justification - but it is the background against which biologists conduct scientific debate.  Van Fraassen may have convinced himself that one could have an entirely different epistemic attitude, and still continue to conduct such debate, but he has said nothing to convince me that I should adopt the attitude he proposes in favour of the one I presently have.

"Doubting the existence of the external world" does not mean for example doubting the existence of a planet, which later observations proved to exist. - Or does Moore want to say that knowing that here is his hand is different in kind from knowing the existence of the planet Saturn?  Otherwise it would be possible to point out the discovery of the planet Saturn to the doubters and say that its existence has been proved, and hence the existence of the external world as well.

Ludwig Wittgenstein, On Certainty, #20.

3 AN INTERVENTIONIST ROAD TO REALISM?

SOCR.
[....] just take a look round and make sure that none of the uninitiate overhears us.  I mean by the uninitiate the people who believe that nothing is real save what they can grasp with their hands and do not admit that actions or processes or anything invisible can count as real.

THEAT.
They sound like a very hard and repellent sort of people.

Plato, The Theaetetus, ## 155D, 156A.

summaries of the six subsections of the third chapter

representing constructive empiricism:

Even if van Fraassen fails to construct something more substantial than the realist edifice, it remains true that the structure of this edifice is distinctly rocky.  Can Ian Hacking rebuild something more stable which still deserves to bear the name of "realism"?  More specifically, Hacking portrays the positivist dwelling (in which, he says, van Fraassen resides) as a construction which stands on five pillars.  Is this, first of all, a fair description; and, secondly, does Hacking avoid using any of the same pillars?

a "whiff" of verificationism?:

Hacking tells us that the first pillar of positivism is verificationism - which comes in "strong" and "weak" varieties.  Van Fraassen is no "strong" verificationist, and he does not go along with the logical positivist urge to equate verifiability and meaning.  On the other hand, the only propositions which are significant enough to warrant belief, in van Fraassen's eyes, are those propositions which can be settled as true or false - using only one's eyes.  Hacking starts out appearing to reject anything along the lines of verificationism, but as we read on he begins to equivocate.  Although the test is usability rather than observability, he seems to end up, once again, ascribing truth and falsehood (and thus importance) to a defined subset of scientific propositions.  Looking at a biological example suggests that both van Fraassen and Hacking are being overly influenced by physics.

seeing and believing:

Hacking's second positivist pillar is (for want of a better word) "observationism" - the real things are the things we can see, feel, touch etc.  There is no doubt that van Fraassen is an "observationist" - though we should note that he draws a distinction between theoretical and unobservable entities.  Moreover, when van Fraassen says "observable" he means "observable to unaided humans" - or something similar.  Van Fraassen has had to defend this position against numerous attacks.  One concession he makes to his opponents is the admission that humans could become like aided humans.  Hacking is one of those responsible for attacking van Fraassen, but are his own hands completely clean?  For Hacking, the real things are the things we can manipulate and use to manipulate other things.  Whereas van Fraassen means "with naked eyes" when he says "observe", Ian Hacking does not mean "with bare hands" when he says "manipulate", but given sufficiently drastic changes in the constitution of the human race these two opponents could easily find themselves sitting atop the same pillar.

theoretical entities:

"Anti-theoretical-entityism" comes next, but just about everything we might want to say about this pillar can be extracted from discussion of the two remaining supports.  We can, however, gather our thoughts at this point and thus clarify a few distinctions concerning, explanations, theories, and entities.  The conclusion is reached that (at least as far as this thesis is concerned) for "explanation" we can usually read "causal explanation".  We look to scientific theories to provide the causal explanations we seek and find that the theories name different sorts of entity.  It is possible to have one epistemic attitude towards a particular theory, and a quite different attitude toward some or all of its constituent parts.

phenomena without a cause:

Hacking says it was Newton who paved the way for the positivist rejection of causalism.  Hacking and Cartwright and Ellis go along with the positivists to some extent - at least as far as fundamental theories of matter are concerned - but they all insist that when an entity (theoretical or otherwise) can be used to cause something to happen, this is good grounds for believing that the entity in question "really" exists.  This raises the issue of laws of nature.  Needless to say, van Fraassen rejects all of this talk of laws and causes and will only believe in the things he can actually see, but his attitude (especially towards causal entities) leads to some odd conclusions concerning the scientist's epistemic position.  Moreover, anyone who wishes to do away with laws has to explain away counterfactuals.  Van Fraassen's attempts to do this by introducing the notion of "context".  This is a dubious move, which threatens either circularity or an infinite regress.

explaining explanation:

Explanations are answers to "why-questions".  The question here is whether explanations provide "deep" answers which tell us how the world really is.  The mode of inference here is often known as "inference to the best explanation" (or "IBE").  IBE may have a rôle in everyday life and in actual science, but it is doubtful whether this rôle can be simply extended into the philosophy of science.  Even so, the question remains as to whether IBE, legitimately used, leads to realist conclusions.  Cartwright's answer is "yes" - where causal entities are concerned - otherwise "no".  Van Fraassen's answer is "no" on both counts -and Hacking seems to abandon Cartwright in favour of Van Fraassen here.  All three are quite sure that explanation is no guide to truth when it comes to scientific theory.
representing constructive empiricism

If the conclusions presented so far are correct, The Scientific Image fails to establish that constructive empiricism is a significantly better solution than realism to the problems which face anyone who would construct a coherent account of science.  Those problems, however, still remain.

One brave modern attempt to provide new foundations for the realist platform, in the light of contemporary awareness of these problems, is Ian Hacking's aforementioned Representing and Intervening.  In addition to furnishing a wide-ranging yet succinct introduction to the state of current debates in the philosophy of science, this work presents a substantial thesis of Hacking's own.  But while Hacking believes himself to be establishing a new species of realism, in a number of places, he seems to be in danger of establishing something not so different from the kind of anti-realism he seeks to reject; and, in trying to avoid the kind of obstacles which Hacking himself has identified as standing in the way of a more traditional realist account, he ends up steering rather close to van Fraassen's position.

Hacking characterises van Fraassen as a philosopher in the positivist tradition.  He describes van Fraassen's position as the "most coherent present-day positivism"
 and cites The Scientific Image as the "most recent distinguished example of writings in this tradition"
.

As we have already noted, van Fraassen characterises himself as a "constructive empiricist" and describes his position as "strongly dissociated" from positivism
.

In fact, the conflict between these claims is not so intense as the above quotations might suggest.  When van Fraassen refers to "positivism", it is clearly the logical variety - with its emphasis on the problem of meaning - which he has in mind.  Hacking's employment of this term is sufficiently ecumenical to embrace not just Comte's ideas but even some of Hume's.

Whether or not van Fraassen would agree to his inclusion in Hacking's account of positivism, there is no doubt where Hacking places himself.  Representing and Intervening may contain rather glowing tributes to van Fraassen, but the overwhelming bulk of this work is dedicated to renouncing the tradition which (in Hacking's eyes at least) van Fraassen represents.

A comparison of Hacking's and van Fraassen's views ought then to begin with an examination of the former's account of the positivist tradition.  Comte, the founder of the doctrine, associated positivism with six "qualities"
, and Hacking associates positivism with six "instincts" - or rather five "instincts" which, taken together, constitute the positivist's sixth and most deeply embedded instinct: the rejection of metaphysics
.  Assessment of Hacking's and van Fraassen's stances with respect to these "key ideas"
 might be expected to provide the answers to two questions: (i) To what extent is Hacking justified in portraying van Fraassen as the latest standard bearer for the positivist tradition? and (ii) To what extent does Hacking succeed in distancing himself from that tradition?

a "whiff" of verificationism?

The first key positivist trait which Hacking identifies is that of emphasising "verification (or some variant such as falsification)"
.

Self-avowed verificationists have tended to emphasise different facets of this doctrine according to their persuasion.  Early logical positivists espoused a so called "strong" version; thus Waismann wrote that "whoever utters a proposition must know under what conditions he will call the proposition true or false" and claimed that anyone who "cannot tell this [....] does not know what he has said"
; and Carnap added that "every word of the language is reduced to other words and finally to the words which occur in the so called 'observation sentences'" and concluded that it is "through this reduction that the word acquires its meaning"
.  But a theory as to what constitutes having a meaning is not necessarily a theory as to what constitutes the meaning itself, and - in recognition of this distinction - some began to espouse a "weak" verifiability principle.  Alfred Ayer, for example, wrote of verification furnishing criteria to determine whether or not a particular sentence is meaningful
, but denied that such criteria are necessarily constituents of that sentence's meaning
.

For Ian Hacking, such formulations are symptomatic of a deeper instinct for granting significance only to those propositions "whose truth or falsehood can be settled in some way"
.

Now Hacking and van Fraassen both accept that the propositions of scientific theories are true or false, and that this depends on the world
.  Van Fraassen, however, insists that we do not need to believe these propositions in order to get on with science, we need merely to be satisfied that theories says true things about scientific observations.

It is presumably in this central assertion of constructive empiricism that van Fraassen betrays (what Hacking obviously perceives as) his "true colours" - although it must be stressed that Hacking does acknowledge van Fraassen's rejection of the linguistic element in the logical positivist account of verificationism:

Van Fraassen does not subscribe to the logical positivist verifiability theory of meaning.  Nor did Comte.  Nor, I think, did Hume, although Hume did have an unverifiability maxim for burning books.  The positivist enthusiasm for verifiability was only temporarily connected with meaning, in the days of logical positivism.  More generally it represents a desire for positivist science, for knowledge that can be settled as true, and whose facts are determined with precision.  Van Fraassen's constructive empiricism shares this enthusiasm.

Ian Hacking, Representing and Intervening, p 52.

Van Fraassen certainly cannot be accused of "strong" verificationism.  Like the realist, the constructive empiricist must insist on the "literal construal of the language of science" and reject the "construal of a theory as a metaphor or simile, or as 'demythologized' or subjected to some other sort of 'translation'"
.  But what about "weak" verificationism?  Van Fraassen goes on to express himself thus: "If the theory's statements include 'There are electrons', then the theory says that there are electrons"
.  Now constructive empiricists hold that we do not even need to believe in electrons (let alone firmly establish their existence) in order to make good use of a proposition like this.  So, again, does van Fraassen really stand guilty when it comes to the repudiation of untestable propositions?

In spite of van Fraassen's protestations, I - like Hacking - am inclined to convict him of the verificationist sin.  While it is true that van Fraassen does not explicitly reject as meaningless those scientific propositions which refer to unobservables; it has to be taken into account that he simply does not regard "meaningfulness" as an issue.  Metaphysics is condemned as "inflationary"
 not meaningless and the lesson drawn from twentieth-century philosophy of science is that "no concept which is essentially language-dependent has any philosophical importance at all"
.  On the other hand, "believableness" is an issue for van Fraassen, he draws a clear distinction between propositions which say something about observables and may therefore invite belief (or disbelief), and the propositions of science which invite only agnosticism.  Propositions of the first type may be true or false, whereas propositions concerning the unobservable merely "save the phenomena"
.  In keeping with the positivist tradition, the assessment of a scientific theory comes down to consideration of the subset of its propositions which can be tested for truth and falsehood, and stringent conditions are laid down for the application of this test - conditions which in van Fraassen's case could be summarised as "seeing is believing".  Both van Fraassen and the more traditional positivists would reject the realist view that scientists aim to provide a true account of the world (in all its detail) and that observations, tests, and measurements can lend (or deny) confirmation to the account as a whole.

So far so good, but what of Hacking's own position?  Hacking makes a much clearer distinction than van Fraassen does, between his discussion of theories and his discussion of entities, but - if we continue (for the moment) to concentrate our attention on the former, a plausible case can be made for saying that Hacking's position is not as distant from his opponent's as might at first appear.  In the opening sections of Representing and Intervening Hacking describes his views as "roughly", that "scientific theories are either true or false, and that which a given theory is, is in virtue of how the world is" and "we can have warranted belief in theories"
.  Nothing particularly verificationist there.  But when it comes to discussing the actual practice of scientists, there is a distinct change of emphasis.  Hacking leaves no doubt that (in his eyes) the conduct of science requires not people with the "right theories" but people who can produce the "right effect".  And we do not need to travel a million miles away from this position to come up with the claim that what science requires is people whose theories are empirically adequate.

Stepping back somewhat from his previously stated views on the matter, Hacking tells us in the closing chapter of his book that scientific realism concerning theories can only be an "optimistic aim" based on "faith hope and charity"
.  When it comes to the theoretical propositions which ascribe various properties to electrons, experimenters can, Hacking asserts, remain "agnostic"
, but when setting up apparatus and instruments which make electrons "sit up and behave"
 they rely on a number of "home truths"
.  Is this not rather like saying: "Take note when scientists talk about firing electrons round the laboratory and accept their statements as true and real, but take all those other fanciful theoretical propositions they utter, with a large pinch of salt"?

Hacking, I would argue, is showing signs of infection with the anti-realist bug.  He, like van Fraassen, is impressed by the fact that it is often hard for those of us with perspectives fashioned in the every-day world to make any kind of "normal" sense of physics theory - and by the fact that it is sometimes even hard for physicists who work together to make much sense of each other's theories:

Even people in a team, who work on different parts of the same large experiment, may hold different and mutually incompatible accounts of electrons.  That is because different parts of the experiment will make different uses of electrons.  Models good for calculations on one aspect of electrons will be poor for others.  Occasionally a team has to select a member with a quite different theoretical perspective simply in order to get someone who can solve those experimental problems.  You may choose someone with a foreign training, and whose talk is well nigh incommensurable with yours, just to get people who can produce the effects you want.

Ian Hacking, Representing and Intervening, p 264.

In such circumstances, it may seem convenient to decide that we should somehow bracket off certain areas of scientific discourse and claim that the propositions belonging to these regions do not really count.  Of course Hacking puts his brackets in different places to van Fraassen, not least because - unlike his constructive empiricist opponent, Hacking is additionally impressed by the way physicists use entities such as electrons as tools to do other things in much the same way as in the every-day world we use particles of sand to do things - like removing grime from walls.  When it comes to entities - especially entities which can be used to perform operations on other entities - Hacking is a realist through and through; and propositions concerning our use of such entities to intervene in the world are to be regarded as true (assuming, of course, that our interventions are successful).  But some of the other propositions concerning such entities do not need to be taken as referring to anything real at all.

Medical doctors also use very small entities to intervene in the world.  Medical science tells us that vaccines (typically) contain quantities of (invisibly small) dead or disabled virus particles which are "shot" into patients in order to initiate the production of large numbers of (invisibly small) protein molecules known as antibodies.  There is the proposition that the patient (so treated) when exposed to other people covered in red spots (or whatever) does not develop similar spots; there is the proposition that this patient has just been injected with a given quantity of attenuated virus particles which have produced a certain antibody response; and there are a whole host of propositions concerning the detailed mechanisms of the immune system - propositions which appeared in text books long after the first use of vaccines.  As far as the biologist is concerned, all these propositions are perfectly respectable and lend themselves to testing for truth or falsehood.  Who is to tell the biologists that they can make better sense of all this if they regard some of these propositions as more significant than others - simply because similar behaviour seems to help us make better sense of some areas of physics?

Neither van Fraassen nor Hacking are verificationists in the way that Carnap, Waismann, and Ayer were, but in their attempts to demarcate some groups of scientific propositions from others and their identification of these demarcation lines with certain testing procedures, they both reveal certain verificationist instincts.

seeing and believing

Ian Hacking identifies the second key positivist instinct as that of being "pro-observation".  Holding that - as Hacking goes on to say - those things which we can "see, feel, touch, and the like provide the best content or foundation for all the rest of our non-mathematical knowledge"
.

It is quite clear that, for van Fraassen, the strength of a scientific theory lies in its power to predict observations (rather than in its explanatory power or whatever) and, in keeping with the positivist tradition, he draws a distinction between observable and unobservable phenomena.  As we have noted, this distinction is not an extremely sharp one, but, as should also be noted, it is a different distinction from that drawn between theoretical and non-theoretical entities
 - as things stand, I think most people would agree that the Loch Ness monster has to be classed as a theoretical entity but if the theory that such a monster inhabits Loch Ness ever becomes generally accepted, it will presumably be as a result of incontrovertible evidence that the entity in question has been observed.

As has also been noted, when van Fraassen says "observable", he means observable to us.  What we can feel, see, touch.  The first of Maxwell's two objections to this definition has already been considered
.  There is, Maxwell points out, a continuum of cases between direct observation and looking down an electron microscope.  Just where, exactly, should we to draw the line?  Van Fraassen's initial response to this question appears to be: "Between what we can see with our naked eyes (if we are close enough and the light is good enough and so on) and what we can only detect with the help of instruments".  He points out that things which can be seen through a pane of glass may also be seen through an open window and suggests that even the moons of Jupiter will one day be observed without the aid of a telescope (though, it might be remarked, this will presumably not be without the aid of an astronaut's helmet and visor).  But van Fraassen - seemingly acknowledging that his robust attempts to locate the line between the observable and the unobservable with some degree of precision may not yet be good enough - also has a fall back position.  He maintains that even if we accept the continuum of cases argument - and grant that any line we draw will be somewhat arbitrary - this problem is a pretty general one and by no means confined to the predicate "observable"
.

In chapter eleven of his book, and again in a more recent article entitled Do we See Through a Microscope?, Hacking takes van Fraassen to task on the subject of drawing lines.  We may, he acknowledges, directly observe objects like the moons of Jupiter one day - objects which we can only see at the moment with the help of optical instruments; but we can also take objects which are directly observable now, and shrink them down photographically until they are no longer visible to the naked eye.  Hacking cites the micrograph grid as an example of an object which is employed under all kinds of microscope but which is only visible to the naked eye at the stage in its manufacture when its lines are actually drawn with pen and ink.  When we peer at the grid through a microscope, argues Hacking, we see it: "I know that what I see is veridical because we made the grid to be just that way"
.  And Hacking is quite happy to extend the concept of seeing to the acoustic microscope and further still.  If Hacking is right here, van Fraassen is being perverse in attempting to draw his line in the place he does attempt to draw it.  As we have noted, however, van Fraassen does leave himself some room for manoeuvre and Hacking himself is the first to proclaim that even if a would be constructive empiricist decided to expand the class of observable objects, this "would still leave intact all the main philosophical positions of van Fraassen's anti-realism"
.

But Maxwell also has a fall back position: "even if there is a feasible observable / unobservable distinction, this distinction is of no importance"
 - as van Fraassen paraphrases his opponent's arguments.  The distinction cannot be of importance, the argument goes, because we cannot plausibly equate observability and existence.  Van Fraassen accepts that observability may not imply existence, but insists that observability does have implications for what we should believe about what exists.  He acknowledges that this forces him to accept that changes in the epistemic community to which we presently consider ourselves to belong may cause us to change our beliefs about the world.

In a paper on The Ontological Status of Observables Paul Churchland pursues this line of thought (presumably picking up on one of van Fraassen's own remarks
) and would have his readers conduct a thought experiment in which some humanoid creatures are born with electron microscope eyes and start claiming that they can see strands of DNA, virus particles, and the like.  "The difficulty for van Fraassen's position", Churchland then argues, "is that his position requires that a humanoid and a scope-equipped human must embrace different epistemic attitudes towards the microworld, even though their causal connections to the world and their continuing experience of it be identical"
.  We could also perform a less fantastic thought experiment in which people are born with bigger and better eyes than is presently the case and are thus able to see many single celled organisms which are presently invisible.  Again the problem that such people are in a position to believe what the rest of us may only accept.

In his reply to these points: Empiricism in the Philosophy of Science we find van Fraassen sticking to his guns.  In circumstances such as those described by Churchland (or myself) we have two choices.  Either we choose to include the superhumans in our epistemic community (to count them as people) or we do not.  If the former course of action is taken - van Fraassen argues - then certain entities, previously regarded as unobservable, will thenceforth be declared observable.  If the latter course of action is taken, then we remain in our present predicament.  In addition to our collections of readings from various instruments we have the verbal reports of some creatures which look rather like us and which science tells us are rather like us plus a few extras which are rather like the scientific instruments we use.  We, ourselves, are nevertheless still limited to acceptance of, rather than belief in, many of the things which such creatures tell us.  Van Fraassen acknowledges that "scientific realists tend to feel baffled by the idea that our opinion about the limits of perception should play a role in arriving at our epistemic attitudes towards science" but he sticks to the "empiricist premise" that "experience is the sole legitimate source of information about the world"
.

Van Fraassen cannot be accused of inconsistency here, but I foresee another difficulty looming.  If we decide to extend our epistemic community to newcomers (and in the case of the newcomers I described we almost certainly would) this opens the way to further extensions of our epistemic community when we encounter humanoids (extra-terrestrials, new mutants or whatever) with even higher powers of visual discrimination.  As Hacking has pointed out, some shifting of the border line between the observable and the unobservable along these lines would do nothing to upset the central tenets of constructive empiricism; and van Fraassen himself indicates that such moves do not disturb him.  But just how far can we take this process before constructive empiricism dissolves before our eyes?  Unless we are prepared to draw a new line in some new place beyond which there is no question whatsoever of going, we seem compelled, in the final analysis, to end up discussing humanoids not just with electron-microscope eyes but with cloud chamber eyes.  Humanoids who claim to see the tiniest micro-particles.  In this limiting case, constructive empiricism would coincide with realism.  Science would still be possible.  Even as things stand, the smallest of insects are visible to all but the blind and visually handicapped.  Scientists inform us, however, that there are a great many insects still to be discovered and a great deal more to learn about those we have already seen.  But, since - in the extreme case I have outlined - everything would be observable, the distinction between acceptance and belief would disappear.  This is not the same as Maxwell's first argument which says that, because observability is a matter of degree, no lines can be drawn.  My point is that, if the line is moved sufficiently far, the "clear counter cases" cease to exist.

Of course, unobservability is not only a matter of size.  As van Fraassen reminds us
 electromagnetic and gravitational fields are scientific constructs which do not even pretend to model a reality we could somehow see if only we were small enough or our vision acute enough.  But this simply raises the question of using senses other than our sight - a question to which we shall soon return.  As the apocryphal tale of Newton and the apple demonstrates, the is a very real sense in which we can all perceive gravitational fields.  But this, of course, is not enough.  What we need are aliens or mutants who can perceive gravity waves in the same way that present day humans (sighted or not) can perceive water waves.  And surely (at least as a thought experiment) we need to allow for the arrival on the scene, and entry to our epistemic community, of beings with perceptions as sensitive as the best physical measuring apparatus.  We should then be discussing "perceptibility" rather than "observability", but the crux of the argument would remain the same.  There seem to be circumstances, which the constructive empiricist seems compelled to entertain, in which constructive empiricism becomes quite untenable.

Van Fraassen clearly realises that his views concerning observability and existence put him out on a rather long limb, and once again we find that he has left himself a safety net: "even if observability has nothing to do with existence (is indeed, too anthropocentric for that), it may still have much to do with the proper epistemic attitude to science"
 - which seems rather like saying: "even if we do not believe that it is rational to believe that unobservable things do not exist, we should still refuse to believe in unobservable things".  And why is this the "proper" attitude to science?  We do not have to look far to find the answer:

An electron is so unimaginably different from a little piece of stone - or the little grid Hacking can hold with tweezers [....].

[....] just how unimaginably different is the world we may faintly discern in the models science gives us from the world that we experientially live in (The Scientific Image from the manifest image, the intentional correlate of the scientific orientation from the phenomenological life-world).  This difference has been stretched by empiricists from the beginning - once atoms had no colour; now they also have no shape place or volume.  [....]  There is a reason why metaphysics sounds so passé, so vieux jeu today; for intellectually challenging perplexities and paradoxes it has been far surpassed by theoretical science.  Do the concepts of the Trinity, the soul, haecceity, universals, prime matter, and potentiality baffle you?  They pale beside the unimaginable otherness of closed space-times, event horizons, EPR correlations, and bootstrap models.  Let realists and antirealists alike bracket their epistemic and ontic commitments and contribute to the understanding of these conceptual enigmas.  But thereafter, how could anyone who does not say credo ut intelligam be baffled by a desire to limit belief to what can at least in principle be disclosed in experience?  Or, more to the point, by the idea that acceptance in science does not require belief in truth beyond those limits?

Bas van Fraassen, Empiricism in the Philosophy of Science, pp 254, 258.

Once again the argument that, because our normal intuitions do not seem to work when it comes to some areas of science, our epistemic attitudes towards the whole of science might as well be counter-intuitive.

But, be he right or wrong in emphasising observation, there is no denying that van Fraassen does emphasise observation.  What then of Hacking?  Can he be accused of believing that what we can see, feel, touch, and the like provides the best content or foundation for scientific knowledge?  Ian Hacking goes to considerable lengths to refute van Fraassen's stated position with respect to observables.  He is quite unequivocal in rejecting the notion that naked eye observations are clear cut cases of seeing, and observations made using weird and wonderful instruments are clear cut cases of detection; but he seems to concede that ultimately, he is simply refusing to draw the line in the same place as van Fraassen.  As has been noted, everyone seems to agree that redrawing the line would leave most of what van Fraassen has to say intact, and this begins to suggest that the difference between the two authors here is one of degree rather than principle.

Addressing himself specifically to the sharp distinction which positivists have tended to draw between observation and theories (and thinking, presumably, of theories which concern unobservable theoretical entities) Hacking identifies two sorts of reaction.  Those who would deny this distinction, Hacking says, have responded either conservatively: "there is no significant distinction between observable and unobservable entities"; or radically: "all observation statements are theory loaded"
.  Hacking rejects the more radical response - and is surely correct to do so.  If all observations were theory laden, there would be no "pure" observations with which we could compare our infected observations and make the point which we were trying to make.

The conservative response - typified by Maxwell - receives a far more sympathetic hearing; but does there come a point where even Hacking is prepared to start calling things unobservable and to attach some ontological significance to the fact?  He does confess "a certain scepticism" towards black holes and goes on to say that he suspects "there might be another representation of the universe, equally consistent with phenomena, in which black holes are precluded
.  Now it can hardly be denied that black holes are, in a certain sense, unobservable by definition; and, even if we are prepared to construe these entities as observable, we can only count them as such after having accepted a great deal of speculation as to how the universe is constructed.  Hacking, however, is at constant pains to play down the importance of observation.  He would rather talk about doing, using, and manipulating than looking and recording.  The emphasis - on intervention in, rather than representation of, reality - is central to Hacking's ideas, but the precise implications of this emphasis are not brought out.  Being experimentally useful does not seem to be a necessary condition of being real - Hacking is prepared to countenance "entities which we shall only measure and never use"
 - but it does appear to be a sufficient condition - "if you can spray them they are real"
.  "We shall count as real what we can use to intervene in the world to affect something else or what the world can use to affect us"
 and we shall remain sceptical about "entities, which don't end up being manipulated"
.  All very well, but does the something else have to be real?  Does "affect us" mean that we can see or feel it?  How far away from the original manipulus may we stray when we start extending the meaning of "manipulation"?  A handful of questions which Hacking fails to address directly.

It is, however, clear that just as "observation" means much more to Hacking than simply seeing with one's eyes, "manipulation" means much more than doing with one's hands - and it obviously meant much more than this to the Government officials, scientists, and trade unionists who set up the Genetic Manipulation Advisory Group to monitor genetic engineering.  If these engineers spliced genes with their bare hands in the some way that sound engineers splice magnetic tape, we may surmise that van Fraassen would have no qualms about including genes in his scheme of real things.  And if van Fraassen were prepared to be as flexible with words like "manipulate" as he seems to be with words like "observe" he would have to allow for the recruitment to the human race of people with extremely small hands.  Again we find an enormous difference of degree between Hacking and van Fraassen, but a difference which is one of degree all the same.

Hacking, we should remember, starts out by saying that positivists are pro-observation, and he expands on this by suggesting that such people tend to believe what they can see, feel, and touch.  We have seen that Hacking believes in all kind of things which would be invisible to the average positivist.  On the other hand, Hacking is far more liberal in his use of the verb "to see" than is the average positivist.  He claims to reject the notion that visibility is a guide to reality, but one of his criteria for regarding something as real is that it affects us in some way.  If something affects us presumably we can see or feel it or its influence - and if we are prepared to extend the meaning of these words, seeing and / or feeling the influence of something can be construed as seeing and / or feeling that something.  Hacking is more inclined to extend the use of such words than van Fraassen is, but given certain radical changes in the constitution of our species we could easily imagine them reaching agreement.  Hacking does go more for the "touching" than the "feeling" and "seeing" side of things.

The empiricism of observation alone can never adequately prove necessity.  Post hoc but not propter hoc.  [....]  This is so very correct that it does not follow from the continual rising of the sun in the morning that it will rise again tomorrow, and in fact we know that a time will come when one morning the sun will not rise.  But the proof of necessity lies in human activity, in experiment, in work: if I am able to make the post hoc, it becomes identical with the propter hoc.

Frederick Engels, Dialectics of Nature, pp 509-510.

Acknowledging his debt to Marx, though not to Engels, Hacking declares that although philosophers have represented the world in many ways, the point is to intervene in it
.  Even Marx, however, did not believe that his mission to change the world absolved him from (or could be performed aside from) the task of interpreting it.  The Theses on Feuerbach (the origin of Marx's famous quote) represent the original draft of the ideas contained in the first chapter, not of Marx and Engels' Communist Manifesto, but of their German Ideology - a work devoted entirely to a "critique of modern German philosophy"
.  One interpretation of the Eleventh Thesis is that an understanding of the world requires praxis rather than mere intellectual contemplation.  But stating how one should arrive at an understanding is not necessarily the same as stating what one's understanding is.  It is all very well for Hacking, in contrast to van Fraassen, to claim that the aim of science is to intervene in the world and for him to imply that this is the only way to construct a valid representation of the world, but he still owes us some account of the world so represented.  Hacking is the first to bracket "seeing" and "touching" together; and both he and van Fraassen are prepared (one way or another) to allow a great deal of leeway in the use of such words.  Given these facts, and the fact that Hacking adds little more of substance to his quasi Eleventh Thesis than the claim that the true bits of the science are those which refer to the manipulable bits of the world (the remaining bits being worthy only of agnosticism or even scepticism), it is tempting to draw the conclusion that Hacking is even less successful at demarcating his views on observation (from those of van Fraassen) than he was at demarcating his views on verification.

theoretical entities

The third and fourth positivist instincts identified in Representing and Intervening concern (respectively) causality and explanation, but since these instincts raise a number of wider issues, there is a strong case for getting the fifth instinct out of the way first.  This case is further strengthened by the fact that the fifth instinct can be "got out of the way" fairly speedily.

The fifth instinct is that which leads positivists to reject theoretical entities.  "Positivists tend to be non realists" Hacking informs us, "not only because they restrict reality to the observable but also because they are against causes and are dubious about explanations.  They won't infer the existence of electrons from their causal effects because they reject causes, holding that there are only constant regularities between phenomena"
.

The question of the reality of unobservable entities has already been dealt with, and causality and explanation are dealt with below.  It is hard to see what can be added to our discussion of the second, third, and fourth instincts or why exactly Hacking chose to create a new category here.

Let us use this opportunity, however, to clarify a few distinctions.  The giraffe, the gryphon and the gene are entities.  If we are to respect van Fraassen's terminology, the gryphon and the gene are theoretical entities, and the giraffe and the gryphon are observable entities.  Most scientists believe that genes and giraffes exist and that gryphons have never, and do not now exist - although they may exist in the future if genetic engineers decide to create them.

Darwinism and van Fraassen's explanation of the scratching behind his skirting board are theories.  The only entities which Van Fraassen's theory mentions are mice.  Although these particular mice may be regarded as theoretical entities until such time as someone actually observes them, mice in general are neither theoretical nor unobservable.  The postulated existence of mice in van Fraassen's house provides a causal explanation of the scratching he hears.  The theory of evolution, by way of contrast, mentions mice, giraffes, and a number of theoretical entities.  Some of these theoretical entities, such as the postulated short-necked competitors to the ancestor of the giraffe, are observable - we could have seen them if we had been there.  Other theoretical entities mentioned in evolutionary theory, such as the gene, are unobservable - we cannot see them except with electron microscopes.

When we ask why the giraffe has such a long neck, we are asking for an explanation - and this explanation can take a number of forms.  Neo-Darwinism would provide one such explanation - a causal explanation which brings in all the various classes of entity discussed above and which scientists regard as true or very nearly true.  Lamarckism would provide a rival causal explanation which, again, brings in all the various classes of entity discussed above but which scientists regard as largely false.  An explanation such as "the giraffe species developed a longer neck in order to reach the higher branches of the trees on which it feeds and thus gain an advantage over animals feeding on the same trees" is a theory which, at first sight, provides a teleological rather than a causal explanation.  But, although they often present explanations along these lines, most biologists would have no hesitation in declaring this sort of talk to be a figure of speech which could be readily translated into a neo-Darwinist (or even a Lamarckian) causal explanation.  After all, the teleological explanation does not say how the neck developed.

A theory or why the giraffe crossed the road which spoke in terms of the giraffe's intention to reach the other side would not translate quite so readily into a purely causal account; and it is possible to argue that there are categories of explanations which are irredeemably teleological.  It might be noted, in this context, that a historian trying to explain why Darwin wrote the Origin of Species, would normally separate discussion of objective factors (the rôle of social circumstances at the time in conditioning Darwin's outlook) and subjective factors (biographical details of Darwin's declared intentions and motives).

And when the child asks about the giraffe (rather than the mouse), is it not the case that some further explanation - over and above a purely causal account - is expected?  The appearance of the giraffe seems to offend against the child's ideas of propriety.  And the answer to the question must either be that nature has no sense of propriety whatsoever, or that nature does have such a sense, but it is different from that possessed by the child.  Like the "in order to" explanations of the behaviour of everything from giraffes to gluons, the implicit (or explicit) claim that nature does things in the way things ought to be done is encountered often enough in science.  In James Watson's account of the affair, Rosalind Franklin "knew" that he and Francis Crick had discovered the real structure of DNA in 1953.  Forget the supporting evidence (such as her unsung X-ray data); as she surveyed the model double helix which the two soon-to-be Nobel Prize winners had built "she [....] accepted the fact that the structure was too pretty not to be true"
.  And our Ionian forefathers had very set ideas on how the universe should conform to certain mathematical patterns.  Many centuries later, these patterns were still offered as explanations on why things are the way they are:

If now in our final selection of bodies we omit the great mass of irregular ones, and only retain those five regular bodies to which the Greeks gave the names: the Cube, or the hexahedron; the Pyramid, or the tetrahedron; the dodecahedron; the icosahedron; and the octahedron.  [....]

If now the five bodies be fitted inside one another and if circles be described both inside and outside all of them, then we obtain precisely the number six of circles.  [....]

Copernicus has taken just six orbits of this kind, pairs of which are precisely related by the fact that those five bodies fit most perfectly into them, and this is the sum total of what follows.

Johannes Kepler, Mysterium Cosmographicum, pp 16, 17.

Theories which attempt to explain facets of nature on the basis of correspondence to ideas of beauty or pattern or propriety are again teleological.  They say: "nature does things this or that way because it has this or that purpose".  When such purposes are conceived of as ideas in the mind of a divine creator (as they were, in fact, by Kepler) a case could perhaps be made for arguing that the theory in question is a causal theory dressed up as a teleological theory: "things are this way because a creator with certain tastes made them that way".  On the other hand, if the divine creator made things this way because this is the most perfect way to make things, perhaps the theory is more appropriately described (once again) as teleological.

There may then be teleological explanations which cannot be recast as causal explanations.  Teleological explanations (if admitted) are (until proven) theories which may have to compete with rival theories ("the giraffe wished to commit suicide by throwing itself under a bus") and which may be evaluated according to the available evidence.  Teleological theories may name theoretical entities which may be causal (the hand of God in the perfect universe theory) or teleological (the tetrahedron in God's mind, or the intention in the giraffe's mind).

And there may be other categories of explanation.  If we answer the child by denying the assumption that nature has some sense of how things ought to be (some kind of greater purpose), we can hardly be accused of putting forward a teleological explanation.  Nor can this explanation (which says in effect: "there are no teleological explanations of the way natural things are constructed; only causal ones") be, itself, construed as a causal explanation.  And yet this is an explanation all the same which does provide an answer to the child's question.

There may even be whole taxonomies of explanation.  Ellis distinguishes four "sorts": "causal", "functional", "model theoretic"", and "systemic"
.  If I understand his categories correctly, the neo-Darwinist account of the giraffe's long neck would be a "causal" explanation; the citing of the rôle of this neck in the feeding habits of the giraffe would be a "functional explanation"; a "model theoretic" explanation might explain why the frequencies of "short-neck genes" and "long-neck genes"
 in successive generations of giraffe herds differ - if at all - from the frequencies predicted by the Hardy-Weinberg Law
; and a "systemic" explanation might explain the giraffe's particular vertebral arrangement in terms of general principles of anatomy, mechanics and materials science.

It could be argued, however, that these categories overlap to a considerable extent.  Depending on how exactly it is phrased, a functional explanation can easily begin to sound like a teleological explanation.  We can see this if we remain with the biological sciences - an area in which, it is often argued, functional explanations play a unique rôle.  Thus, while scientists do say things like "the giraffe has a long neck in order to feed from the higher branches" (in answer to questions about the function of this item of giraffe anatomy), they do not say things like "the carbon atom has four branches in order that it can go to make up complex biological molecules"; or if they do say things like this (when teaching students of organic chemistry perhaps) it is simply a linguistic device which really means something quite different.  As has been noted, however, it is hard to imagine how explanations of the giraffe's peculiar morphology, which speak of the fulfilment of some kind of (teleological or functional) goal, can be interpreted other than as shorthand expressions for the full Darwinist story.  To the extent that a functional explanation is not simply a crypto-teleological explanation, it seems quite as legitimate to speak of the function of the carbon atom in the complexity of organic molecules as it is to speak of the function of the long neck in the survival of the giraffe.  But now there is no suggestion of goal fulfilment.  We are simply referring to links in causal chains.  In fact, all three of Ellis' non-causal types of explanation could be said to play an essential rôle in the causal account.  It is hard to see that a complete causal account would leave a great deal for the other three explanation types to explain.

Whatever fine distinctions we may want to draw, it can be generally asserted that modern scientific theories, which purport to explain particular events, do so by citing other events which pre-date (or temporally coincide with) the event we wish to explain and in (some sense at least) appear to ordain that event.  Scientific theories also offer putative explanations of types of event in terms of other types of event, a point to which we shall have to return.  Such is the language of causality.  Some sorts of theories, however, purport to explain events in terms of other events which flow from rather than lead to the events to be explained.  As has been indicated, the example here would be a theory which purported to explain an animal's behaviour in terms of the future satisfaction of the animal's desires.  This second type of theory (unless we wish to entertain the notion of future causes) is a teleological theory.  Such theories are more common in biology than physics; and more common still in the social sciences; but, in general, they are rare.  Even if it is not true that all teleological theories translate into causal theories, it may be true as far as the physical and life sciences are concerned, and our discussion of scientific explanation will focus on theories which purport to account for phenomena in terms of preceding events.  Scientific theories name entities (theoretical and otherwise) which may be individually cited as the producers of particular phenomena.  It is possible to have different epistemic attitudes towards the theory and the theoretical entities it names.

Van Fraassen will not infer the truth of a theory simply because the theory in question provides a good explanation of certain phenomena.  And on this point, Hacking inclines very much towards his opponent's position.  When it comes, however, to inferring the existence of theoretical entities - from the fact that the positing of such entities provides a good explanation of the phenomena we can see, hear, feel or sense in some way - there is no meeting of minds.  As we shall see, van Fraassen is no more sympathetic towards theoretical entities than he is towards theories.  Hacking, in contrast, is more than happy to infer the existence of theoretical entities which cause other things to happen - be these entities as large as giraffes or as small as genes.

phenomena without a cause

As has been noted, this is the point at which van Fraassen and Hacking really do begin to part company.  Positivists, Hacking tells us, insist that "There is no causality in nature over and above the constancy with which events of one kind are followed by events of another kind"
, and he argues that this sort of attitude towards causality (normally associated with Hume) can be traced back to Newton and his gravitational theories.  In a world where events were supposed to follow from each other in a series of mechanical "pushes and pulls"
, the introduction of actions-at-a-distance like gravitational force left only two options open.  Either take on board hitherto rejected "occult powers"
, or restrict meaningful discourse to the events themselves and dispose with notions of something going on "behind" these events.  The second option won the day, and this paved the way for Hume, Reid, Comte, and the logical positivists.  All talk of causality could now be dismissed as harking back to occultism.

Hacking refuses to be impaled on either of the horns of this particular dilemma.  For him, the acceptance of causalism is at one and the same time the rejection of occultism.  Like Popper before him, Hacking insists that our very notion of "reality" has to do with causation and our ability to change the world
.  He demands to know why certain types of event are regularly followed by other types of event
.  If we can actually go off and use the first type of event ourselves to produce the events we expect, this - Hacking argues - means that we are "onto something".  We are onto the "real" cause.  And if we can spray electrons onto a nobium droplet and change its charge, the electrons are the cause of the change in charge and they must be real.  Just look at Faraday and his magnetic lines of force, Hacking instructs us.  It is possible to adopt various epistemic attitudes towards such lines.  What made Faraday, and others, begin to wonder if these lines could be thought of as real (rather than mere tools for calculation) was the discovery that he could "cut" them and cause a real effect.

Though Hacking considers himself (roughly speaking at least) to be a realist
, his views on this point are - to a large extent - shared by and - to some extent - shaped by an anti-realist (of sorts
): Nancy Cartwright
.  In How the Laws of Physics Lie, Cartwright advocates the philosophical denial of theoretical physics and its laws on the grounds that these laws are quite literally untrue, but she argues that we can "reject theoretical laws without rejecting theoretical entities" and claims that "Causal reasoning provides good grounds for our beliefs in theoretical entities"
.  In her more recent work Nature's Capacities and their Measurement, she adds that "Any field in which the aim is to tell adequate stories about what happens in nature will inevitably include causal processes in its descriptions"
.

There is, we should note, a slight change of emphasis in the first of these claims.  On the theory side, it is theoretical laws which are to be dispensed with - ontologically speaking of course.  Here is a point which has up until now been only hinted at.  We do not only attempt to explain the particular event (the noise behind the skirting board) with a theory which mentions a particular entity (the scratching mouse) we also try and explain types of occurrence (white mice giving birth to white offspring) in terms of theories which mention entities and laws (mice, genes, and the laws of genetics).  Moreover, we also explain the particular event (this pair of white mice begetting these particular white offspring) with theories which refer to laws.  And, even in the example of the scratching behind the skirting board, it could be argued that laws (of some description) play a part in our explanation.  If the thing to be explained had been the noise - and the explanation had simply been "a mouse" - the explanation would only have made sense if there was a kind of tacit acknowledgement of a rule such as "mice make scratching noises".  A rule such as this, however, is not the kind of thing we normally encounter when reading about scientific laws.  A paradigm example of a scientific law would - even in these post-Einsteinian days - be one of Newton's equations.  Cartwright herself gives Newton's second law (the acceleration of a body is equal to the force acting upon it divided by the mass of the body) as an example in this context
.  Laws like this are "fundamental", and it is the fundamental laws which Cartwright regards as "theoretical laws" and which many have regarded as the only "true" laws.  The school to which Cartwright belongs would describe laws such as "mice make scratching noises" or "white parent mice have white offspring" as "phenomenological laws".

It should not, however, be assumed that all biological laws are phenomenological laws or that fundamental laws are only to be found in physics.  The aforementioned Hardy-Weinberg equations represent a perfectly respectable example of a scientific law which - like one of Newton's laws - purports to express some kind of deep truth about nature.  Even van Fraassen is prepared to discuss this law alongside Schrödinger's equation
.  We have already noted that genes come in pairs and that these pairs form part of the genotype of the individual carrying those genes.  Different alleles of the same gene may code for different phenotypic characteristics - such as long-necks, blue eyes or sickle cell anaemia - and may be dominant or recessive with respect to one another.  Two individuals with the same phenotype may therefore have different genotypes.  The Hardy-Weinberg law simply states that a randomly-mating population, which is not subject to selection, mutation or migration will display the same gene frequencies and the same genotype frequencies from generation to generation, and that genotype frequencies amongst offspring are determined by gene frequencies in the parent generation.  Straight away, we can see another deep affinity with the laws of physics - especially if we think of Newton's first law which states that a body remains at rest or in uniform motion in a straight line unless it is acted upon by an external force.  In both cases we have things which, science tells us, are "laws" but which, science also tells us, are laws which could never be obeyed in reality - there are always external forces, and there is always non-random mating, selection, mutation, and migration.

Another point about Cartwright's ideas which we should note, is that, whereas I have tended to treat (almost) all non-teleological explanations as - in some sense - causal explanations (or parts of causal explanations), she only regards those explanations involving phenomenological laws as genuinely causal.  Explaining phenomena using theoretical laws is more properly (on her account) regarded as a case of fitting phenomena into "a broad theoretical framework which brings together .... a wide array of different kinds of phenomena"
.  This sounds rather like a synthesis of Ellis' notions of "model theoretic" and "systemic" explanations
.  Cartwright also introduces a new element (or at least another new distinction) into scientific explanations when she speaks about "theoretical properties [of entities]"
.  As she recognises, this sort of talk threatens to bridge to gap between theoretical entities and theoretical laws - a gap she must maintain if her thesis is to be successful.  But she is quick to reassert the necessary boundaries: "the propositions to which we commit ourselves when we accept a causal explanation are highly detailed principles and concrete phenomenological laws, specific to the situation in hand, not the abstract equations of fundamental theory"
.  It is these "abstract fundamental equations" which inspire Cartwright's anti-realist feelings.  But these finer distinctions need not detain us for the present.  Cartwright agrees with Hacking that we do not believe in electrons because they "save the phenomena", but because "we use them to create new phenomena"
, and (despite the emphasis revealed in the title of her book) illustrates her viewpoint with an example drawn from botanical rather than physical science:

My newly planted lemon tree is sick, the leaves yellowing and dropping off.  I finally explain this by saying that water has accumulated in the base of the planter: the water is the cause of the disease.  I drill a hole in the base of the oak barrel where the lemon tree lives, and foul water flows out.  That was the cause.  Before I had drilled the hole, I could still give the explanation and to give that explanation was to present the supposed cause, the water.  There must be such water for the explanation to be correct.  An explanation of an effect by a cause has an existential component, not just an optional extra ingredient.

Nancy Cartwright, How the Laws of Physics Lie, p 91.

Ellis has urged a similar point
 and finds van Fraassen, once again, guilty of unfounded generalisation from the physical sciences.  Ellis notes that "We do not have to believe in the reality of Newtonian point masses or of Einsteinian inertial frames or in the existence of the perfectly reversible heat engines of classical thermodynamics to accept these various theories, for none of these entities has any causal rôle in the explanations provided by the theories in question"
.  Such theories are, in Ellis' terminology, "model" or "systemic", but, Ellis argues, van Fraassen wants to regard them, rather than "causal" theories, as typical.  As I have indicated, I am less inclined than Ellis to draw these distinctions and more inclined to simply take the diametrically opposite path to van Fraassen by generalising from causal theories; but I agree wholeheartedly with the characterisation of van Fraassen as someone who wishes to argue that because physicists do not believe in the reality of point masses, there is no call for biologists to believe in the reality of point mutations.

As we might expect, van Fraassen makes no attempt to deny these charges, and he freely asserts that "to see causal models in the same way [as models concerning ideal entities] is not only possible, but gives us the best hope of eliminating metaphysics from [....] science"
 and he insists that "Causality in the philosophical interpretation of science is just a deus ex machina, whose very saving powers depend on his essential lack of involvement in the real problem situation".  To the constructive empiricist all these arguments about causal explanations leading to causal entities which must exist is begging the question.  Since van Fraassen seems happy to speak of mice causing scratching noises
 and knives rusting because salt was dropped on them
, we may infer that his problem is not with visible entities cited as causes - such as foul water - but with invisible ones - such as the bacteria which make the water foul.  Van Fraassen is not going to dispute the existence of something cited in a causal explanation which can be seen flowing through a hole, but he is going to dispute the argument which says bacteria must exist because we see something flowing across the circular viewing field of a microscope.  The question is whether we can establish belief in the existence of things we cannot observe by extension of the sort of reasoning we use in relation to objects we can observe.

In The Scientific Image, van Fraassen describes the notion that a causal relationship is the thing which the "because" must denote in a scientific explanation as one of a number of "flights of fancy"
 and in his more recent work Laws and Symmetry he rejects the "reification" which accepts sufficient reason and other like notions as "clues to the structure of the world being modelled"
.  And it cannot be said this time that physics provides the only motivation for van Fraassen's outlook.  He presents an example (attributed to Ronald Fisher) which concerns the incidence of cancer.  This time the smoke filled chambers are not particle detectors but lungs.  The currently accepted scientific theory says that smoking and cancer are statistically related because certain substances in tobacco smoke cause cancer.  Here is an alternative theory: Some people have a gene (or something similar) which predisposes them to take up smoking.  The same gene (or whatever) also just happens to predispose its carriers to developing lung cancer.  So now we have two rival theories which explain the same data (correlation of lung cancer and smoking) by citing two different causes: tobacco smoke or the mystery gene.  Both the effect of the tars in tobacco smoke on the cells of the lung and the mystery gene are unobservable (at least if we accept van Fraassen's mode of speaking) but the realist is inclined to actually believe in such things and to insist that what makes one or the other claim correct is the existence (or non-existence) of these unobservable causes.  Van Fraassen, needless to say, has very different views.  He reminds us that rival theories, such as these, lead to conflicting predictions concerning observable phenomena - such as the effect on public health of banning tobacco sales - and, once again, acceptance of one theory or the other involves belief only in the things which the chosen theory says about visible entities and processes.

Essentially the same arguments (and the same example of lung cancer and cigarette smoking) were used in The Scientific Image
.  Van Fraassen outlined Reichenbach's "common cause" principle - which yields arguments very similar to those presented by Cartwright and Hacking.  The principle states that when two events (A and B) are statistically correlated (that is to say when the probability of A given B is not the same as the probability of A simpliciter: P(A/B) ≠ P(A)) then science demands that we seek a common cause.  In the case of smoking and cancer this would be smoking at an earlier date.  Many statistically correlated phenomena have no observable common cause, Reichenbach argues, therefore the conduct of science demands the existence of unobservable causal entities.  Van Fraassen has two responses to the Reichenbach principle.  His first response is to take refuge, once more, in quantum physics.  In this area of science it can be simply asserted that there are circumstances in which phenomena are statistically correlated, but, in which, scientists do not postulate a common cause.  But, as van Fraassen admits, "many scientific enterprises can [my emphasis] be characterised as searches for common causes to explain correlations"
 - certainly, we might note, the whole of the scientific enterprise known as biology can be so characterised.  So van Fraassen has a second response - he takes refuge in constructive empiricism.  He is quite prepared to accept theories which speak of unobservable entities and events correlated with observable phenomena, but not prepared to believe that all aspects of the theory correspond to "elements of reality"
.

This brings us back to the arguments concerning rival causal explanations for the observable statistical correlation between smoking and cancer.  In fact, there is sufficient epidemiological and medical data to render the "mystery gene" theory untenable - and probably has been for almost as long as the dangers of tobacco smoke have been suspected.  With sufficient ad hoc extensions, perhaps the theory could be stretched to fit this data, but it is probably easier to make the example work by simply imagining a situation, some decades ago, when both theories (even as outlined) were equally good at explaining the recorded facts, and scientists were equally divided over the two theories.  As has been noted, however, the two theories would have made different predictions about the observations which the future held.  No problem there for the constructive empiricist we might think.  After all "observable" - as van Fraassen makes clear - means observable in the past present or future - but if we pursue this example a little further, we are led to some rather peculiar conclusions concerning the epistemic attitudes of the rival groups of scientists.

If we move forward in time to a point where those scientists who had opted for the carcinogen theory have been declared the "winners", what should we say about them?  The realist would presumably want to say that the scientists had been right all along in believing in the truth of their chosen causal mechanism, whereas the constructive empiricist would be inclined to say that the commitment of this group to the theory - ie their belief that the theory was empirically adequate and would turn out to accord with subsequent observations - had now been vindicated.  From a realist point of view, even though there was insufficient justification for the stand of either group of scientists at the outset, the "winning" scientists - having been declared right in the present - can also be described as having been right in the past. From an empiricist point of view, in contrast, the "winning" group can only be described as having been "heading for vindication".  This is rather curious, however, since it is difficult to see how someone can be vindicated, or be described as having been heading for vindication, when their initial commitment was without justification.  No such problem exist for the realist description.

We can sharpen this point even further by concocting a scenario in which justification does appear to exist for the vindicated stance, but is subsequently shown to be hollow.  Imagine that the rival theories are put to the test by investigating lung cancer rates in a part of the world where tobacco smoking is unknown.  As it transpires (although not until much later) the air at this test site is full of pollutants which have an identical effect on lungs to the tars in tobacco smoke.  The scientists who conduct this work, however, have staked their reputations on the carcinogen theory.  They do not know about the pollutants in the air, and because their observations seem to contradict their chosen theory, they decide to fake their results.  Most of the scientific community start to "believe" (as the realist would have it) or "accept" (as the empiricists insist) the carcinogen story.  In the end, the truth about the doctored results comes out, but so do new more reliable results which favour the smoking-causes-cancer story more strongly than ever.  The realist can still say that the scientific community had been right in believing the story - even though they did so for entirely spurious reasons; but can we really describe the scientists as having been "vindicated" in their commitment to this story - when they were utterly wrong in believing that they had any grounds for this commitment?

Of course, although these arguments have been presented specifically as a critique of the constructive empiricist attitude towards causal entities, the same line of attack could be used against the constructive empiricist stance in general.  There is, however, something particularly far-fetched about van Fraassen's ideas when we direct our attention to the actual objects which scientists talk about.  We need only remind ourselves of his claim that: "If the theory's statements include 'There are electrons', then the theory says that there are electrons"
 to illustrate the fact that van Fraassen is not especially anxious to draw sharp distinctions between his epistemic attitude towards theories and his attitude towards things.  But there is surely something rather compelling about Hacking and Cartwright's desire to draw distinctions here.  The average biologist would have no qualms whatsoever about providing a causal account of the range of phenotypes in a population and making reference, in that account, to theoretical entities - such as genes - and theoretical laws - such as the Hardy-Weinberg equations.  But, whereas the biologists would believe that there are plenty of real examples of genes at work in the natural world, he or she would freely admit that (in a quite straightforward sense) there are no real examples of the Hardy-Weinberg equations at work in the natural world whatsoever.  That is not to say that anyone is justified in adopting an purely empiricist attitude towards such theories, merely that the implausibility of anti-realism is not quite so striking when it comes to theories as it is when it comes to causal entities.

The real issue, however, for philosophers of causality (following in Hume's wake) has not been entities so much as counterfactuals.  This issue hinges on the question of whether there is necessity in nature - on whether the truths of nature discovered by science are (in any sense) necessary truths.  Necessary truths are those truths which (for the moment at least) we can describe as propositions which do not seem to permit of any conceivable exceptions.  It is, of course, a feature of such truths that they can be used to generate contrary-to-fact conditionals.  Thus, from the necessary truth that "smokers attempting to give up the habit either succeed or fail" we can infer a conditional such as "if she were a smoker attempting to give up the habit, she would either succeed or fail" - even if we know she has no intention whatsoever of abstaining from cigarettes.  And from the necessary truth that "people with malignant growths in their lung tissues have lung cancer" we can infer a conditional such as "if she had malignant growths in her lung tissues she would have lung cancer" - even if we know she has no such growths.  In other words, necessary truths appear to report or establish laws which cannot be broken, and, as such, they are contrasted with mere contingent truths which are not considered to generate counterfactuals, and to which exceptions can readily be imagined.  I may be quite certain that nobody at my work-place smokes cigars, but I can easily imagine one of my colleagues smoking cigars, and I have no reason to assume that if Fidel Castro were one of my colleagues (which he is not) he would not smoke cigars.

The problem has always been how we should categorise scientific claims.  Consider, for example, the following: (i) "There is no actual population which is free of non-random mating, selection, mutation, and migration, but, if there were, this population would obey the Hardy Weinberg law."  (ii) "I do not smoke, but, if I did, I should have an increased chance of contracting lung cancer."  and (iii) "I do not intend to run over the mouse behind van Fraassen's skirting board with a steam roller, but, if I did, the mouse would perish."  Three counterfactuals which have been generated from what are generally taken to be certain laws or law-like truths of nature.  In the case of such "truths", it is possible to imagine exceptions: to conceive of a Hardy-Weinberg population with wildly changing proportions of genotypes from one generation to the next; or a population of lifelong smokers which is entirely free of lung cancer; or, or even a mouse which survives a steam-roller attack - we have all seen Tom and Jerry films.

Philosophy of science is then faced with a dilemma.  When we speak about the causes of cancer, or the genetic makeup of a population, or death by misadventure, we do so with a sense that the phenomena we thereby explain follow with a certain necessity from the causes we cite.  And the fact that we seem to be able to generate counterfactuals by describing what would happen if certain causes were in operation tends to invite the conclusion that the "laws" and law-like "truths" of nature are necessary truths.  But the fact that, in the case of nature, we also seem to be able to conceive of the laws being breached, invites the opposite conclusion - that what goes on in nature is entirely a matter of contingency.

Of course the two horns of this particular dilemma are not quite so sharply defined as we might wish.  Just as we can conceive of exceptions to what we might otherwise want to regard as necessary truths of nature, we can include extra clauses in our claims which anticipate these exceptions.  Thus, a mouse run over with a steam roller will perish (providing the mouse is not a cartoon mouse, there are no conveniently placed holes in the road where the mouse can hide, there is no groove running round the midriff of the roller in which the mouse is able to take refuge etc ....).  Of course we could go on forever adding such clauses, and in any case they are the sort of things which are normally taken for granted.  If we do wish to acknowledge the issue, we normally just say something like "all other things being equal" or, if we are philosophically inclined, "ceteris paribus".  But this suggests that the veracity of counterfactual conditionals depends on the specific nexus of circumstances in which they are spoken.  According to van Fraassen, this nexus - or as he puts it: "the content of 'all else being equal'" - is fixed "not only by the sentence and the factual situation, but also by contextual [my emphasis] factors"
.  Van Fraassen's argument for segregating the "factual situation" and "contextual factors" (an argument which is crucial for the next step in his reasoning) amounts to the claim that stating the facts is not enough.  There is also the question of the "description of the facts"
 - which seems to be a question of what people keep "firmly in mind"
 when they state the facts.  By way of example he presents the factual situation in which Danny is a man and is very interested in women, and suggests that the answer to the question as to whether Danny would have been very interested in men or a lesbian if had been born a woman, is determined by the "context" in which we either think of "being interested in women" as "being interested in the opposite sex" or think along more literal lines
.

The point about all this is that it enables van Fraassen to dispense with the notion of natural or objective necessity.  Science is about the factual situation, it is not "in any essential way"
 context dependent.  Thus, if the so called "laws of science" are distinguished (from mere factual generalisations) by the fact that they imply counterfactuals - which are "context dependent" - then laws cannot be an objective component of the world described by science.

So when it comes to causality, there is no doubt that van Fraassen places himself very much in the positivist tradition which Hacking describes - the introduction of "context" having supposedly dealt a decisive riposte to those who refuse to accept that only contingency can be found in nature.  But van Fraassen's entire argument hinges on the distinction he wants us to draw between "context", on the one hand, and "factual situation" on the other.  Can this distinction be drawn?  Even if we take his perfectly biological (and perfectly bizarre) example of Danny, there is a case for saying that the facts alone fix the matter.  There are a priori several possible explanations for attraction between human beings.  Let us take two putative biochemical theories.  Theory one might be that a specific biochemical (normally found in women) causes attraction towards men and a different biochemical (normally found in men) causes attraction towards women.  Theory two might be that the same biochemical causes attraction towards men (in women) and attraction towards women (in men) - just as the same hormone - testosterone - causes hair growth on chins and hair loss on scalps.  The actual situation would appear to be far more complex than either of these theories suggest - it might be noted that although theory one might seem to provide obvious pointers to the explanation of a phenomenon such as homosexuality, theory two is probably much closer to our actual scientific understanding.  But, imagining for the moment that one of these theories is correct (or empirically adequate for that matter) the choice between van Fraassen's two counterfactual conditionals becomes quite clear, and the veracity of the rival conditionals is determined entirely by the factual situation - described in part by the correct (accepted) theory.

Hume appealed to our intuitions when he claimed in respect of the "operation of causes" - such as "the impulse of one billiard ball .... attended by motion in the second" - that "The mind feels no sentiment or inward impression from this succession of objects"
.  Although he did perhaps betray other sentiments when he went on to define a cause as "an object followed by another .... where, if the first object had not been, the second never had existed" and thereby apparently endorsed the claim that counterfactuals tell us something about causality.  This, however, is generally regarded as a slip on Hume's part.  In all other references to the subject, he is at pains to stress that our minds are not inhabited with such notions when we turn our attention to cause and effect - or if our minds are so inhabited, it is because we have made incorrect inferences from observance of mere regularity in nature.  Van Fraassen is happier to admit we do have such sentiments, but he wants to claim that counterfactuals are only given substance not by reality but by the models of reality which inhabit our minds.  Science tells us that the skeleton of a mouse cannot support very heavy weights, and our everyday intuitions tell us that, given normal circumstances, the mouse under the steam roller must die.  Despite Hume's protestations, I should want to say that the idea of necessary connection here is a very strong impression in the mind of the average layperson or scientist.  As van Fraassen acknowledges
 it is the responsibility of philosophers to produce accounts which either accord with such intuitions or which explain why our intuitions are incorrect.  Hume denied that our idea of necessary connection is produced by actual necessary connection but tended to equivocate when it can to saying what does produce this idea.  Van Fraassen simply resorts to saying that our idea of necessary connection is produced by our idea of necessary connection.

explaining explanation

The whole of the next chapter is devoted to a detailed examination of van Fraassen's ideas on explanation, but, before considering the full constructive empiricist account, one more facet of the relationship between explanation and scientific realism remains to be explored.  Hacking, as we noted, creates a separate category for the positivist tendency to "downplay" explanations, and we should perhaps begin by considering what he has to say.

Hacking, explicates "downplaying explanations" as: "Explanations may help organize phenomena, but do not provide any deeper answer to Why questions except to say that the phenomena regularly occur in such and such a way"
.  As we have seen, this is a fair description of van Fraassen's attitude.  Van Fraassen, adapting a practice he attributes to Bromberger
, also characterises explanations as answers to "why-questions"
.  One argument (which has not yet been explicitly touched upon) for suggesting that answers to why-questions do provide "deep answers" derives from the principle of "inference to the best explanation".  This is a principle which is often used to establish realism and is therefore something to which van Fraassen devotes particular attention.  Van Fraassen clearly perceives that the defeat of the line of argument which leads from "IBE"
 to realism is required if his own project is to succeed.  Hacking, we said, does believe that explanations provide "deep answers" to why-questions in so far as they cite causal entities; but, when it comes to inferring the truth of a theory from its explanatory power, he tends to share van Fraassen's scepticism.

Many positivist theories were more attractive in Comte's day than our own.  In 1840, theoretical entities were thoroughly hypothetical, and distaste for the merely postulated is the starting point for some sound philosophy.  But increasingly we have come even to see what was once merely postulated: microbes, genes, even molecules.  We have also learned how to use many theoretical entities in order to manipulate other parts of the world.  [....]  However, one positivist theme stands up rather well: caution about explanation.

Ian Hacking, Representing and Intervening, p 52.

So what exactly is inference to the best explanation, and what is the relevance of this mode of reasoning to the question of realism versus empiricism?  There seem to be a number of separate - though related - issues here - issues which Hacking does not entirely disentangle in his discussion of IBE.  Is IBE, first of all, used in science?  If it is, should it be - is IBE a valid or, at least,  rational procedure?  And, finally, even if we accept that scientists employ IBE to help select scientific theories, and that they are being rational when they do so, can this argument be used as a kind of meta-argument to establish what is, after all, a meta-theory - that is to say the philosophical theory known as scientific realism?

The answer to the question of the rôle played by IBE in scientific inference will clearly depend on exactly how IBE is characterised; but even Karl Popper is forced to admit that there is more to scientific inference than straightforward deduction.  The real matter of dispute is whether there are grounds for defining an entirely new species of inference.

A sagacious and methodical application of our thoughts [....] is the only way to discover all that can be put with truth and certainty [....].  By what steps we are to proceed [....] is to be learned in the schools of the mathematicians, who, from very plain and easy beginnings, by gentle degrees, and a continued chain of reasonings, proceed to the discovery and demonstration of truths [....].  [....]

In our search after the knowledge of substances, our want of ideas that are suitable to such a way of proceeding obliges us to a quite different method.

John Locke, An Essay Concerning Human Understanding, pp 397-398.

Hacking notes that inference to the best explanation (like positivism) has a venerable history.  He traces the idea back to C S Peirce and describes it as the finding of "one [my emphasis] explanation"
 which makes sense of otherwise inexplicable phenomena.  If the explanation is a good explanation of the phenomena, the conclusion may be reached that the explanation is probably correct.  Peirce himself originally perceived IBE ("the method of hypothesis"
 or "abduction"
 as he called it) as a species of synthetic inference, distinct from induction, "where we find some [....] circumstance, which would be explained by the supposition that it was a case of a certain general rule, and thereupon adopt that supposition"
.  Van Fraassen also acknowledges Peirce's rôle in founding the notion of inference to the best explanation
 but, in contrast to Hacking, he is at pains to insist that IBE "dictates a choice [only] when given a set of rival hypotheses [my emphasis]"
.  His motives soon become clear.  Van Fraassen is anxious to score as many points as possible here and his characterisation of IBE enables him to point to "yet another" failure of IBE in those circumstances where the "best" explanation is merely the best we can think of, rather than the best of a bunch.

The starting point for this particular attack on the credentials of IBE is the claim that IBE requires the "extra premiss that every universal regularity in nature needs an explanation"
 - the point presumably being that if the phenomena we are considering need no explanation, there is no need to choose one or think one up.  And we hardly need reminding that particle physics is brimming with phenomena which are cited as brute facts of nature which cannot be further elucidated.  Van Fraassen then jumps from making this point to consideration of the claim that, in a situation where only one explanatory theory is on offer, a rival theory can be conjured up by simply placing a "not" in front of the statement of the first theory.  He suggests that this claim, if well founded, would supply the missing "extra premiss" - and then goes on to argue that the claim is, in fact, ill-founded.  At first sight, this seems like a complete non sequitur, but there is a certain thread running through these arguments.  This thread remains intact, however, only if we are prepared to conflate two issues: (i) Is there always an explanation to be chosen? (ii) If only one explanation is on offer, are there any reasons why it should be chosen?  Just because van Fraassen gives the same answer in both cases does not mean that both questions are the same.

Van Fraassen describes the generation of a rival theory "(T" - from a single putative theory "T" - variously as "logical léger-de-main"
 and as an "epistemological rope-trick"
.  His argument goes as follows: "I am committed to the view that T is true or T is false, but not thereby committed to an inferential move to one of the two!  The rule only operates if I have decided not to remain neutral between these possibilities"
.  All this is perfectly true, of course, but exactly the same remarks could be made concerning T1 and T2 where these are two quite "legitimate" rival theories.  None of van Fraassen's remarks support his accusations of trickery.

It has to be concluded that this issue is something of a red herring.  Even when in everyday life we say: "There's only one explanation for the scratching behind the skirting board - we've got a mouse!", we could easily, if pushed, think of plenty of marginally different alternatives: "we've got two mice" or even highly outlandish alternatives: "we've got a poltergeist".  In fact, we should normally imagine a statement such as: "There's only one explanation for this" being uttered in precisely those circumstances where a number of less plausible ideas had been considered and rejected.  The point here is, despite van Fraassen's protestations to the contrary, there is always a set of rival hypotheses to be had when phenomena stand in need of explanation.

As for remaining neutral, this will always be an option when the rival explanations are equally bad - or equally good for that matter.  This is hardly an argument against IBE, for if there is no best explanation then we simply cannot apply the principle of IBE.  But if one bad explanation nevertheless stands out as the best of a bad bunch, the rational person will surely conclude that this explanation is more likely to be true than the others on offer.  Van Fraassen considers a six horse race in which horse number 1 is the favourite
.  Should we infer from the cheer at the end of the race that this horse has won?  (This is, after all, the "best" explanation.)  Not at all, asserts van Fraassen.  Although horse number one is the best of the six, this may only mean that horse number one has a one in five chance of coming first.  In these circumstances, it would be quite irrational to assent to the best explanation.  Granted, but we are forgetting that assent - like the quality of horses - comes in degrees.  The rational person will infer from the cheer at the race course that victory for horse number 1 is the most likely explanation - and will even be in a position to give a precise figure for his or her degree of belief in this explanation.

Hacking is "less stringent" than van Fraassen.  He does not that deny that being an explanation is ever a ground for supposing that a hypothesis is true, but he does regard this as a "feeble ground"
.  Later, however, he expresses himself with less equivocation: "Feeling the key turn in the lock makes you feel that you have an exciting new idea to work with.  It is not a ground for the truth of an idea: that comes later"
.  Hacking acknowledges that finding an explanation (as opposed to simply discovering another fact) does have a distinctive feel, but he attributes the basis of this feeling to "newness" and "excitement" rather than discovery of the truth.  The implication being presumably that scientists are often mistaken when they assign grounds for their own feelings.  Even so, scientists do report such feelings and, we might expect, are in a better position than most to know how often a "good" explanation turns out to be the "right" explanation.

It is not easy to convey, unless one has experienced it, the dramatic feeling of sudden enlightenment that floods the mind when the right idea finally clicks into place.  One immediately sees how many previously puzzling facts are neatly explained by the new hypothesis.  One could kick oneself for not having the idea earlier, it now seems so obvious.  Yet before everything was in a fog.

Francis Crick; What Mad Pursuit; pp 140-141.

So what should our verdict be on the merits of IBE?  There is little doubt that something which might be called "inference to the best explanation" is used in everyday life - even van Fraassen admits this
.  Perhaps we find more refined versions of the method in detective novels.  Conan Doyle's fictional hero certainly regards the weighing up of rival explanations as a method of revealing truth.  In The Beryl Coronet Sherlock Holmes asserts that "It is an old maxim of mine that when you have excluded the impossible, whatever remains, however improbable, must be the truth"
.  Strictly speaking, that which remains after the impossible has been excluded should also include the tautological and the simply false; but we should not take the principle quite so literally.  Conan Doyle was even happy to call this kind of thing "deduction" - although it has to be said that he tends to use the term somewhat loosely
.  In fact, when Sherlock Holmes speaks of "eliminating the impossible", he does not have in mind propositions such as: "the coronet has been stolen and not been stolen", but rather propositions such as: "the coronet was badly damaged by someone acting alone and using his bare hands".  In other words it is rather (what is often called) physical - than logical - impossibility which his famous principle refers to.  Moreover, Holmes' principle only works, in practice, if every possible explanation has been thought of.  And, presumably, it has to be added that, if more than one possible explanation of the facts remain after elimination of the impossible, the most probable should be chosen as the most likely to be true.

It is quite clear, pace Conan Doyle, that IBE is not an example of deduction.  Is it, rather, based, as Peirce once claimed, on a species of inference quite separate from deduction or induction?  Consider the following: 

(i)
premise: "All ravens are black (rule) and these birds are ravens (fact)."

conclusion: "These birds are black (case)."

(ii)
premise: "These birds are black (case) and these birds are ravens (fact)."

conclusion: "All ravens are black (rule)."

(iii)
premise: "All ravens are black (rule) and these birds are black (case)."

conclusion: "These birds are ravens (fact)."

Peirce, at least at the time he wrote Deduction, Induction, and Hypothesis, would have regarded (i) as an example of deduction, (ii) as an example of induction, and (iii) as an example of "abduction" or "hypothesis" - although his examples involve coloured beans rather than birds.  Peirce claimed - and I think most would concur - that (iii) is an example of a rather weak inference.  It is, however, a stronger inference than: "All ravens are black therefore the next black bird I see will be a swan."

By way of objection to Peirce, it might be pointed out that (iii) will seem a much stronger inference to those who are acquainted with very many species of white (and other coloured) birds and acquainted with very few species of black birds; and will seem a much weaker form of inference to those (far more numerous individuals) who have come across very many different types of black bird.  In other words, the acceptance of an inference along the lines of (iii) rests, to a significant extent, on a certain chain of tacit reasoning.  This tacit reasoning is induction pure and simple and the conclusion must be reached that it is hazardous to attempt to draw sharp distinctions between the method of hypothesis and other non-analytical types of inference.

But, even if we go along with Peirce for the moment, what has this got to do with explanation?  Well, (pace Hempel's detractors) the relationship between deduction and explanation is clear.  If some case - such as the blackness of a set of birds - stands in need of an explanation; and, as in (i), I have deduced that the birds in question are black and I simply cite the rule that all ravens are black and the fact that these birds are ravens.  In other words, when it comes to deduction, the explanans coincides with the premise and the conclusion coincides with the explanandum.

explanandum: "These birds are black."

explanans: "All ravens are black and these birds are ravens."

The relationship between synthetic inference and explanation is more complex - and is not fully spelt out by Peirce.  It is, however, quite possible to unravel the lines along which Peirce was thinking.  Take induction first:  Assuming that the case to be explained is, once again, the blackness of the birds; the explanation has the same components as before.  This time, however, the rule (that all ravens are black) is the conclusion of an inference, not one of the premisses of an inference.  In other words, the explanation is only as good as the inductive inference which supports it.  And so to abduction.  As with explanations based on inductive reasoning, part of the "abductive" explanation is a conclusion reached by a process of inference.  The inference on this occasion, however, is the fact that these birds are ravens.

In all three cases, then, the explanans contains the same information, the difference lies in the strength or reliability of that information.  This is, first of all, a reflection of whether that information was given, or arrived at by a process of inference; and, secondly (if inference was used to supply part of the explanation), a question of which process of inference was used.  In the case of abduction, we employ the premise that all ravens are black and that these birds are black and we infer (weakly) that the birds are ravens.  In the case of abductive explanation (or IBE) we are asked why the birds are black and give the weak explanation which includes the given rule that all ravens are black and our hypothesis that these birds are ravens.  Analogously, the detective who is presented with the case of a corpse with a contorted facial expression and who is acquainted with the rule that people who consume large doses of poison die horribly may hypothesise the fact that the deceased came to grief as the result of ingesting some noxious substance.  When this detective is asked for an explanation of the death, he will present his hypothesis and, if this is something which cannot be taken as read, the rule he is applying.  The detective thus infers, what seems to him, the best explanation.

Once again, however, there is an obvious rejoinder to the Peircian line of thought.  With slight differences of emphasis, our short detective story could be used to illustrate what most people would simply be inclined to call "induction":  "I have seen many cases where people who turned out to have been poisoned had an appearance just like the appearance of this corpse; I conclude that this person was poisoned."  And, once again, it is difficult to draw the line between abduction and induction.

A more modern attempt to explicate the notion of Inference to the Best Explanation is provided in Peter Lipton's book.  Rather than contrasting IBE and induction, Lipton endeavours, from the start, to establish IBE as the paradigm form of inductive inference; and (taking Hempel's example of Ignaz Semmelweis' childbed fever research) as the paradigm form of scientific inference 
.  Devoting himself chiefly to the task of describing rather than justifying induction, Lipton considers "the prospects of Inference to the Best Explanation as a solution to the descriptive problem of inductive inference," and assesses "how illuminating that account is as a description, or a partial description, of the mechanism inside the cognitive black box that governs our inductive practices."
.

IBE is, Lipton points out, a two stage process.  First scientists faced with a body of phenomena generate plausible hypotheses which would, if subsequently accepted, explain the phenomena in question.  Secondly, the scientists rank the various hypotheses and select the one which appears best.  This description carries the implication that, when the problem of justification is addressed, IBE's advocates will be required to establish two different principles:  (i) Scientists are good at generating hypotheses; and (ii) Scientists are good at ranking hypotheses.  After all, it might be argued, what is the point in being able to select the best hypothesis from a group which does not contain any good hypotheses?

In fact, the two principles are not so independent as they might, at first, appear.  As Lipton has argued in a more recent paper, scientists evaluate hypotheses in the light of various "background beliefs"
.  If scientific methods for ranking hypotheses are reliable, this can only be because these background beliefs are reliable; and if background beliefs are reliable, this can only be because science is good at generating good hypotheses.  It would therefore be incoherent to suggest that scientists might be good at ranking and bad at generating promising conjectures.

In any case, justification can wait.  There is still more to be added to the description.  In particular, there is a need to spell out what is intended by terms such as "good" and "best" - an issue which we have so far avoided.  In the above example of the horse race, inference to the best explanation was simply inference to the statistically most likely explanation.  As Lipton notes, construing IBE along these lines "would push Inference to the Best Explanation towards triviality"
.  If I, for example, sought to explain the cheer at the end of the six-horse race by first generating six conjectures (citing a different horse as winner in each case) and then selecting the more likely of these six conjectures (ie the conjecture which cited the favourite as winner) my method of inference would not have achieved a great deal.  Lipton prefers that IBE be construed as "Inference to the Loveliest Explanation" - the premiss behind IBE being, of course, that a lovely explanation is more likely than an unlovely explanation.  Thus if (for the sake of argument) "elegance" and "simplicity" were considered virtues of good scientific theories, a theory which met these criteria would be considered more likely than other theories which could account for the same range of phenomena.

Francis Crick is clearly a scientist who has felt the force of explanatory power and someone who writes with due deference to those who would link truth and beauty, but even he is fond of stressing the pitfalls of relying too much on such features of a theory as its "attractiveness" rather than on its experimental implications
.  To see how attraction to the "elegance" and "simplicity" of a theory can lead scientists astray, we need only consider the following historical example
:  Crick and Watson had discovered that the genetic code consists of a sequence containing four "letters"
 - let us call them "A", "B", "C" and "D".  It was established that each gene contains the code for constructing one protein molecule
 and that the DNA sequence of the gene codes directly for the sequence of amino acids which compose the protein molecule.  To put it another way, each "word" of the code relates to one of the twenty amino acids found in nature
.

So, it was asked, what are the "words", and how long are they?  Given the absence of any obvious form of punctuation between the letters of the genetic code, it seemed reasonable to conclude that all the words are of the same length - but how long are they?.  From four letters, only sixteen (ie 42) different two letter words can be constructed (just below the required twenty), whereas the same number of letters can provide two hundred and fifty-six (ie 44) different four letter words (which is far too many).  The best explanation seemed to be three letter words - of which there are sixty four.  But even with three letters, there seemed to be considerable redundancy in the code, and there still remained problems such as how to differentiate between "ABC" and "CBA" with nothing in the code to indicate the direction in which it should be read.  One possible explanation was that each word should be read as a simple set of letters - ignoring letter order.  The number of unique three letter combinations which can be generated from four letters (assuming each letter can appear more than once in a word) is exactly twenty.  The "magic" number appears!  This is an explanation which, like many of its rivals, would have accounted for the known facts at the time, but which has the added strength of being an extremely elegant explanation.  Elegant though this explanation is, it was soon rejected.  Nature, it appears, has adopted the inelegant solution of having sixty-four triplets (each with a definite direction) code for twenty amino-acids - the number of synonyms for any particular amino acid being determined more or less arbitrarily.  It might be noted that one advantage of this arrangement is the protection it affords organisms against the harmful effects of mutation.

Needless to say, the debate as to the correct way to decipher the genetic code was decided in the end by experimentation rather than simply opting for what seemed at first sight to be the best explanation.  But is such an event to be construed as a victory for empiricism over IBE?  Despite the tone of some of Crick's remarks, I think not.  First of all, nobody is suggesting that what seems like the best explanation, at one moment in time, will necessarily be the best explanation some time later when new facts have emerged.  Secondly, even if (as the case of the "twenty-word" theory illustrates) IBE is a fallible mode of inference, it undoubtedly played a major rôle in the unravelling of the genetic code.  In the postulation of three letter code words (and the postulation of a double stranded structure of DNA for that matter) it turned out to have been a resounding success.

All this may be pure coincidence.  Many would argue that we may generate scientific hypotheses by whatever method we choose - seemingly rational or manifestly irrational - but that what makes a theory true or false is not its explanatory power but its power to stand up to experimentation.  There is, however, a clear alternative view point which says that IBE has often worked in the past and will continue to be a useful guide in the future and which says that IBE works because we have ideas about what constitutes a good explanation which have been constantly refined as a result of our past experience.  In particular contexts, even vague notions such as "elegance" can take on a definite meaning which is shaped by our learnt scientific understanding.  This is, of course, is a purely inductive justification of IBE, but none the worse for that.  It is incumbent upon anyone who would have us reject IBE, because of the problem of justifying non-analytical reasoning, to demonstrate why we should retain any of our inductively based conclusions.

We are still some way from providing a complete description of the method of IBE, and further still from providing a full justification of this method, but we have assembled sufficient resources for our task.  As Lipton has noted, belief in IBE requires only belief in (i) the human capacity to generate sensible theories and (ii) the human capacity to rank those theories well; and, as Lipton has convincingly argued elsewhere, it is difficult to coherently reject such beliefs.  It is not, of course, impossible to coherently reject belief in our capacity for rational (non-analytical) inference - this is precisely Hume's achievement and his arguments have yet to be decisively turned.  It may, however, be impossible to reject beliefs (i) and (ii) without going to the same sceptical extreme as Hume did.  Much of the scepticism directed at IBE is nowhere near as radical as Hume's and is, as Lipton puts it, "unstable"
 - in grave danger of collapsing either back into full-blown Humeism or into arguments which support IBE.  In fact, we can continue with or without the benefit of Lipton's arguments.  None of the points made below hang on providing a watertight account of IBE.

First of all, as has been remarked, van Fraassen is more than happy to endorse the method of IBE where inferences concern cheese and mice.  Given this fact, it would be perfectly in order for van Fraassen to endorse a constructive-empiricist version of the method; a version which yields empirically adequate rather than true explanations where inferences concern cloud chambers and muons.  Lipton has made much the same point
.  This suggests that many of van Fraassen's attacks on the credentials of IBE are misdirected.  The issue of how good the method is would seem to be irrelevant to the debate between constructive empiricist and scientific realist.  This debate is about what IBE (if valid) supplies: truth or mere adequacy.

We have touched on the rôle of IBE in science and everyday life, but the important questions here concern IBE and our philosophical attitude towards science.  What Van Fraassen has called the "ultimate"
 argument and Hacking the "success story"
 argument could be summarised as follows: Science is a success.  One theory on offer which explains this success is scientific realism, another is constructive empiricism.  Scientific realism is a much better explanation of the success of science than constructive empiricism therefore we should believe scientific realism to be true.  Van Fraassen's answer to this, if I understand him correctly, simply amounts to a denial of the claim that scientific realism tells us anything more about science than constructive empiricism.  Or as he puts it: "Do not ask why the mouse runs from its enemy.  Species which did not cope with their enemies no longer exist"
.  In other words, speculation about theoretical entities, such as the mouse's idea of the cat, is gratuitous.  The visible behaviour of the animals concerned is all we can or need to know.  "Meta-IBE" fails on van Fraassen's account because scientific realism is not a better explanation of the success of science.  Hacking is also sceptical of the claim that scientific realism provides the best explanation of the success of science, but, in his case, this seems to be because he is sceptical of the very notion of science having been a success - at least in so far this is conceived of as a process of convergence towards the truth
.

Unlike van Fraassen, I do think that scientific realism is a better explanation of science than constructive empiricism, and, unlike Hacking, I am not particularly hostile towards the notion of scientific convergence on the truth, nevertheless I concur with both of them in suspecting there is something distinctly "fishy" about using something which purports to be part of scientific method to establish what is essentially a meta-scientific position.  It reminds me somewhat of the old argument from design - the argument which goes from the discovery of an orrery in the woods, and the inference that someone must have constructed it and put it there, to the inference that someone must have also made the entire universe and put it there.  But this reasoning fails because, among many other reasons, the analogy between coming unexpectedly across a orrery in the woods (where normally we find only trees) and coming across an entire universe (where normally we should expect what?) cannot be drawn.  There is no equivalent of the woods, and our normal experience within the universe, when it comes to considering the universe as a whole.  Similarly, there is no way to establish even an inductive justification for the use of IBE to lend support to a meta-theory about the whole of science.  Scientists are called upon to hypothesise about scientific phenomena every day and (to the extent that it is ever reasonable to draw inferences from experience) they may reasonably draw certain inferences from this experience.  But how much experience of success and failure could anyone possibly gain in the ontological classification of entire (scientific) worlds?

But van Fraassen and Hacking are not just sceptical about "meta-IBE", they are sceptical about deriving realist conclusions from even the most local applications of this form of inference.  Of course this follows trivially from the fact that they dismiss IBE anyway, but they both go on to present further arguments in support of their scepticism - arguments which suggest that, even if it did work in general, IBE (whatever its form) could not be used to establish scientific realism.

What bearing does scientific IBE then have on the question of realism versus anti-realism?  One possible train of reasoning has been described by Cartwright.  She notes that: "There must obviously be certain provisions [in the application of IBE] to ensure that 'the best' is good enough"
; but suggests that, when these provisions apply, the realist supporter of IBE is going to insist that the explanation is good enough to explain the phenomenon we want to explain because it is true.  And if the "true" theory mentions certain entities the realist will naturally want to believe that they exist.  After all, Cartwright has the realist ask, "How could something explain if it was [sic] not true?"
.

Hacking's reply to this style of reasoning is that the reality of entities mentioned in a explanation is "no part of the explanation"
.  As he goes on to say: "There is not, after Einstein, some further explanation, namely 'and photons are real', or 'there exist photons'"
.  This is, it must be said, a rather odd reply from Hacking: firstly, because, the absence of the "further explanation" - "and the entities are real" - is exactly what might be expected given that the reality of the entities is a part of the explanation; and secondly, because, this appears to go against his earlier endorsement of Cartwright's ideas.

Van Fraassen sees truth as a gratuitous and optional extra to an explanation.  Cartwright goes along with van Fraassen at least part of the way, but argues that explanations which mention causal entities have truth "built into them"
.  If the explanation of the incidence of a particular phenotypic characteristic involves reference to the Hardy-Weinberg law then (on Cartwright's account) there is no call to believe in the explanation at all - or at least there is no call to believe in that part of it which mentions the theoretical law.  In fact science demands that (in a very concrete sense) we should disbelieve it.  But, if the explanation says the characteristic is caused by a particular gene, Cartwright would argue, the gene must be there for the explanation to be acceptable.  This is, however, no "nice knock-down argument"
 against the constructive empiricist position.  As will be illustrated in the next chapter (and as Lipton has pointed out
) Cartwright's assertion that only a real cause can really explain is exactly what van Fraassen denies.  Having initially sanctioned Cartwright's attitudes towards entities, Hacking now seems to be siding more closely than ever with van Fraassen.  Nevertheless, one thing is clear, when it comes to theories and laws (at least non-phenomenological laws) there is agreement across the board - explanatory power is no guide to truth.

Before simply deferring to this consensus, however, it may be worth considering whether IBE does provide any support for realism.  One argument for suggesting it might is described by Lipton as the "same path, no divide"
 argument.  Whereas the realist requires only one method of inference to cover all cases - regardless of the observability of the entities or processes involved - the constructive empiricist requires two different methods.  He requires one method for constructing acceptable theories about large things - such as mice - and another method for constructing acceptable theories about small things - such as molecules.  For an advocate of parsimony like van Fraassen, this is an unfortunate state of affairs.  A constructive empiricist who was prepared to embrace a constructive empiricist version of IBE  would seem, at first sight, to occupy a far more comfortable position.  Van Fraassen is unlikely to take such a step.  His hostility to IBE - formulated in whatever way - appears to be unremitting.  As Lipton has pointed out, however, there are no significant obstacles in the way of an account of IBE which yields adequacy rather than truth.

But could an empiricist reply to Lipton's "same path, no divide" argument be constructed along the lines suggested?  I think not.  Although the constructive empiricist who is prepared to use IBE in this way will not, then, require two different methods of inference, he will require some sort of account which allows the one method to yield provide different results in different circumstances: truth for big things, empirical adequacy for small things.  Such an account must, of necessity, be less succinct than a realist account of IBE.  The parsimony requirement is violated once again and constructive empiricism is hoisted with its own petard.

The bizarre nature of the constructive empiricist position is starkly illustrated by a recent historical example.  A few years ago, in the United States, cases began to appear of what came to be known as "acquired immune deficiency syndrome".  The cause of this condition was a complete mystery at the time, but two putative theories were offered.  The first theory cited a virus as culprit, the second cited recreational drug use.  Both theories suffered from the (somewhat ad hoc) need to postulate the existence of a new hitherto unknown drug / virus or new hitherto unknown reaction to a known drug / virus; but both theories could just about account for the known data at the time.  On balance, however, the virus theory seemed to provide the best explanation and was gaining currency amongst scientists long before the hard empirical evidence began to come in.

What is the constructive empiricist to make of this?  The quantity of synthetic opiate
 required for an active dose is quite as observable as the quantity of cheese required to satisfy a mouse.  So the constructive empiricist would presumably have been perfectly happy to evaluate this theory using the method of IBE and, in a case (not the real one) where the method yielded the drug theory as "best", to regard the winning theory as true.  But the empiricist would never have got as far as this.  The rival theory involved the postulation of invisibly small viruses and could not, therefore, have been assessed using IBE - at least not a realist version of IBE.  A constructive empiricist other than van Fraassen who was prepared to use an empiricist version of IBE would nevertheless have been forced to use truth yielding IBE to assess the drug theory and empirical adequacy yielding IBE to assess the rival virus theory - and that in a situation where the rival theories purported to explain the same phenomena.

In sub-atomic physics, rival theories deal in unobservables, and the peculiar nature of the constructive empiricist position is not so starkly revealed, but in the biological and medical sciences it is very often the case that some theories will cite observables and some, rival, theories will cite unobservables.  In this sort of situation, the motive for constructive empiricism (the only motive for constructive empiricism) - namely parsimony - favours realism.

What then has been achieved by this short excursus?  What has certainly not been achieved is a direct IBE based justification for scientific realism.  But it can, I think, be said that the empiricist assault on IBE and a realistic interpretation of IBE has been repulsed.  Scientists do appear to use a non-analytical form of inference which is appropriately described as "inference to the best explanation".  Though Lipton has provided a partial description of IBE, the detailed rules which apply to this method of inference have yet to be formulated, and a justification has yet to be provided.  The advocate of IBE has to assume that scientists apply the rules of the method without knowing the rules (just as many of them speak a language without being expert grammarians) and that IBE, carried out according to the rules, tends to yield truth.  While it has yet to be demonstrated that there is complete warrant for these assumptions, I think it has been shown that they have an initial coherence and that a sceptical position, with respect to these assumptions, is far from easy to establish.  Certainly the sceptical position represented by constructive empiricism has been shown wanting.

One of the problems with van Fraassen style scepticism is that it represents a halfway house between outright Humean scepticism and realism - an attempt to have one's cake and eat it.  The constructive empiricist wants the advantages gained by Hume - fewer metaphysical assumptions - but the concessions he makes to the non-sceptics constantly threaten to pull him back towards realism.  Cartwright and Hacking sit atop the divide between realism and constructive empiricism and are similarly in danger of falling to one or other side of the divide.

To Nancy Cartwright I simply want to point out that although the explanation which cites the Hardy-Weinberg law may tell a lie, the explanation which says that gene frequencies vary from generation to generation in a large; random-mating; migration, mutation, and selection free population tells a much bigger lie.  Even at the phenomenological level, the Hardy-Weinberg law is nearly true and, on a thoroughgoing realist account, this reflects the fact that, in establishing this law we have identified some kind of deep truth about nature.  The correspondence between this theoretical law and the "real" truth may be less than perfect, but so is our understanding of a theoretical causal entity like the gene.  It is hard to see that there are grounds here for believing in one and not the other.

To Bas van Fraassen and (to the extent that he shares van Fraassen's views) Ian Hacking, I wish to say that I accept the claim that anything I might want to call a true explanation will also be an empirically adequate explanation and that any empirical evidence which is presented in support of the truth of a scientific theory will lend just as much or little weight to its empirical adequacy.  In this respect, constructive empiricism is well insulated from attack.  But I want to insist that the realist account has significant advantages over its rival.  Scientific realism says that IBE tends to provides us with true theories, and true statements concerning the existence of entities - regardless of the size of those entities - and thus accords with the intuitions held by those working in the mainstream of science.  Not only does realism do this with little extra cost - in terms of ampliative inference - the realist interpretation of IBE seems to actually cost less than any constructive empiricist alternative.

Underpinning the belief that IBE provides truth is the claim that scientific explanations function by being true (or close to the truth) and that being true (close to the truth) is an essential feature of a good explanation.  If van Fraassen is to mount a serious challenge to scientific realism, he will - as a minimum requirement - have to provide an account of explanation which is at least as good as that provided by the realist account.  The next chapter will consider whether he succeeds in this aim.

4 A TRUE EXPLANATION?

That there are causes, and that they are as many as we say, is clear: for that is how many things the question 'On account of what?' embraces.

Aristotle; Physics [Book II]; p 36.

summaries of the five subsections of the fourth chapter

constructive empiricism and explanation:

Van Fraassen's account of science has three supporting elements.  One of these elements is a theory of explanation.  One way to realism is via explanation.  Van Fraassen would block this option and his views on this point should be critically examined.

from explanation to realism:

An important contention of van Fraassen's is that the attempt to get from explanation to realism seems to work only because of an essential ambiguity in our use of the term "explain".  Van Fraassen is probably correct in asserting that there are strong and weak senses of "explain", but the examples he uses to illustrate these two senses are questionable.  Even if we are prepared to tolerate van Fraassen's way of making distinctions and follow his arguments through, the best conclusion we seem able to reach is that realists and constructive empiricists have different definitions for "explain".

contributions to the founding of a theory of explanation:

Hempel had a theory of explanation which failed (according to van Fraassen) because of problems of asymmetry and relevance.  The latter objection (attributed to Salmon) is, however, dubious.  Salmon had a suggestion of his own, which van Fraassen also dismisses - on the grounds that this theory fails to deal with the problem of rejections.  I reject both Salmon's theory (on my own grounds) and van Fraassen's refutation, and in doing so I propose that the problem of rejection does not apply in the biological sciences.  Van Fraassen - introducing some of David Lewis' ideas - goes on to claim that neither sufficient nor necessary conditions (nor some synthesis of the two) can form the basis of an account of causality, and, in pursuing these arguments, he returns once more to the theme of relevance.  I suggest that "relevance" is being used in more than one sense here, and - taking my cue from John Worrall - argue that van Fraassen's position is vulnerable to a "sufficient-conditionalist" counter attack.

the constructive empiricist account of explanation:

Van Fraassen argues that it is the context, rather than simply the facts, which determine what will count as a causal explanation, but it is doubtful that the illustrations he provides establish this.  He goes on to suggest that context can play a part in resolving ambiguities in requests for explanation (ie why-questions) although he fails to establish that the notion of context must intrude into a theory of explanation at this point; or that (as he also suggests) such a notion constitutes a much needed solution to the problem of rejection.  Asymmetry, we are told, also hinges on the question of context, but the arguments used to make this point are entirely questionable.  Similarly questionable arguments are employed to introduce context via the aforementioned relevance theme - this time to answers as well as questions.  And, all the while, van Fraassen keeps insisting that the issue of what constitutes a "telling" answer can be considered quite separately from the rest of his account.  He does seem prepared to make certain concessions on this point, however, and realism threatens by the back door.  Van Fraassen has to rely on the central dogma of constructive empiricism to keep this door closed; and (as it transpires) to underpin his ideas concerning when why-questions arise.

evaluation of empirical explanations:

An evaluation of van Fraassen's evaluation-of-answers-to-why-questions would be superfluous.  The differences between the realist and the constructive empiricist remain.  The realist still wants to insist that what makes an explanation work is its truth - or, less dogmatically, what makes a good explanation better than a poor one is the former's greater verisimilitude.  Van Fraassen's arguments that we should abandon our notion of facts for a notion of context are unconvincing.  It has to be concluded that this account of explanation depends upon, rather than contributes to, the constructive empiricist enterprise.

constructive empiricism and explanation

The constructive empiricist effigy of science erected by van Fraassen in The Scientific Image rests (we are told) on three supporting theses.  These have been neatly summarised thus:

The first is an account of the relation between a scientific theory and the empirical world.  The second is a new theory of explanation and why-questions [....].  And the third is an interpretation of probability in physical theory.

Bas C van Fraassen, The Scientific Image, dust jacket.

Considerable attention has already been paid to the first of this three theses, it is now time to pay some detailed attention to the second.  Of course, whether inflicting irreparable damage on any one of these three supports will result in the collapse of van Fraassen's entire edifice (to pursue the architectural metaphor to its limits) will depend on whether the three supports are three independent pillars, or the three members of a tripod.  Hanson and Levy have described the contribution of van Fraassen's theory of explanation to the constructive empiricist position as "highly dubious"
, whereas the dust-jacket of van Fraassen's book describes them as "mutually supporting".  I shall not attempt to undermine van Fraassen's third thesis, but I doubt that constructive empiricism can stand on this pillar alone.

Even if the assertion that the first and second theses are "mutually supporting" is unsustainable, it remains true that the issues of theory-world-relationship and explanation are closely intertwined.  It has been noted that an important route to realism is via the topic of explanation.  As Worrall has written:

A possible argument for realism is from the 'explanatory power of theories'.  Theories explain certain phenomena.  In order to have such explanatory power, theories need to possess something more than mere empirical adequacy - maybe 'truth plus', but at any rate truth.

John Worrall, An Unreal Image, p 74.

It was argued that anyone who would deny us this route to scientific realism is duty-bound to provide an alternative account of explanation - an account which says quite different things about explanatory power and truth.  This is exactly what van Fraassen attempts.  That it is an account which deserves attention, is attested to by the favourable reaction it has received even among fierce critics of other aspects of the constructive empiricist project
.  As was noted, even the strenuous rebuttal of Bas van Fraassen's "positivism" presented in Representing and Intervening contains major concessions to van Fraassen's "sophisticated" views on explanation
.

I incline rather to the view that van Fraassen's views are not sophisticated enough to bar progress towards a realist account of science - at least of biological science.  I am particularly unimpressed with his attempts to capitalise on the fact that we use the words "explain" and "explanation" in more than one sense, and I can find nothing in this line of reasoning which might help to decide one way or the other between the realist and anti-realist causes.  But some of van Fraassen's arguments against a realist interpretation of explanations are not so easily dismissed.

By way of presenting a (necessarily) abridged history of philosophical debate on explanation and why-questions, van Fraassen develops the view that the rôle of factual information is far smaller, and the rôle of "context" and "relevance" far greater, than most contributors to the debate have been inclined to think.  He then goes on to argue that the latter notions are essentially relative to human interests, and this enables him to stress the subjective element of explanation to the almost complete exclusion of the objective.  The strategy is, of course, clear.  The constructive empiricist cannot admit that explanations function by being true; and because he takes this stance, he needs to explain this function in some other way.

In what follows, I examine each of the steps in van Fraassen's argument for a subjectivist account of explanation and find each of them wanting.  I reach the conclusion that while van Fraassen succeeds in placing a number obstacles in the way of the realist, he fails entirely to close off the road which leads from explanation to realism.

from explanation to realism

Worrall's and Cartwright's versions of this manoeuvre have already been presented.  Let us now turn to van Fraassen's own words.  He presents the argument which leads from explanation to scientific realism as a kind of quasi-syllogism:

Science aims to find explanations,

but nothing is an explanation unless it is true (explanation requires true premises);

so science aims to find true theories about what the world is like.

Bas C van Fraassen, The Scientific Image, p 97.

To appreciate that the conclusion of this "syllogism" provides us with scientific realism, we need only remind ourselves of van Fraassen's statement of that philosophical position: "Science aims to give us, in its theories, a literally true story of what the world is like"
.  Van Fraassen's grounds for rejecting this conclusion lie in his opposition to the second premiss of the argument presented.  The assertion that "nothing is an explanation unless it is true" trades - van Fraassen argues - on an ambiguity in our use of the verb "to explain".  He illustrates this alleged ambiguity by drawing his readers' attention to two different classes of locutions which employ this verb.  The example given of the first class is: "we have a theory which explains"
.  That given of the second class: "this theory explains"
.  I shall deal with these two classes of locution in reverse order.

Van Fraassen asserts that locutions of the "second" type do not carry any implication that the theory in question is true or even "acceptable".  He supports this assertion with a number of examples taken from actual usage:

Newton's theories explained the tides, Huygen's theory explained the diffraction of light, Rutherford's theory of the atom explained the scattering of alpha particles, Bohr's theory explained the hydrogen spectrum, Lorentz's theory explained clock retardation.  We are quite willing to say all this although we shall add that, for each of these theories, phenomena were discovered which they could not only not explain, but could not even accommodate in the minimal fashion required for empirical adequacy.

Bas C van Fraassen, The Scientific Image, p 98.

Van Fraassen concludes from these examples that "to say a theory explains some fact or other, is to assert a relationship between this theory and that fact which is quite independent of the question of whether the real world, as a whole, fits that theory"
.  I have to say that I find all this somewhat unconvincing.  Although - especially after reading van Fraassen's examples - it is hard to deny that locutions along the lines of "astrology explains human behaviour" are used in the way he suggests; it is equally hard to deny that locutions such as "astrology 'explains' human behaviour" or "some people think that astrology explains human behaviour, but it doesn't really" are used.  In other words, the most that van Fraassen can claim - in my judgement - is that locutions of the form "this theory explains ...." are ambiguous.  He cannot use locutions of this type to illustrate one particular way of attaching significance to the verb "explain".

Let us then return to the other class of locutions which van Fraassen refers to - locutions of the "we have a theory which explains ...." variety.  This first type of locution - according to van Fraassen - asserts a relationship between theory and fact which is not independent of the question as to whether the real world fits the theory.  The degree of fit between theory and world which - van Fraassen suggests - is required in order to warrant assertions of the first type is that the theory is "acceptable"
.  And, of course, what van Fraassen understands by  an "acceptable theory" is a theory which may be believed to say true things about observable things and events
.

I have to say that I find this even less convincing than van Fraassen's remarks concerning locutions of the second type.  I share the view of most scientists that astrology is somewhat lacking when it comes to empirical adequacy, and yet: "astrologers have a theory which explains human behaviour" seems to me exactly as reasonable (or unreasonable) as: "astrological theories explain human behaviour".  If there are two interpretations of the verb "to explain", then van Fraassen's attempts to illustrate this fact seem equally open to interpretation.  Furthermore, even if certain types of locution employing the term "explain" do unambiguously address the question of fit between a theory and the world as a whole, the exact description of this degree of fit is still "up for grabs".  Van Fraassen's assertion that "having a theory which explains" implies having an "acceptable" theory is, at this stage, just that - a mere assertion.  A realist - as van Fraassen freely admits - can insist that "to have a theory which explains" is to have a theory "which one is entitled to believe to be true"
.  But let us leave this issue aside for the moment and try to marshal our conclusions into some kind of order.

It has been established that the verb "to explain", and thus the noun "explanation", are ambiguous.  The use of these terms may merely imply some kind of relationship - yet to be elucidated - between the theory and the phenomenon to be explained (let us call this the weak sense of "explain"); or the use of these terms may imply something more - that the theory is acceptable, correct, true or whatever (again, precisely what awaits further elucidation).  We may call this other sense of "explain" the strong sense.

Van Fraassen uses "this theory explains" as a paradigm case of the weak sense, and "we have a theory which explains" as a paradigm case of the strong sense.  I have suggested that these are rather poor paradigms.  The locutions "seem to explain" and "does explain" might be preferred; or we might adopt Alexander's distinction between "an [my emphasis] explanation" and "the [my emphasis] explanation"
.  But to take such a step would be to begin to beg the issue - of realism versus constructive empiricism.  We can, for the moment, vouchsafe van Fraassen his terminology and move on to the next stage of his argument.

Van Fraassen's next step is to recast his presentation of an imaginary opponent's attempt to get from explanation to realism:

Science tries to place us in a position in which we have explanations and are warranted in saying that we do have.

But to have such warrant, we must first be able to assert with equal warrant that the theories we use to provide premisses in our explanation are true.

So science tries to place us in a position where we have theories which we are entitled to believe to be true.

Bas C van Fraassen, The Scientific Image, p 99.

This revision of the original argument is perhaps somewhat more radical than could be justified merely by taking account of van Fraassen's remarks concerning ambiguity, but we shall let that pass.  Van Fraassen's quibble with the new formulation is - needless to say - once again with the second premiss.  The premiss equates "having an explanation" with "having a true theory" and van Fraassen resists this - for two reasons.  First of all, this equation would entail that somebody who merely accepted a theory as empirically adequate would not thereby be in a position to explain.  Such a conclusion would clearly conflict with the conjunction of the first premiss of our original argument: "science aims to find explanations"
 (an assertion with which van Fraassen apparently has no quarrel) and the central tenet of constructive empiricism: "science aims to give us theories which are empirically adequate"
.

Of course, this only works as a rebuttal of the (revised) second premiss for someone who is already convinced of the arguments for an anti-realist account of the aim of science.  I, for one, have found these arguments somewhat wanting.  But van Fraassen has a second objection to this premiss.  His objection is that the equation of "having an explanation" with "having a true explanation" runs afoul of his "actual usage" examples - presented above.

This seems to be a straightforward mistake on van Fraassen's part.  The examples in question are of the (weak) "this theory explains" variety and should therefore - on van Fraassen's account - be irrelevant to the interpretation of locutions of the (strong) "we have a theory which explains" variety.  But there is no need to ponder this thought for long, because van Fraassen quickly recasts one of his earlier examples:

I say that Newton could explain the tides, that he had an explanation of the tides, that he did explain the tides.  In the same breath I can add that this theory is, after all, not correct.

Bas C van Fraassen, The Scientific Image, p 99.

Van Fraassen does not say what he has in mind when he states that Newton's theory of the tides is incorrect.  Certainly, Newton's ideas were published before the discovery of Coriolis effects
, the working out of general relativity and so on, but I am not sure that many scientists would describe Newton's contention - that the ebb and flow of the tides is brought about by the combined gravitational effects of the sun and moon - as "incorrect".  Be that as it may, even if we accept that (i) the theory is incorrect, and (ii) in spite of this it is still quite in order to assert that Newton had a theory which explained the tides, this by no means automatically puts us in conflict with the second premiss.  As was noted earlier, the realist can - without abandoning van Fraassen's terminology - insist that "to have an explanation" (strong sense of "explain") means "to have a theory which one is entitled to believe to be true".  Thus Newton had an explanation (which he was, at that time, entitled to believe to be true).  This theory explains the tides; but, because this theory is incorrect, someone armed only with Newton's theories cannot claim to have an explanation of the tides.

Once again, we have simply returned to the issue which divides the realist from the constructive empiricist.  The "detour through explanation", as van Fraassen puts it, really does appear to have "brought no benefits"
.  The realist still says "nothing is an explanation (strong sense) unless it is true", the constructive empiricist rejects this and insists merely that "nothing is an explanation (strong sense) unless it is 'acceptable'".  Of course - as van Fraassen points out - if what convinces people, with either of these epistemic attitudes, to adopt any particular explanation is the empirical adequacy of that explanation, there is no practical difference between the realist and the constructive empiricist.  It might be remarked here that practical differences between people of different philosophical persuasions are often hard to divine.  In any case, van Fraassen's jibe is of little use to him since both he and the realist share the conviction that there is more to explanation that mere empirical adequacy.  The realist wants to say that this "something extra" is "truth" (or even "truth plus").  The constructive empiricist has a different view.

Let us then move on to examine van Fraassen's discussion of various possible candidates for a viable account of explanation.  In prosecuting this discussion - and thus trying to answer the question: "what more is there to explanation than empirical adequacy?" - van Fraassen promises to limit himself to consideration of the weak sense of "explain".  On his account, the strong sense is the weak sense plus empirical adequacy; therefore whatever more there is to explanation, over and above empirical adequacy, will clearly emerge from examination of the weak sense.  As we shall see, van Fraassen's promise is not strictly kept - and this fact reveals a major weakness in his account.  Before going on to this topic, however, van Fraassen makes some further remarks concerning terminology:

"Usage is not regimented", van Fraassen tells us, "when we say 'There is the explanation!', we may be pointing to  a fact or to a theory or to a thing", and he goes on to remind us that a "bewildering variety of modes of speech is common to scientists as well as philosophers and laymen"
.  Van Fraassen makes the following proposals for regimenting this "bewildering variety" of modes of speech:

The word 'explain' can have its basic role in expressions of form 'fact E explains fact F relative to theory T'.  The other expressions can then be parsed as: 'T explains F' is equivalent to: 'there are facts which explain F relative to T'; 'T was used to explain F' equivalent to 'it was shown that there are facts which explain F relative to T'; and so forth.

Bas C van Fraassen, The Scientific Image, p 101.

These remarks seem a little easier to reconcile with "actual usage" than some of van Fraassen's earlier assertions.

contributions to the founding of a theory of explanation

The first candidate (for the position of "viable-account-of-explanation proponent") whom van Fraassen examines is Carl Hempel.  Back in 1966, Hempel suggested two criteria for judging what counts as an explanation
.  Van Fraassen presents these as follows:

explanatory relevance: 'the explanatory information adduced affords good grounds for believing that the phenomenon did, or does, indeed occur.

testability: the statements constituting a scientific explanation must be capable of empirical test.

Bas C van Fraassen, The Scientific Image, p 104.

Van Fraassen claims that the second criterion - that of testability - is met by all scientific theories, and thus cannot the deciding factor when it comes to determining whether a particular theory constitutes an explanation or not.  What then of the first criterion?  This criterion, van Fraassen argues, is neither a sufficient nor a necessary condition for explanation.  It is not sufficient, because we can have good grounds for believing that the height of a flag-pole is one hundred feet (we have measured the shadow cast by the pole and the elevation of the sun) without thereby having an explanation of the height of the flag-pole.  It is not necessary, because we can have an explanation of x's paresis (a history of untreated syphilis) without thereby having good grounds for believing x has paresis (only a very small percentage of untreated syphilis sufferers develop paresis).

There are standard replies to Bas van Fraassen's line on the paresis question (a point which will be touched on in due course) but van Fraassen has a further objection to Hempel's first criterion - an objection which he borrows from Wesley Salmon.  Salmon provides two examples which, he thinks, are problematic for Hempel:

John Jones was almost certain to recover from his cold because he took vitamin C, and almost all colds clear up within a week of taking vitamin C.

John Jones avoided becoming pregnant during the past year, for he has taken his wife's birth control pills regularly, and every man who takes birth control pills avoids pregnancy.

Salmon, W C, Statistical Explanation and Statistical Relevance, p 33.

Here the requirements of good grounds are supposedly met, but we do not have explanations.  The problem is not one of "asymmetry", as in the flag pole example, but one of relevance.  The putative explanations are simply irrelevant to the phenomena to be explained.  Thus, van Fraassen concludes, "the criterion [ie Hempel's criterion] would have to be amended at least to read: 'provides good and relevant grounds'", and he notes that "This raises the problem of explicating relevance, also not an easy matter"
.

This is a key point - the issue of explanatory relevance plays a major rôle in van Fraassen's own theory of explanation - but I smell something fishy in Salmon's examples.  We may know all about John Jones and thereby be said to have good grounds for believing that he will recover from his cold within a week and that he will not get pregnant, but our knowledge of John's consumption of the pharmaceuticals in question is not something which contributes in any way to our "good grounds".  It is not just that the "explanations" are irrelevant to the phenomena, they are nothing to do with the provision of grounds for our belief.

And what sort of "phenomena" are we speaking of here?  Ian Hacking has described the application of this term as a "philosopher's minefield", but he does say that the word "has a fairly definite sense in the common writings of scientists.  A phenomenon is noteworthy"
.  A man not becoming pregnant is hardly noteworthy, and the question "why did John Jones not become pregnant?" is not (in normal circumstances) a sensible request for an explanation.  We could perhaps invent some highly improbable context for this question - which would turn John-not-becoming-pregnant into a phenomenon standing in need of explanation.  But any context which would render the question sensible would render the answer either good and relevant, or simply bad.  It has to be concluded that Wesley Salmon's "vexing problem"
 of relevance is something of a red herring!

Having brought in Salmon to challenge Hempel on the subject of explanatory relevance, van Fraassen goes on to subject Salmon's own treatment of this problem to scrutiny.  Salmon's ideas are grouped together with those of Carl Hempel, Morton Beckner and Hilary Putnam on the grounds that all four contributed (in their earlier days at least) to a Weltbild in which explanations have no more to them than empirical adequacy and empirical strength.  As has been noted, this is a perspective which van Fraassen rejects.  Beckner and Putnam try to rescue something of Hempel's approach by weakening his first criterion.  Each in his own way reaches the conclusion that scientists merely demonstrate compatibility between the explanatory information they provide and the phenomenon they seek to explain
.  Van Fraassen notes that Salmon weakens the link between phenomenon-to-be-explained and explanatory-information by making the link statistical:

A fact A is statistically relevant to the phenomenon E exactly if the probability of E given A is different from the probability of E simpliciter:

P(E/A) ≠ P(E)
Bas C van Fraassen, The Scientific Image, p 107.

This fits the paresis example - and it would fit the smoking and cancer example:  The probability that Jones has lung cancer simpliciter is very low.  The probability that Jones has lung cancer given that Jones has history of heavy cigarette consumption is much higher, but is still fairly low - only a minority of cigarette smokers develop this disease.  For the smoking explanation to work on Hempel's account, the frequency of lung cancer amongst smokers would have to be at least one half.  But Salmon does not even require that explanatory information raises the probability of the phenomenon being explained.  This is a rather odd result, but one which he attempts to justify by means of an argument which van Fraassen reports as follows:

He gives the example of an equal mixture of Uranium-238 atoms and Polonium-214 atoms, which makes the Geiger counter click in interval (t, t+m).  This means that one of the atoms disintegrated.  Why did it?  The correct answer will be: because it was a Uranium-238; if that is so - although the probability of its disintegration is much higher relative to the previous knowledge that the atom belonged to the described mixture.

Bas C van Fraassen, The Scientific Image, p 104.

As it stands, this argument is somewhat confusing.  Before commenting on it, we shall have to recast it; before even attempting that, we should look at some background information.

Polonium-214 has a half life of 1∙6 microseconds and thus the probability of a Polonium-214 atom disintegrating over even a very short time interval is very very high.  Uranium-238 has a half life of 4.5 ( 109 years and thus the probability of a Uranium-238 atom disintegrating over even a very long time interval is exceedingly low.  Mixing Uranium-238 and Polonium-214 together has no effect on the behaviour of either substance.

We can now recast Salmon's example:  We are provided with an equal mixture of Uranium-238 atoms and Polonium-214 atoms.  We know what we are getting.  We are interested in the disintegration of atoms belonging to this mixture and we record these events with a Geiger counter.  We decide to refer to an event as "E".  The probability of such an event (P(E)) in a specified time interval (t, t+m) is obviously very high.  We hold the Geiger counter to the mixture.  It clicks (due, as it just so happens, to the disintegration of a Uranium-238 atom).  We ask: "why did the atom disintegrate?"  The answer - on this extraordinary occasion - is "because it was a Uranium-238 atom".  We decide to refer to this explanatory information as "A".  Now even though A is the explanation of E, P(E/A) is actually lower (much lower) than P(E) simpliciter.

This seems to be the best that can be done with Salmon's example.  (We shall ignore the fact that, even as a thought experiment, the story glosses over some important difficulties - such as that of employing the Geiger counter for a time interval equal to a tiny fraction of a micro second, or that of determining which kind of atom had caused any particular click.) But even our best attempts cannot fully disguise the trick which is been played on us.

If we translate our symbols back into sentences, "P(E/A) is low" becomes "the probability of the disintegration of an atom given it was a Uranium-238 atom is low".  This sentence seems to work because the pronoun "it" can be taken to refer to "an atom"; but if we remind ourselves of the question - to which A is the answer - we see that the "it" stands for something quite different.  The "it" in the question can only mean "the atom which just disintegrated"
:

[....] one of the atoms disintegrated.  Why did it?.

Bas C van Fraassen The Scientific Image; p 104.

The probability of an atom from the mixture disintegrating, given that an atom which has just disintegrated was a Uranium-238 atom, is the same as it always was - very high indeed!

It might be suggested that a way of making the example work would be to cite the clicking of the Geiger counter (rather than the disintegration of an atom) as the explanans.  This is not, as has been noted, the line taken by van Fraassen; nor is it the line taken in the original version.  Salmon would have us ask "why that particular atom disintegrated"
 not "why the apparatus emitted a click".  Nevertheless, the suggestion is worth investigation.

The event E now becomes the clicking of the Geiger counter.  The probability of such an event P(E) in the given circumstances is obviously a high one.  We hold the Geiger counter to the mixture as before, but this time we ask "why did the Geiger counter click?"  The answer A this time is presumably "because a Uranium-238 atom disintegrated".  But surely the probability of the Geiger counter clicking given that a Uranium-238 atom has just disintegrated in its presence P(E/A) is as near to unity as experimental error and the manufacturing tolerances of Geiger counters will allow; and thus greater than ever.

The use of physics in this example adds a misleading air of mystery.  Exactly the same observations could be applied to the equally mixed group of light and heavy smokers to which the aforementioned Danny belongs.  From time to time, members of the group contract lung cancer and drop dead.  One day, this fate befalls Danny.  We ask why he died, and are told "he was an occasional smoker".  Should we now say that the probability of a group member dying has been reduced by the fact that Danny was an occasional smoker?

Van Fraassen does not appear to notice this problem with Salmon's example.  Instead he presents his own objection:

The problem [....] is that, on Salmon's criterion, we can explain not only why there was a disintegration, but also why the disintegration occurred, let us say, exactly half-way between t and t+m.  For the information is statistically relevant to that occurrence.  Yet would we not say that this is the sort of fact that atomic physics leaves unexplained?

The idea behind this objection is that the information is statistically relevant to the occurrence at t+(m/2), but does not favour that as against other times in the interval.  Hence, if E = (a disintegration occurred at time x), then Salmon bids us compare P(Ex) with P(Ex/A), whereas we naturally compare also P(Ex/A) with P(Ey/A) for other times y.

Bas C van Fraassen, The Scientific Image, pp 107-108.

This objection seems as mistaken as the argument it purports to dispose of.  If we choose t to be (say) twelve noon, and t+m to be (say) two minutes past twelve, then the information we have is statistically relevant to the number of disintegrations occurring in that time interval.  It is hard to see how this information is statistically relevant to the occurrence of a disintegration at one minute past twelve (t+m/2), or at any other time for that matter.

I suppose the kind of situation van Fraassen has in mind is something like the following:  We acquire a Geiger counter and a box of atoms.  We point the Geiger counter at the box.  The probability of E (a click occurring / an atom disintegrating) at any specific time x (say, one minute past twelve) is low - ie P(Ex) is low.  We can say this because we know that in general atoms tend not to be radioactive.  Now we are told "the atoms in the box are Polonium-214 atoms".  We elect to refer to this statement as "A".  The probability that a disintegration will just happen to occur exactly at our chosen time is now much higher - ie P(Ex/A) is high - and therefore certainly different from P(Ex).

This story may seem, at first sight, to confirm van Fraassen's arguments, but if we remind ourselves again of the meaning of our symbols, we discover problems.  If the why-question (to which A was meant to be the explanation) had been: "why Ex?" - ie "why did the atom disintegrate at one minute past twelve?" - then "A" - "the atoms in the box are Polonium-214 atoms" - does not even look like an answer.  This result is even worse for Salmon than the result anticipated by van Fraassen, and it is hard to see how the story could be changed in any way which would make things better.  This might not seem like such "bad news" from van Fraassen's point of view, except that he wishes to use his objection to Salmon to illustrate the failure of a statistical theory of explanation to cope with rejections
.

Van Fraassen's objections would apply just as well to a biological example as they do to a physics example.  Thus, A (the fact that x has a history of untreated syphilis) makes E (x will develop paresis next August) more likely than E simpliciter; and yet "x has a history of untreated syphilis" is a wholly inadequate answer to the question: "why will x develop paresis next August?"  This question is nevertheless an appropriate scientific question and not a candidate for rejection.

Van Fraassen objects to Salmon on the grounds that he (Salmon) gives us too much.  I have argued the reverse - Salmon does not give us enough.  It is possible that a defence of Salmon's arguments could be mounted, but, as we shall see, this would probably be a fruitless exercise.  My purpose in pursuing the matter was simply to show that, even if we present van Fraassen's objections in the best possible light, his arguments do not seem to deliver up the point he wishes to raise.  As van Fraassen goes on to relate, Salmon's account falls to telling arguments, from Nancy Cartwright, which demonstrate that Salmon's criterion of statistical relevance does not provide either a necessary or sufficient condition for explanation
.

Having dealt with Salmon, van Fraassen goes on to consider other attempts to explicate causal explanation and thereby returns once again to the themes of rejection and asymmetry - difficulties which (in his eyes at least) these accounts fail to adequately address.  As van Fraassen makes clear, however, the only real motivation for concern over rejection comes from physics.  He does attempt to make the point using the paresis example: "We can explain why John rather than his brothers, contracted paresis, for he had syphilis; but not why he among all those syphilitics, got paresis"; but, as van Fraassen admits, "Medical science is incomplete and hopes to find the answer someday"
.  In the final analysis, he is forced to rely only on the kind of cases exemplified by the disintegrating atom to provide the point he wishes to make.

Asymmetry is a somewhat different matter.  In his initial foray into this area of causality, Van Fraassen cites the example of the barometer and the storm
.  This is once again a question of physics, but does not seem to be an example of asymmetry at all.  It is rather an illustration of the argument (used many times against Hume) that mere constant conjunction need not imply causation.  Regularly conjoined pairs of events may point, instead, to a common antecedent - which, in the case cited, would be a drop in air pressure.  The aforementioned flag-pole with shadow is the classic illustration of the asymmetry problem, and it is not difficult to think of examples from other areas of science where the cause and the effect can be deduced from one another but where we should nevertheless wish to say that the second is explained by the first rather than the first by the second.  Van Fraassen is surely justified in requiring that any account of causal explanation should be able to "handle" this kind of example.

Of course there are accounts which meet this requirement.  A great many philosophers have sought to portray causal explanations as descriptions of sufficient conditions for the relevant effects.  Others have portrayed causal explanations as descriptions of necessary conditions for the relevant effects.  Some have claimed that either kind of condition may constitute a cause:

Being run over by a steamroller is a sufficient condition for death, but it is not a necessary condition.  [....]  On the other hand, the presence of oxygen is a necessary condition, but not a sufficient condition for combustion.  [....]  When we say that A causes B we sometimes mean that A is  a sufficient condition for B, sometimes that A is a necessary condition for B, sometimes that A is both necessary and sufficient for B, and sometimes neither of these things.

Brian Skyrms; Choice and Chance [An Introduction to Inductive Logic]; p 80.

I think we can all agree that we say "A causes B"  in all these circumstances, but whether we really mean what we say in all these circumstances is a moot point.  In general, philosophers have tended to argue that the use of the word "cause" should be restricted either to necessary conditions or sufficient conditions - depending on their particular persuasion - and have attempted to demonstrate that our deviations from such practice are to be explained away as mere lapses or to be condemned as illegitimate behaviour.

It is easy to show that those taking either of the two traditional routes circumnavigate the asymmetry problem.  As Skyrms has, rather neatly, summarised matters:

1.
If A is a sufficient condition for B, then B is a necessary condition for A.

2.
If C is a necessary condition for D, then D is a sufficient condition for C.

Brian Skyrms; Choice and Chance [An Introduction to Inductive Logic]; p 81.

In either case (if we choose exclusively "1." or "2." to represent the relationship between cause and effect), the relationship, so defined, is an asymmetric one.  The problem identified by van Fraassen only arises if we insist that causes are conditions which are both necessary and sufficient for particular effects or if we insist that some causes are necessary conditions, and some causes are sufficient conditions.

So can either of the "exclusive" proposals be sustained?  Van Fraassen thinks not, and is especially quick to reject the identification of causality with sufficiency: "When something is cited as a cause," he writes, "it is not implied that it was sufficient to produce .... the event"; and he goes on to claim that it is quite in order to say "that this plant died because it was sprayed with defoliant, [even] while knowing that the defoliant is only 90 per cent effective"
.  But, as Worrall has remarked, this is no "knockdown refutation"
 of the sufficiency argument.  A standard response, to van Fraassen, would be simply to say that the "real [my emphasis] cause was the spraying plus certain features of the plant's constitution"
.  Of course we then still have to explain why particular causal factors such as the spraying (rather than other causal factors such as the plant's constitution) tend to get cited as the cause, but van Fraassen's example stands condemned as mere loose talk.

There are, however, cases (where causes cannot be identified with sufficient conditions) which are not so readily dismissed.  As van Fraassen goes on to relate, "the presence of the radium is what caused the Geiger counter to click, but atomic physics allows a non-zero probability for the counter not clicking at all under the circumstances"; and, as van Fraassen also informs us, there are "no sufficient preceding conditions" in a case like this
.

As has been consistently pointed out, van Fraassen has yet to establish that the physicist who rejects "hidden variables" is compelled to abandon realism, but this latest line of argument certainly presents a challenge for the "sufficient conditionalist" physicist who thinks along similar lines.  My rejoinder to van Fraassen is simply that his example belongs entirely to the realm of physics - and a particular interpretation of physics at that
.  In an analogous situation, the biologist will carry on searching for "hidden variables" in order to explain why the phenomenon in question sometimes occurs and sometimes does not.

Van Fraassen might have pursued the argument further by pointing out that A being a sufficient condition for B is not a sufficient condition for saying that A caused B.  Or, to put it more lucidly, even if every cause is a sufficient condition, not everything we normally would regard as a sufficient condition is a cause.  As medical science stands, being a woman is a necessary condition for becoming pregnant.  It follows, therefore, that being pregnant is a sufficient condition for womanhood.  It does not, however, follow that pregnancy causes anyone to be a woman.

Van Fraassen moves on, instead, to consideration of the alternative suggestion - that causes are necessary conditions - and this time the arguments against are explored with greater thoroughness.  Van Fraassen points out that the fact that A is a necessary condition for B is neither a necessary nor a sufficient condition for saying that A caused B.  Not every necessary condition is a cause: the growth of a plant is necessary for its death; and not every cause is a necessary condition: it is not necessary to spray a plant to kill it.

There is nothing particularly startling about these conclusions.  Our earlier example - cigarette smoking - is the classic example of a cause which is (as stated) neither necessary nor sufficient for contracting lung cancer.  The suspicion remains, however, that "smoking causes cancer" is code for "smoking plus certain genes (or whatever) causes cancer", and therefore that being a sufficient condition is, at least, a necessary condition of being a cause.  In other words, even if not all sufficient conditions are causes, perhaps all causes (fully stated) are sufficient conditions.

Having brought up the problems of asymmetry and rejection, and having disposed of necessary and sufficient conditions (at least to his own satisfaction) van Fraassen returns to the question of "relevance".  His route back to this topic is, however, somewhat circuitous, and takes us first to David Lewis' suggestion that "A caused B" should be identified with the counterfactual claim that "if A had not happened, B would not have happened"
.  This, if we ignore the question of ceteris paribus clauses, is a straightforward statement of the view that A is a necessary condition for B.  Van Fraassen does not ignore the ceteris paribus issue.  In fact he raises it by way of mounting a challenge to Lewis' suggestion.  But, as van Fraassen himself makes clear, this challenge is just as applicable to counterfactuals which express the sufficient conditional as it is to those which express the necessary conditional.  To say that A is a necessary condition for B is to say (i) "B ( A" or (ii) - as Lewis' example has it - "(A ( (B".  If we wish to use either (i) or (ii) (or any other variation we might care to generate) to express the causal relation A causes B, we are bound to add the ceteris paribus clause - with all the problems that implies.  But exactly the same holds true for the suggestion that we should use "A ( B" or "(B ( (A" (ie the sufficient condition) to represent the causal relation.

The introduction of David Lewis seems entirely gratuitous, but van Fraassen sticks with it.  The next example in The Scientific Image is derived straight from Lewis' counterfactual and features him as a key player: "if the alarm had not sounded, he [ie David Lewis] would not (then) have woken up"
.  Van Fraassen cites this example simply to give himself the opportunity to restate his "growth of the plant" argument and point out that David Lewis' going to sleep is a necessary condition for him waking up - even though this would not be given as a cause of him waking up.  It is at this point that the issue of relevance is raised: "the counterfactuals single out all the nodes in the causal net on lines leading to the event (the awakening), whereas 'because' points to specific factors that, for one reason or another, seem especially relevant (salient) in the context of our discussion"
.  Granted, but, here, the fact that not all necessary conditions are considered to be causes is merely a particular illustration of the more general issue.  The invention of the steamroller was, after all, part (a very necessary part) of the set of conditions which were (ceteris paribus) sufficient to guarantee the death of the mouse in my earlier example.  This event in engineering history would not, however, be regarded as "especially relevant" if we were discussing the cause of the rodent's demise.  As has already been established, whether we go for sufficient or necessary conditions, we are compelled to explain why only a subset of those preceding conditions get cited as causes.

We have already met the argument that context dependence enters discussion of the causal relation through consideration of the state of mind of the speaker who utters the counterfactual claim.  Here context dependence enters once again through consideration of relevance - because in different contexts, different nodes in the causal net leading up to the event will seem relevant.  I shall have more to say on this subject, but let us note for the moment that van Fraassen uses the word relevance in two distinct ways.  If we ask why some people hardly ever get colds, we should not normally wish to be told that it was because those people hardly ever become infected with rhinoviruses.  That part of the causal net would not be relevant in a context where we already know the connection between colds and viruses.  But taking vitamin C is (in the opinion of most biologists) irrelevant to hardly ever getting colds, because it is not even part of that part of the causal net which converges on the event in question.

the constructive empiricist account of explanation

Van Fraassen proposes two reasons why accounts of causality focus on "relevant" preceding events.  The first reason is that in actual examples of scientific explanation the preceding factors cited are a subset of the total set of nodes in the causal net leading up to the event to be explained.  The second reason is that in any example of scientific explanation the preceding factors cited must be a subset of the total set of nodes in the causal net leading up to the event to be explained - citing them all would be impossible.

By way of illustration of this point, he advances the example of the extinction of the Irish elk:

There is a very large class of factors that preceded this extinction and was statistically relevant to it - even very small increases in speed, contact area of the hoof, height, distribution of weight in the body, distribution of food supply, migration habits, surrounding fauna and flora - we know from selection theory that under proper conditions any variation in these can be decisive in the survival of the species.  But although, if some of these had been different, the Irish elk would have survived, they are not said to provide the explanation of why it is now extinct.  The explanation given is that the process of sexual selection favoured males with large antlers, and that these antlers were, in the environment where they lived, encumbering and the very opposite of survival adaptive.

Bas C van Fraassen, The Scientific Image; p 125.

This example is, however, nowhere near as straightforward as van Fraassen suggests.  First of all, the theory that burdensome features such as the elk's antlers or the peacock's tail are the result of run-away sexual selection is by no means universally accepted
.  It is therefore not the explanation "given" by large numbers of biologists.  But even where sexual selection is given as the explanation, it could be argued that this is because - of all the causal factors cited - large antlers made by far the greatest contribution to the extinction of the elk.

Van Fraassen prefers that the large antlers were the "salient factors"
 and goes on to illustrate his argument further with a passage from Norwood Hanson.  The event in question is a road accident in which "the cause of death might have been set out by a physician as 'multiple haemorrhage', by the barrister as negligence on the part of the driver', by a carriage-builder as 'a defect in the brakeblock construction', by a civic planner as the presence of tall shrubbery at that turning'"
.  Van Fraassen's conclusion here is that the feature "picked out as the cause" is "salient to a given person because of his orientation, his interests, and various other peculiarities in the way he approaches or comes to know the problem"
.

But the example given lends itself very well indeed to a very different interpretation.  It sounds exactly like the sort of thing which might be heard at an legal inquest - where conflicting or complementary causal explanations are often presented.  The task of those presiding over such debates is to decide on the relative contribution of the various factors - and (often enough) percentage figures are put forward.  In evolution debates, scientists build computer models of populations and assess the relative contribution of different causal factors (again in numerical terms) by introducing slight variations and plotting the effect on the model.  The interests which are salient to the barrister acting for the brakeblock company are those of the company, and the barrister argues that - in fact - "negligence on the part of the driver" rather than "a defect in the brakeblock construction" was the (overwhelming) cause.  Even if his or her allegiance to the company is utterly sincere, the barrister would still be prepared to envisage being wrong - in fact.

Van Fraassen is not entirely wrong.  It may well be appropriate to argue that I cite my car's new carburettor, rather than the invention of the internal combustion engine, as the cause of my high speed of travel today.  The carburettor is the "salient feature" in a context (the normal context) where cars are assumed to have a certain type of engine.  But this line of argument seems far less appropriate where the new twin carburettor is picked out rather than the aerodynamic shape of the new wing mirrors; and wholly inappropriate when the new carburettor is picked out rather than the stripes newly painted on the bodywork.  The twin carburettor is not just more "salient" in the normal context, it clearly (assuming it is working correctly) contributes more to my high speed than the shape of my wing mirrors ever could.  And the stripes are not just less "salient", they make no causal contribution whatsoever to increased velocity.

In other words, as has been noted, van Fraassen's position on "salience" (or "relevance") represents the conflation of more than one issue.  Even if context (such as what people already know) sometimes determines how much is picked out of a complete causal account for the purpose of answering a why-question (in answer to which people do not expect to be told what they already know) van Fraassen has yet to demonstrate that anything other than the facts determine what does (or at least what should) go into that account and what the most important features of that account are.

Which raises the issue of why-questions.  Here again, on the constructive empiricist account, context intervenes - as a way of resolving ambiguity.  Van Fraassen points out that the representation of a general why-question as "Why (is it the case that) P?" - derived from Bromberger
 - is not sufficiently rich to symbolise the various interpretations which may be put upon a particular question.  The reader is invited to consider the question - posed by Bengt Hannson - "Why did Adam eat the apple?" and to note that this question may be construed in a number of ways
  The ambiguity of a question like this, van Fraassen suggests, can be eliminated by considering what he calls the "contrast-class"
 - which (depending on the intention of the question) might include "Eve ate the apple" and "The snake ate the apple"; or "Adam gave the apple to Eve" and "Adam stuck the apple in his ear".  "In general," van Fraassen tells us, "the contrast-class is not explicitly described because, in context, it is clear to all discussants what the intended alternatives are"
.

There is certainly some truth in these observations, but is there enough for us to accept them?  No matter how obvious a particular interpretation of a question may seem in a particular context, the interpretation may still be wrong.  In practice, we do not rely entirely on context.  We avoid ambiguity in spoken questions by stressing certain words, and we often represent this in written English with italicised or emboldened text.  One way of formalising this practice may be the introduction of the notion of a contrast-class - as van Fraassen suggests - but that is an issue which can be entirely divorced from the context issue.  In any case, it has yet to be demonstrated that this approach provides any solutions to the difficulty of providing answers to why-questions.

Van Fraassen believes that his notions of "contrast-class" and "context" do provide a solution to the problem of rejection.  Thus the question "why did x develop paresis" has the answer "because x has a history of untreated syphilis" in a context where the contrast-class (y developed paresis; z developed paresis; etc) comprises members of the general population; and has no answer in a context where the contrast-class comprises people with untreated syphilis.  But, as has been argued, it could be said that there is only one full answer to the question "why did x develop paresis" - part of which has yet to be discovered - and this answer is determined entirely by the factual situation.  How much of this answer someone wishes to hear on a particular occasion will obviously depend inter alia on how much of the answer they already know, but this fact is not one which forces us to go along with the constructive empiricists.  Nowhere does van Fraassen provide a convincing refutation of this alternative interpretation.

Having aimed his final blow at the Scylla of rejection, van Fraassen moves on to deal once and for all with the Charybdis of asymmetry.  Asymmetry, van Fraassen tells us, is (once again) all a matter of context; and just as the asymmetry of a whirlpool can be reversed by a change of perspective (ie viewing from below) asymmetries in causal explanation can be reversed by a change in context.  In order to illuminate this point he tells a rather tall story in which the height of a tower is supposedly explained by the length of the shadow it casts - it was built with that height in order to cast a shadow of that length.  This tale has gained a certain notoriety since the publication of The Scientific Image, and does not need retelling here.  Rather than adding my own remarks, I shall confine myself to repeating John Worrall's demolition job on van Fraassen's tower:

What cannot be found [....] [in van Fraassen's book] is a case of an explanation of the height of a tower by the length of its shadow.  Unless, that is, we are allowed to cheat quite blatantly by changing the event to be explained to suit our purposes.  The problem arose remember within physics - geometrical optics yields a biconditional in a circumstance in which the causal arrow definitely flies only one way.  If we switch to the realm of human decisions, then, of course, the problem may well disappear.  Someone may decide to bring about x directly, or because physics, say, tells him that x will have effect y and y is what he really wants to achieve.  But to say in the latter context that y caused x is simply a confusion.  If you like, it was the agents' desire to achieve y which caused him to bring about x.  Van Fraassen's story only illustrates this obvious lesson - it provides two competing (not complementary) explanations if the [....] decision to build the tower to a certain height.  [....]  For suppose that a teacher has chosen to realise circumstances A because he wanted to show his students effect B.  Then if we are allowed to say that we can explain the height of the tower by the length of its shadow [....] then we should equally be allowed to say that we can explain the cause A in terms of the effect B (the teacher wanted some cause that would have effect B).  This is absurd.

John Worrall; An Unreal Image; p 79.

But we have not yet sunk the constructive empiricist flagship.  Van Fraassen presses on ahead and attempts to put his ideas together in a single formal account of scientific explanation.  The suggestion, floated earlier, was that why-questions be represented as "Why P?".  Van Fraassen proposes that we call the proposition (P) the "topic"
 of the question.  The "contrast-class" (X)
 is then the set of propositions which include P and one or more alternatives - these alternatives being propositions which could be fitted into the general form "Why P rather than P1, P2, etc" (where P1, P2 etc are the alternatives).  The issue of "relevance" is addressed in van Fraassen's account by the introduction of a "relevance relation" (R)
 - this being the relation which answers to the why-question must have to the topic (considered with respect to its contrast-class) in a particular context - the point being that a why-question with the same topic and contrast-class may require different answers in different contexts.

So the question "Why did Adam eat the apple?" would have the topic "Adam ate the apple.", and might have a contrast-class which included such propositions as "Adam refused the apple.".  The relevance relation might still change (on van Fraassen's account) from one context - where we expect an answer such as "Adam was hungry." - to another - in which we expect (say) a physiological description of the hunger mechanism in higher organisms and how this mechanism triggers certain actions.

If, following van Fraassen's practice, we designate the proposition from the contrast-class which serves as the topic as "Pk", the general form of a why-question can be represented as a triple - thus:

Q = <Pk, X, R>

Bas C van Fraassen The Scientific Image; p 143.

And a proposition A is said to be relevant to Q if it bears relation R to <Pk, X>.  An answer to a why-question then has the general form:

Pk in contrast to (the rest of) X because A
Bas C van Fraassen The Scientific Image; p 143.

Van Fraassen then goes on to claim that the proposition expressed by an answer of this form "depends on the same context that selected Q as the proposition expressed by the corresponding interrogative ('Why Pk?')"
.  

This seems to be just plain wrong.  Even if we grant that a why-question can mean different things in different circumstances, it does not follow at all that the interpretation of an answer to this question will depend on those circumstances.  In fact, one way of distinguishing between the different interpretations which a why-question may receive in different circumstances (one way of resolving ambiguities) is precisely the citing of the different sorts of answers which might be expected in different circumstances.  If the fact that the question "why Pk?" may express different propositions in different contexts is to be illustrated by reference to appropriate and inappropriate answers (because A1 or because A2) it cannot then (on pain of circularity) be claimed that these answers express different propositions according to those same contexts.

As it transpires, van Fraassen's error here (if that is what it is) can be bypassed.  In addition to being somewhat dubious in their own right, these latest claims about context dependency do not even seem to square particularly well with the rest of what is said about answers.

Someone providing an answer, we are told, claims that the topic (Pk) is true and that every other proposition in the contrast-class (Pi; for all i ( k) is false.  Does he not also claim that "because A" provides us with the reason - or at least a good reason?  Van Fraassen considers this question, but proposes that "because A" can simply be construed as "A is relevant".  This proposal could, he argues, be accommodated in one of two ways:

The first is that the relevance relation, which specifies what sort of thing is being requested as answer, may be construed quite strongly: 'give me a motive strong enough to account for murder', 'give me a statistically relevant preceding event ....', 'give me a common cause', etc.  In that case the claim that the proposition expressed by A falls into the relevant range, is already a claim that it provides a telling reason.  But more likely, I think, the request need not be construed that strongly; the point is rather that anyone who answers a question is in some sense claiming to be giving a good answer.  In either case, the determination of whether the answer is indeed good, or telling, or better than other answers that might have been give, must still be carried out [....].

Bas C van Fraassen The Scientific Image; p 144.

The existence of these "two ways" is a reflection of van Fraassen's ambivalence when it comes to the question of "relevance".  He seems unable to decide whether "relevance" is what distinguishes a causal preceding event from a non-causal preceding event, or whether it is what distinguishes an interesting cause from an uninteresting cause.  But it is hard to see how this matter can be left unresolved in the manner he proposes.  If what he calls "relevance" is to be construed in the strong sense, the theory of why-questions and their answers will be radically incomplete until the issue of "good" answers is addressed.  Van Fraassen simply postpones discussion of what he calls "evaluation"
 of answers and presents a formal definition of a "direct answer"
 to a why-question:

B is a direct answer to question Q = <Pk, X, R> exactly if there is some proposition A such that A bears relation R to <Pk, X> and B is the proposition which is true exactly if (Pk; and for all i ≠ k, not Pi; and A) is true where, as before, X = {P1, ..., Pk, ...}.

Bas C van Fraassen The Scientific Image; p 144.

This will not do.  If A is true and has the strong type of relevance relation R to <Pk, X>, how can this "definition" possibly be considered as something which stands or falls on its own merits - quite independently of a theory for the evaluation of good answers?  Moreover, the danger (which lurks deep in the labyrinth of van Fraassen's account) draws even nearer as we continue to follow the thread of his direct answers theory.

Following Belnap, van Fraassen informs us that "a presupposition of question Q is any proposition which is implied by all direct answers to Q"
.  The type of questions at issue here are those of the old "Have you given up smoking yet?" variety
.  All direct answers to a question like this - "Yes I have given up smoking"; "No I have not given up smoking" - imply the obvious presupposition of the question.  If Belnap's ideas are to be accepted here, it follows (from the definition of direct answers presented above) that the presuppositions of a why-question are as follows:

(a)
its topic is true

(b)
in its contrast class, only its topic is true

(c)
at least one of the propositions that bears its relevance relation to its topic and contrast-class, is also true.

Bas C van Fraassen The Scientific Image; pp 144, 145.

So the presuppositions of the why-question "Why did Danny contract lung cancer are presumably (a) "Danny contracted lung cancer"; (b) "Danny did indeed contract lung cancer rather than remain healthy"; and (c) "There is answer to be had which meets van Fraassen's relevance criteria".  "However," van Fraassen goes on to claim, even "if all three of these propositions are [my emphasis] true, the question may not have a telling answer"
.  To admit that we would have a "telling answer" in these circumstances would be to parse (c) as "There is a true answer to be had"; and that, of course, would be to fall prey to the lurking monster known as "realism".  After all, what if the direct answer to a why-question cited not cigarettes but cytoplasm?

The plausibility of van Fraassen's claim will depend, first of all, on our construal of the relevance relation.  It seems clear that the more strongly that relation is construed, the less room there will be for suggesting that a relevant proposition (A) is true, and yet not the "core"
 of a "telling" answer.  And if the relevance relation is construed strongly enough, there would seem to be no room at all for such a suggestion - whatever arguments are subsequently presented under the rubric of "evaluation".  But van Fraassen has left himself a means of escape - even with relevance at full strength:

[....] recall that we must distinguish carefully what a theory says from what we believe when we accept that theory (or rely on it to predict the weather or build a bridge for that matter).  The epistemic commitment involved in accepting a scientific theory, I have argued, is not the belief that it is true but only the weaker belief that it is empirically adequate.  In just the same way we must distinguish what the question says (i.e. presupposes) from what we believe when we ask that question.

Bas C van Fraassen The Scientific Image; p 151.

Weather forecasting and bridge building are, of course, both notoriously unreliable branches of applied science, but van Fraassen is being disingenuous here.  The constructive empiricist would be exactly as cautious about accepting the weather forecast as the realist would be about believing it.  As has been noted, there is nothing in the issue of scientific fallibility which favours the empiricist over the realist.

The real issue here is "what we believe when we ask a question", or - since the proposition that mainstream scientists share van Fraassen's epistemic attitude is highly questionable - perhaps the issue is "what we ought to believe when we ask a question".  And van Fraassen's escape route comes down to making a distinction between (i) "what a question presupposes" and (ii) "what a questioner presupposes / ought to presuppose" - although it is hard to imagine quite what (i) means if it does not mean the same thing as (ii).  In the final analysis, this exercise in hair splitting may persuade those who are already convinced of the merits of constructive empiricism, it certainly provides nothing extra to impress those who are sceptical of that account.

Van Fraassen's final contribution to an account of why-questions (before going on to consider the evaluation of answers to why-questions) is a theory of when why-questions arise.  In Belnap's general theory of questions, we are told, "Q arises" could be simply identified with "all the presuppositions of Q are true"
.  I am not entirely convinced of the correctness of this claim; although it is certainly correct to say that if any of the presuppositions of Q are false, then Q does not arise - it does not make sense to ask whether Danny has stopped smoking if he never started.

But, even if we were inclined to accept Belnap's account of questions in general, there is no doubt in van Fraassen's mind that we need to modify this account when in comes to why-questions in particular.  When deciding whether or not a why-question arises, van Fraassen invites us to pay attention to what he calls "a certain body K of accepted background theory and factual information"
.  Our decision in such circumstances will depend on what K tells us, but it does not follow that K must imply all the presuppositions of a why-question for this question to arise.

K must, first of all, imply what van Fraassen calls the "central presupposition"
 of Q:

(Pk and for all i ≠ k, not Pi)

Bas C van Fraassen The Scientific Image; p 145.

This being the conjunction of presuppositions (a) and (b) above.  But, providing K does not imply ¬(c), K need not imply presupposition (c) for a why-question to arise.

The kind of thing which van Fraassen clearly has in mind here are why-questions pertaining to physics which, were they to be presented, would imply that a true answer was to be had.  Orthodox physics tells us, however, that there is no true answer to be had for many why-questions we might be inclined to ask, ergo these questions do not arise.  When physics theory does not tell us this (and when it supports the other presuppositions of a why-question) the why-question does arise.

So I propose that we use the phrase 'the question arises in this context' to mean exactly this: K implies the central presupposition, and K does not imply the denial of any presupposition.  Notice this is very different from saying 'all the presuppositions are true, and we may emphasize this difference by saying 'arises in context'.

Bas C van Fraassen The Scientific Image; p 146.

For van Fraassen, there is, of course, another reason why Q arises need not imply "all the presuppositions of Q are true".  According to the constructive empiricist, K may consist largely of information we "accept" rather than "believe".  Even if he believes that K implies P, this does not imply that he must believe P.  But once again, this is merely something which follows from the constructive empiricist doctrine rather than something which provides extra reasons for adopting the doctrine.

The scientific realist believes in the propositions implied by K exactly to the extent she believes in K.  And, if she restricts herself to consideration of the life sciences, she can also insist that if K implies the central proposition of a why-question, K always implies that there is at least one relevant proposition which provides a true answer to that question.  As has already been noted, rejections of requests for causal explanation do not arise in the realm of biology!

evaluation of constructive explanations

Van Fraassen's final contribution to the subject of explanation is the long promised "theory of evaluation of answers".  But this theory need not concern us here.  Regardless of the merits of this theory - and merits it undoubtedly has - it cannot in principle make any contribution to the realism versus empiricism debate.  Any answer which is regarded as "telling, good, or better"
 on van Fraassen's account will seem equally "telling, good, or better" on the realist account - even though the two sides in the debate will have differing interpretations of what it means to be "telling, good, or better".  Whereas the constructive empiricist will understand such virtues in terms of empirical-adequacy and (presumably) greater-empirical-adequacy, the realist will stick with truth and greater-truthfulness.

The realist and the constructive empiricist would also disagree as to the extent to which the evaluation of answers can be left out of an account of explanation.  If, as the realist would have it, the difference between an explanation and the explanation (ie the weak and strong senses of "explain") is a matter of truth - or at least greater verisimilitude - notions such as "relevance" do not really emerge as independent issues on the realist account - the explanation is ipso facto a relevant explanation.  The question as to what makes an explanation relevant is the same question as to what makes it good.

Van Fraassen tries again and again to play down the "facts" and play up what he calls the "context".  None of these attempts seem particularly successful.  The motive is clear.  Van Fraassen must put himself in a position to repel any suggestion that what distinguishes good, bad, and better explanations might be anything to do with facts about reality.  Whereas the realist wants to say that what distinguished neo-Darwinism from Lamarckism (in the days when these were accepted as rival theories) was the truth (greater verisimilitude) of the former, van Fraassen insists rather on the property of going-to-turn-out-to-save-all-the-visible-phenomena - a strange metaphysical attribute if ever there was one.

Whether or not the beauty of the double helix has anything to do with the truth of the theory which postulated this structure, the truth of this theory is, on the realist account, an essential component of its explanatory power.  Such an account might be summarised thus: "A theory which is not true cannot really explain.  As for causality: (i) The facts alone determine what is (or at least what should be) placed in the set of facts which causally determine the event.  (ii) We pick out certain items from this set when we cite the cause because these items are thought to make the largest contribution to the event and because they are the unknown factors - if an explanation is an answer to a why-question, it should not contain information we already know.  (iii) Because people are in possession of different information in different contexts, and because people require a more or less complete account in different circumstances, people often give partial accounts and give different partial accounts in different circumstances.  So context does intrude, but only in so far as it (sometimes) determines the selective presentation of a perfectly objective whole".

This the mode of reasoning van Fraassen set out to demolish.  I, for one, am inclined to judge his attempts a failure; and if a large section of the scientific community are going to be persuaded to abandon these, and like, notions in favour of the ones van Fraassen proposes, I suggest that he will have to create an image more convincing than the one he has.

`In the final analysis, it must be concluded that what purported to be an additional foundation for constructive empiricism, turns out, instead, to be part of the superstructure - which relies for its support on a style of empiricism which has already been constructed.

5 CONCLUSION:  A MATTER OF DEGREE?

The greater the number of true consequences that follow from a given concept, the more criteria are there of its objective reality.

Immanuel Kant, Critique of Pure Reason, p 119.
summaries of the six subsections of the fifth chapter

reason, truth and realism:

If we can say something different from what has traditionally been said concerning truth, inductive reason, and literalness, perhaps a way can be found to overcome some of the traditional problems associated with a realist account of science.  The biological perspective reinforces this hope.

degrees of truth:

A realism which acknowledges the fallibility of science seems to require some account of approximate truth.  There have been  attempts to provide such an account, and some of these attempts seem promising.  There may, however, be areas of truth where these attempts fail to deliver.

realism and convergence on truth:

Even with a viable notion of approximate truth, realism can still be required to justify the claim that science, despite its failures, moves in the direction of truth.  In the face of examples which fail to meet this description of science, Worrall has proposed that new theories may retain the "structure" (or "form"), rather than the content, of old theories.  Although consideration of biological examples rather than physical examples suggests that Worrall may be overstating his case, there is something in this proposal.  There is, however, little in current verisimilitude theory which would lend itself to an analysis of structural similarity between theories.  This omission is probably one aspect of the failures (in verisimilitude theory) previously identified.

degrees of realism:

Realism also comes in degrees; and not just because it rests on our ideas concerning truth and necessity.  Degrees of realism are explicit in many scientific theories and ideas - at least when these ideas are first put forward.  It is difficult to see how either the instrumentalist or the constructive empiricist can make sense of this or the shifts in epistemic attitude from partial to full-blown realism which scientists evince.

can induction lead to truth?:

One remaining problem for the would be realist concerns induction.  Conclusions in science are not arrived at solely by the application of deductive reason and yet they are purported to be true - or almost true.  A detailed investigation of such matters is beyond the scope of this thesis, but the suggestion can be made that non-deductive inference approaches the success of deductive inference exactly to the extent that physical necessity approaches logical necessity.  Perhaps there is an analogy to be drawn between the rules of the genre which underlie the fictional detective's inferences and the rule like behaviour of nature which underlies the scientist's inferences.  Perhaps causes (fully stated) are sets of physically sufficient conditions which approach the status of logically sufficient conditions.  In the heyday of mechanical materialism, physicists and cosmologists had promised a description of the world in which events unfolded with immutable logic.  This promise was unfulfilled, and the way opened for philosophical scepticism towards much of what science has to tell us.  If less attention had been paid to physics, and more to disciplines such as biology, the philosophy of science would be in a healthier state today.

concluding remarks:

Quantum physics does not necessarily lead to empiricism, but it does supply some sort of motivation for many of van Fraassen's ideas.  The biological sciences supply no such motivation.  Moreover, Van Fraassen's ideas do not seem to stand up any better to the objections which are usually aimed at his opponents ideas.  In order to meet these objections, realists still have some work to do, but it is not unreasonable to suppose that this work will, someday, be successfully completed.  In the meantime, realists have (at least) one major advantage over constructive empiricists.

reason, truth and realism

Realism proposes that science is, or (at least) aims at, the truth.  As we have seen, there are considerable difficulties with this proposal.  

First of all, scientific realism is difficult to reconcile with a philosophical tradition in which truth is an all or nothing affair.  Some kind of notion of degrees of truth or verisimilitude seems to be required.

Even with a viable account of progress towards the truth, it also remains to be shown that science exhibits such progress.

Another problem for realists is that English language philosophy (particularly since Leibniz) has been dominated by an account of truth which neatly categorises all true propositions as "necessary" or "contingent"; and the claims of scientists do not fit snugly into either of these categories.  In particular, realism (if correct) would entail that certain inductively based claims have some kind of validity; yet the traditional account ascribes validity only to those claims which are necessarily true.

Although it has not been found that the anti-realism presently on offer resolves any of these problems better than realism, the problems still remain.

If we can suggest how viable alternatives to the more traditional accounts might be constructed, and demonstrate that the biological sciences provide a natural site for the foundations of such an enterprise, perhaps something will eventually be built which will accommodate not just the biological sciences, but the vast majority of disciplines which purport to be scientific.

degrees of truth

It has been noted that the history of science demonstrates the unsustainability of naïve realism and its claim that science is simply true.  If a realist attitude is to be maintained in the face of this conclusion, some weakening of the position is clearly called for.  An obvious manoeuvre is to propose that science, at any particular time, represents approximate truth, and that present day scientific theories are more true than the theories they have replaced.  But this manoeuvre will only succeed if some account of degrees of truth can be envisaged.

And it is not just that some theories, originally thought to be completely true, turn out later to be only partially true.  The reverse may happen, and what was originally a rather tentative theory may turn out to be actually correct in every detail - or at least so regarded.  In so far as she can defend her stance at all, the realist can easily account for the distinction scientists might make between a theory they held to be partially true and a theory they held to be completely true.  Believing, as he does, that no theory (which mentions unobservables) need be held to be true, it is difficult to see what the anti-realist can say about the variety of epistemic attitudes which scientists confess to when they consider current scientific ideas.  Certainly the anti-realist whose views we have canvassed has very little to say.

If van Fraassen would have us abandon truth (or at least abandon the perceived need to believe in truth) then his obvious course of action would seem to be the development of an account of approximate empirical adequacy - an account which would parallel the realist notion of approximate truth.  As we have seen, van Fraassen makes no attempt to provide an account along these lines.

But the protestation that "everyone else does it" is really no defence at all.  It is still incumbent upon the realist to offer a viable account of truthlikeness - or at least some indication of how such an account might be constructed.  Popper's failure has been recorded, but the quest did not end there.  After irreparably damaging Popper's original theory, Tichý went on to suggest alternative solutions.  These have provided the basis of a promising approach to verisimilitude promoted by Graham Oddie - and a related approach argued for by Niiniluoto.

Whereas Popper would have us construe the greater verisimilitude of the false theory "grass is green and snow is black" (i) over the false theory "grass is blue and snow is black" (ii) in terms of the fact that theory (i) implies more true propositions - such as "grass is green" - Oddie would have us compare the two theories directly.  In certain (highly contrived and restricted) circumstances, Oddie would, for example, simply argue that theory (i) is distance "0∙5" from the truth whereas theory (ii) is distance "1".  We shall see whether the account can be made to work in less restricted circumstances.

Oddie's account is most well developed for what he calls "first-order frameworks"
 - that is to say frame-works which contain only objects and predicates which apply to individual objects.  He also suggests how his account might be extended to higher-order frameworks - where predicates are assigned to sets of objects or to other predicates - but we shall restrict our enquiries to first-order frameworks.

Oddie begins his thesis by considering only zero-place predicates - "medadic traits"
 - which apply in an empty domain.  The traits he uses for purpose of illustration are "hot, rainy and windy"
.  As each of the three propositions - "it is hot", "it is rainy" and "it is windy" - may be individually true or false, we can generate exactly eight (ie 23) possible worlds with respect to these traits.  This simple array of "weather worlds" is used to illustrate the basic principles of measuring what Oddie calls the "distance of a proposition from the truth"
.

Oddie then goes on to consider non-empty domains in which one-place predicates - "monadic traits" such as "fatness" and "tallness" - and two-place predicates - "dyadic" traits such as "heavier than" - apply
.  Such domains are clearly closer to (what might be called) the "actual domain", but the basic features of Oddie's approach are most easily illustrated using his example of an empty domain.

Let us assume that, in the actual world, it is hot, rainy, and windy.  Oddie's basic intuition is that the claim "it is cold, rainy and windy" is two-thirds correct.  In more formal language, the "distance" of the possible world (described in the claim) from the actual world is 0∙66r; and, it follows, the distance of the cold, dry, still world from the actual world is 1 - the maximum distance.  In order for this approach to work, it is clearly necessary, in contrast to Popper, to have a notion of a "basic proposition"
.  If we do not restrict ourselves in this way, the number of propositions becomes very large and, more importantly, we forego any possibility of constructing the distance we are attempting to measure.  We can illustrate this second point with a simple example.  Take three hypotheses relating to the above framework: h & r (a correct hypothesis); h & ¬r (a poor hypothesis); and ¬h & ¬r (an abysmal hypothesis) - where h and r stand for "hot" and "rainy" respectively.  The correct theory assigns the value "true" to each member of the series h, r, h & r, h ( r, h ( ¬r, ¬h ( r, r ( (h & r), r ( ¬(h & r), ¬r ( (h & r).  As the table below illustrates, the poor hypothesis (ph) and the abysmal hypothesis (ah) have exactly the same number of agreements and disagreements with this (non-basic) set of propositions:
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Another issue which arises here is that of weighting - assessing the relative importance of different predicates.  If we judge that the proposition h & r & ¬w is just as near to the truth as the proposition h & ¬r & w, then we are implicitly ascribing equal importance to the question as to whether it is raining and the question as to whether it is windy.  This may be the natural thing to do in these circumstances, but, as Oddie points out, such behaviour is far less natural when circumstances are different.  It is unlikely that anyone would ascribe the same importance to a property such as colour and a property such as size if the colour suggested by a false theory was out by a tiny degree of shade and the size suggested by the false theory was out by several orders of magnitude.  "Thus", Oddie concludes "any theory of truthlikeness, if it is to be at all realistic, will have to allow for the possibility of different weightings of the properties"
.

Bearing these difficulties in mind, it is easy enough to present the essential kernel of Oddie's theory.  The idea is that each basic state in a certain framework is awarded a certain weighting such that the sum of all the weightings awarded for that framework is unity.  The distance between a possible world and the actual world is then calculated by adding the weightings for each trait over which there is disagreement.  Thus - using the earlier illustration and making the simplifying assumptions that all the traits under discussion are of equal importance - the distance of the hot, rainy, windy world from the actual world is 0, the distance of the cold, rainy, windy world from the actual world is 0∙33r, the distance of the cold, dry, windy world from the actual world is 0∙66r, and the distance of the cold, dry, still world from the actual world is 1∙00.  Given such criteria for measuring the distance between worlds, the distance from the truth of false propositions which pick out single (non-actual) worlds - such as ¬h & r & w or ¬h & ¬r & w - can be readily calculated.  But what about a proposition (true or false) which picks out more than one possible world - such as h & ¬r or h & r?  The distance of any proposition from the truth can be found, Oddie suggests, by calculating the average distance, from the actual world, of the worlds picked out by that proposition.

For example, the false proposition h & ¬r selects the hot, dry, windy world and the hot, dry, still world (h & ¬r & w and h & ¬r & ¬w) from the above framework of possible worlds.  The hot, dry, windy world is distance 0∙33r from the actual world, and the hot, dry, still world is distance 0∙66r.  These figures yield an average distance from the actual world of 0∙5, and, therefore, a distance from the truth of 0∙5 for the given proposition.

In contrast, the true proposition h & r selects the hot, rainy, windy world and the hot, rainy, still world (h & r & w and h & r & ¬w).  These worlds are at distances 0 and 0∙33r from the truth, respectively, and the distance from the truth of the proposition is therefore 0∙16r.  The fact that this true proposition is still some distance from the truth is a reflection of the fact that it does not express the whole truth.

Niiniluoto has put forward a far simpler approach to defining truthlikeness - although a cursory look at his writings would give a very different impression.  Both Oddie and Niiniluoto discuss their differences in the context of far more convoluted examples than those used above, but these differences can, nevertheless, be illustrated in the present context.  Using the original Niiniluoto approach, the weighting of a basic state becomes irrelevant - as does the number of basic states over which two possible worlds differ.  The distance between two worlds is 0 if they are the same - in respect of their basic states - and 1 if they are different in respect of any basic state.  The distance of a proposition from the truth is simply the size of the set of possible worlds allowed by that proposition plus or minus 1 - depending on whether the set in question includes the actual world.

Thus, re-using our earlier example, the false proposition h & ¬r selects two possible worlds: the hot, dry, windy world and the hot, dry, still world (h & ¬r & w and h & ¬r & ¬w).  The proposition which expresses the whole truth, h & r & w, selects only one possible world - the actual hot, rainy, windy world.  The actual world is different from either of the worlds selected by the false proposition and thus the total disagreement between the false proposition and the whole truth (the distance from the truth of the false proposition) is 3.

The true proposition h & r selects the hot, rainy, windy world and the hot, rainy, still world (h & r & w and h & r & ¬w).  One of these possible worlds is also selected by the proposition which expresses the whole truth, and, therefore, the distance from the truth of the true proposition is 1.

An obvious criticism of Niiniluoto's approach is that it fails to distinguish between many propositions which seem, intuitively, to differ very obviously in their degrees of verisimilitude.  The proposition h & ¬r & ¬w is, for example, judged quite as truthlike as the proposition h & ¬r & w.  In the light of such criticisms (from Oddie and others
) Niiniluoto has added refinements to his approach which acknowledge the need to weight distances according to the severity of the discrepancy involved - and even to take account of differences in the significance of different predicates.  Such refinements take Niiniluoto much nearer to Oddie, but an essential difference still remains.  Niiniluoto would still insist on summing rather than averaging the distances between possible worlds selected by the proposition expressing a hypothesis, and the world selected by the proposition expressing the whole truth.  In other words, even when leaning over backwards to accommodate Oddie, Niiniluoto would judge h & ¬r to be at distance 1 from the truth (ie 0∙33r plus 0∙66r) and h & r to be at distance 0∙33r from the truth (ie 0 plus 0∙33r).

This outstanding point of disagreement may seem trivial, but it is of crucial importance.  Of course, for the given examples, Oddie's approach and Niiniluoto's approach (in both its refined and unrefined versions) yield exactly the same ordering of propositions with respect to the whole truth - h & r is judged more truthlike than h & ¬r.  As will be shown, however, this is mere serendipity.  The true proposition (h & r & w) ( (¬h & ¬r & ¬w) picks out two worlds which are, respectively, at Oddie distances 0 and 1 from the actual world.  Oddie would therefore judge the proposition in question to be at distance 0∙5 from the truth, and Niiniluoto at distance 1.  If a new false disjunct were added to the original proposition, to give (h & r & w) ( (¬h & ¬r & ¬w) ( (h & r & ¬w), Oddie would judge this new proposition to be closer to the truth than the original - at (0 + 1 + 0∙33r) / 3 = 0∙44r - whereas Niiniluoto would judge it to be further - at 0 + 1 + 0∙33r = 1∙33r.

Oddie's intuition here is that the amended proposition offers three stabs at a right answer: one correct; one almost correct; and one completely incorrect.  On average, the amended proposition is "nearer the target" than the original - which offered either a bulls-eye or a complete miss.  Niiniluoto not only rejects this intuition, but evens doubts that "appeal to intuitions is [....] helpful"
 in such cases.  When it comes to explication at a "higher-level", Niiniluoto argues, there is a "two-way traffic between intuitive examples and general principles" - "intuitive examples are used to test general principles and definitions are [....] needed to test and to develop our intuition
.

The general principle informing Niiniluoto's intuition here is, of course, Popper's requirement that true hypotheses which are logically "strong" should be judged more truthlike than true hypotheses which are logically "weak".  And the motivation for that principle is Popper's notion that "good" scientists stick their necks out further than "poor" scientists.  Thus the theory that AIDS-is-caused-by-a-virus-or-a-drug-or-by-something-else would be judged true, but further from the truth than the theory that AIDS-is-caused-by-a-virus.  It is, in other words, not so much Popper's commitment to realism which inspires his theory of verisimilitude, but his commitment to falsificationism.

If the only measure of a "good" theory were its candidature for falsification, Popper's notions would be strange indeed.  As Lewis Wolpert's "Eating hamburgers will make you a good poet"
 example illustrates, it is easy to generate all sorts of nonsensical ideas which meet this criterion.  But, by establishing a link between "likeliness-of-being-falsified" and "likeness-to-truth", Popper hoped to make his criterion for a "good" theory more credible.

Having no axe to grind with respect to falsificationism, Oddie rejects the Popper requirement outright and claims that logical strength and truthlikeness vary independently - even for true propositions.  The true propositions (h & r & w) ( (¬h & ¬r & ¬w) and (h & r & w) ( (h & r & ¬w) are clearly of equal logical strength, but, it would be absurd, on Oddie's account, to judge them equidistant from the truth
.

Does Oddie's appeal to such clear-cut cases work, however?  Niiniluoto seems quite prepared to endorse the sort of judgements which Oddie condemns as "absurd".  His intuitions in this matter are simply different from Oddie's - refined by reflections on other aspects of the verisimilitude issue.  And the notion of "refined intuitions" certainly has to be taken seriously.  Very few people's intuitions tell them that a boat made of iron will sink or that the lead sphere will fall more quickly than the aluminium sphere - though this would not have been this case some time ago when people had less educated ideas about the world; and may not be the case for younger children today.  Even the scientifically uninitiated learn a kind of naïve physics which informs their judgements; and the scientifically aware come to regard many statements of "sophisticated physics" as matters of "common sense" as a result of refining their personal views of the world still further than the laity ever need to do.  Niiniluoto's studies on verisimilitude, it might be argued, have furnished him with greater powers of insight and have cultivated his intuitions.

The counter-argument to Niiniluoto must be that it is the responsibility of theorists to produce general principles which not only display internal consistency but which give rise to the minimum of counter-intuitive results.  This is perhaps why Cartesian ontology (for all its difficulties) is generally preferred to Berkelian ontology.  Let it be assumed that rival theories (i) and (ii) are applied to a set of example situations and that both theories provide judgements on this set which accord with our pre-existing intuitions.  Let it further be assumed that the theories are applied to a second set of example situations.  When applied to the new set, theory (i), once again, yields judgements which accord with our pre-existing intuitions, whereas theory (ii) yields judgements which we can only accept if we embrace each and every tenet of this theory.  The conclusion is hard to resist that, all other things being equal, theory (i) is to be preferred.

If there were some independent and compelling reason to prefer Niiniluoto's account to Oddie's, then the former's refined intuitions might seem more plausible.  I doubt that Popper's notion of falsification provides such a reason.

Without getting too involved in the details, it is easy to see how the ideas presented above can be extended to finite domains where one place predicates are employed.  It is clear that, in a framework where the true theory indicates that there are just three thin individuals, the theory which says there are two thin individuals and one fat individual will, at least from an Oddie viewpoint, be considered closer to the truth than the theory which claims there are two fat individuals and one thin individual.

If more than one "monadic" predicate applies in the framework, things get somewhat more complicated, and stark disagreements between the Oddie approach and the Niiniluoto approach emerge.  Assume that the true theory says that there is just one tall fat individual and one short fat individual.  Oddie's perspective would have us judge the theory which postulates one tall fat individual and one short thin individual to be closer the truth than the theory which postulates one tall fat individual and one tall thin individual.  Those sharing Niiniluoto's perspective would be inclined to judge both theories equidistant from the truth - on the basis that both theories are wrong about one individual.

Once non-finite domains are considered, things become more complex still, but a further disagreement between Oddie and Niiniluoto can be illustrated without recourse to yet more convoluted examples.  Let us suppose that theories disagree not just over the descriptions of the individuals in a domain, but over the number of individuals in a domain.  How is a theory which suggests there is one tall fat individual, one short fat individual, and one short thin individual to be compared with the true theory?

Looking at the problem from Niiniluoto's perspective, we might be inclined to say that this latest theory is distance 1∙0 from the true theory.  It and the true theory disagree over the postulation of one individual - the short thin individual.

Looking from Oddie's perspective, we might wish to compare the individuals in more detail.  Without making too many simplifying assumptions, we could claim that the tall fat individual in the false theory is distance zero from the tall fat individual in the true theory, and that the short fat individual in the false theory is distance zero from the short fat individual in the true theory.  Which leaves the problem of what to do with the short thin individual in the false theory.  One way forward might be to compare this individual with the most similar individual in the true theory - the short fat individual.  This would yield a distance of 0∙5.  Thus the overall distance between the two theories could then be calculated as: (0 + 0 + 0∙5) / 3 = 0∙16r.

Oddie suggests just such an approach, but, recognising that something is not quite right here, he also puts forward a more sophisticated method.  This new method involves multiplying up the false theory and the true theory until one-to-one "linkages" can be made.  Individuals are then paired up with one another to give the best possible set of matches.  In the example outlined, this would work as shown below:
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So far so good.  Oddie seems to capture certain nuances which Niiniluoto would have us ignore.  But what if the false theory proposed not one of each type of individual, but ten?  Using the methods described above, Niniiluotoian would put the new theory at distance 28 from the truth, whereas Oddie's approach would still yield a distance of 0∙25.  The merits of the two approaches now seem to be reversed.

To be fair to Oddie, we are misrepresenting his ideas somewhat here.  Oddie does not explicitly discuss "linkages" in the context of finite domains, he discusses them in the context of domains containing infinite numbers of individuals where types, rather than tokens, are counted, and numbers of individuals are compared using a far more complex method.  The examples presented here have been based upon the extrapolation of what Oddie does say, in order to bring out certain fundamental differences between his approach and Niiniluoto's.  But we have, once again, revealed a conflict between different ways of assessing the truth of theories - a conflict which seems even more difficult to resolve by appeal to intuitions.  Is, for example, the theory which says that the planet Mars has one satellite with an elliptical orbit better or worse than the theory which postulate two satellites with circular orbits?  Is the theory which postulates a triple stranded helix for DNA better or worse than the theory which postulates an irregular double strand?

At least Oddie and Niiniluoto provide the resources for tackling these sorts of examples.  We are free to take our pick.  But there are more intractable examples still.  We could perhaps draw an analogy between science and navigation.  One way of representing that portion of the world which lies between my house and the local library, would be to draw up a list of directions.  We could imagine one or more of the directions in such a list being incorrect; and we could imagine quantitative comparisons for correctness between different (partially correct) sets of directions.  There are echoes of Popper's approach here.  Another way of representing this portion of the world would be to draw a map.  But the ways in which different maps may be partially correct is far harder to quantify.  How, for example, might we set about comparing the verisimilitude of an accurate copy of the well known London Underground map with a doctored copy on which the names of several train stations had been transposed; and with a doctored copy which displayed a number of extra stations?  Perhaps Oddie or Niiniluoto have shown us a way forward here, but how might we quantify the greater (though still very slight) verisimilitude of the London Underground map - over, say, the Ordnance Survey map of Dartmoor - as a representation of the Paris Metro?

In other words, it is not just the propositions implied by a theory which bear truth or falsehood, but the structure or form of a theory - regardless of anything it actually says - may also exhibit verisimilitude.  Thus the London Underground map, considered as a representation of the Paris Metro, does not get anything right in terms of entities (stations) or their attributes (names / positions); but it could, nevertheless, be regarded as a partially successful representation.  Some thing of the essential (node-link) structure of the Metro system is conveyed.

It is interesting in this context that Oddie builds his account on foundations provided by Wittgenstein's Tractatus
 and its "picture theory" of propositions.  Wittgenstein later, and infamously, reproached himself for having ignored the multiplicity of ways in which language actually functions:

[....]  Review the multiplicity of language-games in the following examples, and in others:

Giving orders, and obeying them-
Describing the appearance of an object, or giving its measurements-
Constructing an object from a description (a drawing)-
Reporting an event-
Speculating about an event-
Forming and testing a hypothesis-
Presenting the results of an experiment in tables and diagrams-
Making up a story and reading it-
Play-acting-
Singing catches-
Guessing riddles-
Making a joke; telling it-
Solving a problem in practical arithmetic-
Translating from one language into another-
Asking, thanking, cursing, greeting, praying.

-It is interesting to compare the multiplicity of the tools in language and of the ways in which they are used, the multiplicity of kinds of word and sentence, with what logicians have said about the structure of language.  (Including the author of the Tractatus Logico-Philosophicus.)

Ludwig Wittgenstein, Philosophical Investigations, # 23.

Oddie and Niiniluoto, it could be argued, have ignored the multiplicity of ways in which symbols, metaphors, similes, and analogies function in language and have concentrated only on the literal representation of reality.  They have, therefore, ignored a great many of the ways in which a proposition (or set of propositions) may exhibit truth.  Of course, we have to be careful here.  Realists, and even van Fraassen with his rather unorthodox version of empiricism, tend to insist on the literal construal of scientific language.  In doing so, they are resisting the translation of scientific language into observation statements via a positivistic theory of meaning or a traditional instrumentalist view of science.  A distinction has to be made, however, between taking a metaphorical proposition literally and taking the truth expressed by that proposition literally.  Thus, if realists speak (say) of "wheels within wheels" they do not usually expect to be understood as though they were literally talking about things rotating on axles.  On the other hand, they may well expect to be understood as though they were talking literally about a hidden mechanism within a visible mechanism.  Oddie and Niiniluoto's ideas lend themselves only to the analysis of propositions in the narrower sense of "literal".  Of course, the metaphor embodied in the "wheels" example is very straightforward, but there are innumerable ways in which statements about the world may capture some kind of truth about that world.  It is difficult to see how the theories of verisimilitude currently on offer might be extended, to cover the full range of such cases.  We seem to be reintroducing vagueness where Oddie and Niiniluoto have sought to bring precision.

What then are we to conclude from our further excursions into verisimilitude?  Is there nothing of comfort here for the opponents of empiricism?  Perhaps surprisingly, I wish to suggest that ideas which have been presented do offer something to scientific realists.  Notwithstanding the important points of conflict between Oddie and Niiniluoto, their ideas do seem to present a promising basis for analysing verisimilitude in more straightforward cases.  And, even though we have found that these ideas fail in less straightforward cases, this discovery has yielded some important insights.  As we shall see, these insights may be crucial to the defence of a realist position.

For the moment, we might simply note that Picasso's Guernica does not successfully represent war because it informs us that a lamp is burning brightly, nor does this painting fail to represent war because it does not inform us that blood is shed.  This painting has come, perhaps more than any other, to depict the horrible realities of modern conflict because we compare these realities with a representation which functions (in a number of different ways) as a unified whole.

realism and convergence on truth

Let us for a moment suppose that Oddie or Niiniluoto had arrived at a generally agreed solution to the problem of verisimilitude as traditionally conceived.  Just how far would realists be justified in regarding this as a solution to the fallibility of science problem?

As has been noted, the argument goes something like this: "We cannot simply insist that science equals truth, because we often thought this in the past and have often been mistaken.  We can, instead, propose that science equals approximate truth and that modern science is nearer to the truth than old science.  In order to do this we require a cogent notion of approximate truth".  But, even armed with a watertight theory of verisimilitude, this line of argument will only work if the story of science is, indeed, a story of convergence towards the truth.  It is by no means clear that this is the case, many would argue that a simple notion of convergence is impossible to sustain.  Worrall, taking Fresnel's wave theory of light as his example, has this to say:

Fresnel's theory was based on the assumption that light consists in periodic disturbances originating in a source and transmitted by an all-pervading, mechanical medium.  There can be no doubt that Fresnel himself believed in the 'real existence' of this medium [....].  There is equally no doubt that Fresnel's theory enjoyed genuine predictive success [....].  [....]

Was Fresnel's elastic solid ether retained or "approximately retained" in later physical theories?  Of course [....] the notion of one theoretical entity approximating another [....] is extremely vague and therefore enormously elastic.  But if the notion is stretched too far, then the realist position surely becomes empty.  If black "approximates" white, if a particle "approximates" a wave, if a spacetime curvature "approximates" an action-at-a-distance force, then no doubt the realist is right that we can be confident that future theories will be approximately like the ones we presently hold.  This won't however be telling us very much.

John Worrall, Structural Realism: The Best of Both Worlds?, pp 17-18.

Such examples are, of course, a gift to those of an anti-realist persuasion.  Fresnel's work has to be seen as key milestone along the way to our modern understanding of light.  His work certainly cannot be regarded as some sort of aberration.  On the other hand it is difficult to say just what, other than his empirical results, survives intact.

If realists have to judge anything to be approximately true, then they have to so judge a theory like Fresnel's.  But, even with a viable account of verisimilitude it is difficult to see what can be done with Fresnel's belief in an all pervading ether.  It is one thing, Worrall has argued, to have an account which will judge the hundred-pound-theory close to the truth if I actually possess one hundred and three pounds (though even here there are considerable difficulties
) but quite another to try and deal with theories which trade in quite different entities.  As Laudan has put it, "a theory cannot assign values to a variable that does not occur in that theory's language"
.

Worrall does not, however, derive anti-realist conclusions from these observations.  Developing ideas he attributes to Poincaré
, he proposes that what is retained when one scientific theory supplants another is not, necessarily, the (approximate) "content" of the old theory, but the (approximate) "form" or "structure" of the old theory
.  He dubs this thesis "structural realism".  Thus, Fresnel was simply wrong in holding that light is a vibration in a medium, but his analysis of optical phenomena in terms of oscillation (including the detailed equations which describe such oscillation) survive to this day.  This analysis does not, it must be stressed, survive simply because it predicts the phenomena which actually occur but because it captures some truth about the structure of the actual mechanisms which underlie optical phenomena.

In many ways, Worrall is advocating the exact opposite of Hacking and Cartwright here.  He is advocating the rejection of entity realism and the acceptance of theoretical realism.  Leaving the rejection of entity realism to one side for the moment, there is certainly something very compelling about Worrall's ideas.  And these ideas fit rather well with what has already been said about the shortcomings of current theories of verisimilitude.  It really amounts to the same thing whether we say that a successful theory of verisimilitude may still not be enough because what successive theories may share is similarity of form rather than content; or whether we simply say that current theories of verisimilitude are inadequate when it comes to capturing similarities in the forms (or structures) of successive scientific theories.

The example of Fresnel is, as Worrall argues, no isolated example.  It is very often the case that much of the content of a theory is jettisoned without us subsequently coming to regard that theory as complete nonsense.  All Worrall's examples are taken from the physical sciences; and all his examples provide particular motivation for a structural realist interpretation because they would also lend themselves rather readily to a full-blown empiricist interpretation.  Not all examples of structure retention do so lend themselves however.  We might illustrate this point by consideration of some examples from the biological sciences.  It is certainly not Mendel's observations which are highly regarded today.  In fact, if Mendel's ideas were examined on a proposition by proposition basis it is hard to think of a single tenet (concerning either the observable or the unobservable for that matter) which would be accepted as unequivocally true by today's scientists.  Nevertheless, Mendel is still regarded as someone who discovered great and important truths about our world.

An earlier contributor to the reproductive sciences, Niklaas Hartsoeker, is not even remembered for making partly true statements about the natural world.  His theory of animaculism, which had each human spermatozoon containing a complete human being in miniature (the so called "homunculus"), is regarded today as a catalogue of misconceptions!  Those who claim to have observed the alleged homunculi come in for especial ridicule in modern accounts.  But in spite of the fact that animaculism is now held to be incorrect in almost every detail and thus (presumably) in almost every testable consequence, it cannot be denied that the general idea behind the theory does contain a certain germ of truth.  Hartsoeker and his contemporaries were, for all their erroneous pronouncements, groping towards (rather than away from) the modern understanding of genetics and embryology.

Venturing outside the physical sciences, we encounter examples where structural retention occurs in the absence (or relative absence) of empirical retention.  These examples strengthen the realist case, but because they simultaneously weakening the empiricist case, they also weaken Worrall's case.  Worrall, it was noted, motivates his (unorthodox) version of realism by acknowledging some merits of empiricism which more orthodox realist would be far less inclined to acknowledge.

A great many realists would by happy to go along with Worrall's contention that something other than, what might strictly be called, the "content" of a theory is (often) retained when the theory is abandoned, but Worrall could be accused of taking content rejection a little to far.  Worrall's argument, let us remind ourselves, is that insistence on the "approximate retention" of theoretical entities (at least in the examples he cites) requires a notion of "approximate" which is so elastic as to be useless.  He finds the proposal that a particle approximates a wave to be just as absurd as the proposal that black approximates white.

But do we need quite so much elasticity here?  It may be absurd to suggest that black approximates white, but it is be no means absurd to suggest that both black and white approximate grey - and that both colours approximate grey better than does red.  Both Mendelian genetics (with its emphasis on discrete "factors") and biometric genetics
 (with its emphasis on continuous variations) find resonance in modern genetic theory.  Mendelism approximates very poorly to biometrics - there is nothing even approximately like a gene in Pearson's universe of things - but both Mendelism and biometrics approximate rather well to current ideas.  What makes this possible (assuming, of course, that the modern synthesis is correct) is that the two rivals theories hit on different aspects of the truth.

It is perhaps useful to draw a distinction between accumulation and convergence; between the procession which accumulates more and more people into its path as it moves towards its goal and the rally which draws people together in one place from a multitude of paths.  Two people arriving at the rally may have travelled the same distance, but have come from opposite directions.  Similarly we may speak of convergence in science when two (or more) theories approximate a greater truth, with respect to their respective contents, but make quite incomparable claims when viewed alongside one another.

If instead of theory A (which postulates X's) we come to accept theory B (which postulates Y's), and there is no sensible way to compare X's and Y's, then, as Worrall would insist, we cannot claim that theory A was even partly true with respect to its content.  If, on the other hand, we subsequently reject theory B in favour of theory C and theory C postulates both X's (which are a bit like X's) and Y's (which are a bit like Y's); or theory C postulates Z's (which approximate aspects of both X's and Y's); we can rescue the notion of content retention.  All this begs the question as to what would happen if the current theory (theory C in the hypothetical example) is abandoned.  If the new theory (theory D) postulated nothing remotely like X's, Y's or Z's, then we should have to admit that there had been no retention of content from earlier theories.  Even in this case, however, we should have to leave open the possibility that a future theory might in time rescue elements from the content of both theory D and theory C.

In other words, even when successive theories cannot be sensibly said to approximate one another, it is still possible to have a viable notion of content retention.  Indeed, the pattern of successive (apparently contradictory) theories finding a curious synthesis in some new theory is, I suggest, found more often in the history of science than the pattern where each succeeding theory entirely replaces the content of all previous theories.

It is striking that the examples Worrall employs in support of his case do not lend themselves readily to such conclusions.  The modern sub-atomic particle may be approximately like a wave and approximately like a particle in terms of the empirical findings it gives rise to, but considered as a thing in its own right, it is not approximately like anything we thought we knew about in the days before quantum physics.  Physicists are, in the main, quite happy with the state of affairs.  They are not, as has been stressed, many physicists waiting around for a new theoretical synthesis of quantum mechanics and more classical ideas.  Nor, as has also been stressed, do realists necessarily have any need of such "hidden variable" theories.  But this state of affairs is peculiar to quantum physics.  In other areas of science we do want to know why the new theoretical entity is a bit like its predecessors in terms of the results it gives and whether this is because it is a bit like its predecessors in fact.

By placing so much emphasis on examples drawn from the physical sciences and more or less repudiating entity realism, Worrall gives too many concessions to empiricism.  Nevertheless, in suggesting that the form or structure of the old theory may be approximately retained in the new theory, Worrall offers a promising insight.  It is certainly beyond the scope of this thesis to offer worked-out extensions to Oddie or Niiniluoto's ideas which will enable us to compare structures of scientific theories - as opposed to comparing what those theories actually have to say, but it does seem to me that a scientific theory is more like a map of the world than it is like a list of directions.  Popper was a realist, and Van Fraassen is an anti-realist, but Fraassen's metaphor of isomorphism seems far more appropriate here than Popper's measures of truth content.  The isomorphism is, however, isomorphism between a theory and a world.  Van Fraassen's insistence that only the observable part of the world need be considered to have a morphology cannot be upheld, and Giere's insistence that we need to allow for degrees of isomorphism must be upheld.  This approach, it should be noted, does not make significant distinctions between entity realism and realism of a more general kind.  The inclusion, in a theoretical structure, of either wrong entities or wrong relationships between entities will have similar (and sometimes identical) implications for any isomorphism between that structure and the reality it purports to represent.  To persevere with the cartographical metaphor, a simple illustration of this point might be provided by consideration of a theory or part of a theory which consists in a genetic map of some region of chromosome.  A failure of the genetic map - to provide a veridical representation - which came about as the result of a translocation could be equally well described in terms of incorrectly depicted entities or in terms of incorrectly depicted relationships between correctly depicted entities.  Theories may, of course, get the entities and the relationships wrong, and yet convey some kind of resonance with the truth.  Providing a theory of truthlikeness which will capture this kind of approximate truth will be a challenge indeed.
degrees of realism

If truth can admit of degrees, then, to the extent that it rests on these notions, so can realism.  But this is not the only reason for suspecting that realism may be a matter of degree.  It is not simply because science often falters, and its predictions often turn out to be false that we need to revise our "all or nothing" attitudes, we must also take heed of the fact that a measured approach is implicit in a great many scientific theories at the time those theories are put forward.

It was noted earlier that scientists often adopt an epistemic stance part way between instrumentalism and realism with respect to the entities of which they speak and the theories they propound.  If the initial proposals prove fruitful, scientists move further and further towards a realist position.  Mendel's Faktoren and Dawkins' selfish gene were cited as examples in this context.  It is interesting to note the extent to which Dawkins has shifted his position in more recent works.  The Selfish Gene is now much less a useful metaphor, much more a real entity - with a description which we are intended to take quite literally.

In principle, we may consider any portion of chromosome as a potential candidate for the title of replicator.  [....]  But a candidate should be regarded as an actual replicator only if it possesses some minimum degree of longevity / fecundity / fidelity.  [....]  A successful replicator is one that succeeds in lasting, in the form of copies, for a very long time measured in generations, and succeeds in propagating many copies of itself.  [....]  We may apply the terms 'successful' and 'unsuccessful' to any arbitrarily defined portion of chromosome.  Its success is measured relative to its alleles [....].

Richard Dawkins, The Extended Phenotype pp 87-88.

I suspect that the debate - over whether the complex behaviour of individuals can be identified with the survival mechanism of particular constellations of DNA fragments - will continue, but there is no doubt that Dawkins selfish gene (or replicator) is close to achieving a degree of reification which it did not initially possess.  It is also interesting to note the complete absence of sharp divisions when it comes to deciding whether or not something is one of these entities or not.

Whatever the merits of Dawkins' ideas, the question I wish to pursue here is whether an anti-realist can make any sense of this kind of example.  It seems clear that the out and out instrumentalist will be at a loss.  If all science is to be regarded as instrumentally useful -  rather than actually true - it is difficult to imagine how any account could be given of such shifts in epistemic attitude.  New scientific ideas often appear as useful working ideas rather than full blown theories.  Later these ideas are either abandoned or given more substance.  The realist can say that scientists move from an instrumentalist position to a realist position.  What can the instrumentalist say?

Van Fraassen, of course, is not an out and out instrumentalist.  He thinks that the claims of science should be taken literally - even when they refer to unobservables.  He just doesn't think we need to believe those literal claims when they do so refer.  But if all the claims of scientists are to be taken literally, the difficulty becomes as great as when none of the claims are to be taken literally.  Again, it seems to me, van Fraassen can make no sense of the range of epistemic stances held by the people who make scientific claims or of the shifts in stance those people undergo as yesterday's "metaphor" or "useful working idea" become today's fully reified scientific fact.
can induction lead to truth?

In much of the discussion thus far, a case has been made for suggesting that realism fares no worse than anti-realism in the face of a range of classical philosophical problems.  When it comes to characterising partially true and partially metaphorical scientific theories, realism - I have suggested - fares a great deal better.  In order to make this suggestion, I required only the licence to speak of partial literalness and partial truth.  I have attempted to show that these notions are plausible in themselves, and that they square with a far more plausible interpretation of scientific thinking than van Fraassen has offered us.

But there are other pitfalls for the would-be realist.  If science is true, or at least partly true, this is an example of a truth, or partial truth, which has been arrived at by a process of inference very different from the process of inference which leads to logical truth.  Realists owe their opponents some account of this process of inference.  Both Oddie and Niiniluoto acknowledge that, in the scientific context, any account of verisimilitude - or truthlikeness - must be accompanied by an account of "legisimilitude"
 - or lawlikeness.  The point being, of course, that if there are laws of science which approach the status of the laws of logic then there is a degree of physical necessity which approaches logical necessity.  If there are such laws of science, then inferences can be drawn which approach the validity of deductive inferences.  The inferences in question are precisely those inferences which are normally classed as strong inductive inferences; and if they are allowed then the claims of science arrived at by the correct application of induction (whatever that might mean) may possess a degree of veracity which approaches that possessed by tautologies.

Without delving too deeply into the intricacies of legisimilitude theory, it is possible to explore some of the benefits successful theorising along such lines would bring.  Logic, in contemporary accounts, fails in no possible world.  But such assertions beg the question as to what constitutes a possible world.  Bradley and Swartz attempt to answer this question by citing clear-cut examples
.  Such a strategy is hardly one I can object to since I have followed it myself by proposing that the best way to characterise science may be to investigate a clear-cut example of a science (ie biology) rather than attempt to establish precise boundaries for science as a whole.  But it remains to be seen whether the strategy works in this particular case.

Let us then investigate one of their examples.  One possible world, Bradley and Swartz tell us, is the world "in which the earth has two moons", another, is the world "in which the earth has no moon at all"
.  At first sight this seems plausible enough .... but wait.  It is hard to think of any characteristics of the planet we call "Earth" which do not depend (directly or indirectly) on its particular spatial relationships with neighbouring astronomical bodies.  Adding or subtracting a moon here or there during the formation of the solar system would have had catastrophic implications for the subsequent evolution of our planet - the aforementioned issue of tides providing but one obvious example.

What Bradley and Swartz obviously have in mind is a possible world in which the laws of science are sufficiently different to permit a twin Earth which is just like the Earth we know, except that when we glance up at the night sky we see two (or zero) moons.  But it remains to be seen that this would be possible in any sense of "possible".  Any mental picture of a possible world we construct has got to be composed so that the picture as a whole is consistent, and it may simply not be possible to imagine a world - in all its detail - which satisfies the kinds of conditions demanded by Bradley and Swartz' example.

As such examples demonstrate, there are much greater problems than many realise when it comes to thinking up possible worlds - especially when we pay some attention to our scientific understanding of the actual world.  It is, for example, a common theme in science fiction that life which is silicon rather than carbon based may exist on other planets.  The idea here is that silicon atoms, like carbon atoms, have a valency of four and could, conceivably, (it is said) serve as the building blocks of the sorts of complex molecules which are necessary for the emergence of life.  Once again, such things are only conceivable up to a point.  If we insert a little more scientific detail into our mental picture and consider the greater size of silicon atoms (over carbon atoms) we find that we cannot even build mental pictures of silicon based molecules with the required characteristics.  Of course we might want to try and imagine a world in which silicon atoms were the same size as carbon atoms or, even, where different laws of spatial geometry applied, but the repercussions of such moves would make the task of imagining the relevant possible world more difficult than ever.

And we can even draw examples from areas of (supposed) scientific fact.  Many laypeople (and a surprisingly large minority of medical scientists) think that practitioners of Homeopathy make plausible claims - which is another way of saying that they believe that there are possible worlds (including perhaps the actual world) in which these claims are true.  The difficulties involved in describing such worlds are, however, much greater than people realise.  Against the background of current scientific understanding, the claims of Homeopathy must be regarded as highly outlandish, and if they did turn out to be true, vast areas of science would have to be thrown away.  Mentally constructing a coherent possible world with the pieces that remained would be no easy task.  Despite the beliefs of very many people, there is certainly no possible world in which Homeopathy and orthodox medicine are both true.

As a final contribution to this theme, it is hard to resist alluding to the many works of fiction - Gulliver's Travels being an example which springs readily to mind - in which worlds inhabited by very small or very large human like creatures are depicted.  The following remarks illustrate just how difficult it may be to conceive of possible worlds along the lines of Swift's Brobdingnag
:

Let us take the most obvious of possible cases, and consider a giant man sixty feet high - about the height of Giant Pope and Giant Pagan in the illustrated Pilgrim's Progress of my childhood.  These monsters were not only ten times as high as Christian, but ten times as wide and ten times as thick, so that their total weight was a thousand times his, or about eighty to ninety tons.  Unfortunately the cross sections of their bones were only a hundred times those of Christian, so that every square inch of giant bone had to support ten times the weight borne by a square inch of human bone.  As the human thigh-bone breaks under about ten times the human weight, Pope and Pagan would have broken their thighs every time they took a step.   This is doubtless why they were sitting down in the picture I remember.  But it lessens one's respect for Christian and Jack the Giant Killer.

John Burdon Sanderson Haldane, On Being the Right Size, pp 18-19.

Perhaps then, putative laws of nature, which are very close to actual laws of nature, are those which fail in a very small number of possible worlds - in some sense of "very small" which has yet to be defined.

Scientific inferences made on the basis of the laws we think we have uncovered will obviously inherit any imprecision those putative laws contain.  The logic of science (that is to say "inductive logic") does not carry the certainty of deductive logic.  But, providing the suggestions made so far are coherent, it seems rational to conclude that the smaller the number of possible worlds in which a putative law of science fails, the nearer that law is to an actual law.  Laws of nature which fail in no possible world will generate logically valid inferences.

Thus, belief in laws of nature - and the approximate lawlikeness of the laws we think we have - could explain the success of induction - where it does work - and the failure of induction - where it does not.  The rather extreme unlawlikeness of the "rules of thumb" employed in everyday reasoning account for the relative unreliability of such reasoning compared with scientific reasoning.  The much greater lawlikeness of many laws of science accounts for the fact that some scientific conclusions seem almost as certain as deductive conclusions.  We also see why scepticism towards induction becomes more and more implausible the deeper that scepticism goes.  Possible worlds where tongues change into centipedes are, I suggest, almost as hard to find as possible worlds where tongues both do and do not turn into centipedes.

One form of non-deductive inference is inference to the best explanation.  Possible worlds where, in spite of all the clues, it turns out not to have been the suspect identified by Sherlock Holmes are presumably far more common than possible worlds where tongues turn into centipedes.  But such worlds are less common than those in which Sherlock Holmes is right.  O'Hear has remarked that the situation in science is different from that in a fictional crime story in "two significant ways"
.  His first point is that the detective novel, unlike real science, is a "setup".  We know in advance that Holmes will have the best explanation and will turn out to be right.  Secondly, we know that Holmes has turned out to be right because this is confirmed in the dénouement of each story.  No such thing happens in science, O'Hear argues, if the investigating scientist explains the phenomenon by reference to unobservably small entities or invisible forces.  After all, if gamma rays are cited as the cause of death, they can hardly own up to this deed or be discovered in flagrante delicto.

In reply to O'Hear's first point, it might be noted that there is also real life detective work which the novel purports to represent (to some degree) and to which his remarks could not be addressed.  But the real challenge is his second point.  Is it true that the confession at the end of the fictional (or real life) murder inquiry closes the case in a way that a scientific inquiry can never be closed?  I am not so sure.  Could it not also be said that the dénouement simply provides more evidence?  The confession and other information which comes to light is admittedly utterly convincing evidence, but innocent people do make false confessions and get caught apparently red handed - especially in detective novels.  It would not be impossible for a crime writer with an extremely fertile imagination to write a sequel to a Conan Doyle novel in which Holmes' conclusions are rejected in favour of some other theory which explains all the facts mentioned in the original story - including those revealed towards the end of the story.  Instead of saying that we get a "direct proof"
 at the end, might we not argue that we simply have so much support for the given explanation that an alternative explanation becomes virtually inconceivable?  Perhaps the reasoning in detective novels is closer to scientific reasoning than O'Hear is prepared to allow.

The point is that if something like natural law is to be countenanced, it can be said that there is something in nature which is analogous to the rules of the genre in detective story writing.  The inner logic of nature underlies the success of non-deductive inference and explains why, when the evidence began to point to a virus as culprit in the growing number of acquired human immunodeficiency cases, we had good cause to begin believing in this entity.  In many central areas of science, I would argue, we have reached a stage where alternative explanations to the ones we have are virtually inconceivable - where we do have good reason to believe that our theories are true (or very close to the truth) and that the entities these theories postulate exist.

Whether engaged in applied research to discover more about human and animal diseases or in pure research to discover more about the way life is and how it came to be this way, biologists search for causal explanations.  Causal explanations, I have argued, cite ontological antecedents of phenomena from which things follow with a certain "ontologic".  The problem is to say what the precise rules of causality might be.  Much of the philosophical discussion of causality is concerned with sufficient and necessary conditions and those who take causal counterfactuals seriously attempt to identify causes with sets of one or other of these types of conditions.  Those who refuse to take causal counterfactuals seriously attempt to show that neither course of action will succeed.  Van Fraassen has an essentially subjectivist account of explanation and the necessity of causal counterfactuals is, for him, an illusory artefact of the essentially human circumstances in which explanations are requested, interpreted and given.  I have resisted his attempts to drive a wedge between our notions of what it is to provide an explanation, and what it is to discover true things about nature, but I have not yet said precisely where in the modal universe our causal concepts belong.

I have tended to favour the traditional view that causes can be discussed in terms of sufficient conditions.  Certainly, I have argued, van Fraassen does not provide us with any grounds for abandoning this approach.  There are cases where the search for a cause is the search for a necessary condition, but such cases can easily be accommodated - a necessary condition may also be a sufficient condition or part of a sufficient condition.  Skyrms informs us that "Doctors discovered that being bitten by a certain type of mosquito was a necessary condition for contracting yellow fever"
.  This is not really a necessary condition at all.  We could precipitate this illness by taking a syringe and injecting somebody with the required number of arboviruses.  So perhaps we should say that having a certain concentration of these virus particles in the blood is a necessary condition for contracting yellow fever.  But this (at least for most people living in the actual world) is also a sufficient condition of yellow fever; and even in those cases where this is not a sufficient condition, it could be said to be part of a sufficient condition which has yet to by fully elucidated.

The problem remains, however, that the species of sufficiency we have been discussing falls short of logical sufficiency.  But, if we did have a viable theory of legisimilitude, there would be nothing to stop us speaking of "degrees of sufficiency", and I suggest that the "must" in "if a mouse is run over by a steam roller with cylindrical rollers on a very flat concrete road on the surface of a planet with earthlike gravity, the mouse must die" is as close to the logical must as we are ever likely to need in everyday life.

As I have repeatedly emphasised, over attention to the discipline of physics has been the root of much evil in the philosophy of science.  Earlier physics, with its search for immutable laws and its mathematical precision, promised a future era when our scientific textbooks would resemble our books on logic.  But this era did not arrive.  Physics failed to live up to this promise on a number of counts and the hope - of providing tidy descriptions of natural events where causes and effects follow from one another with the same inevitability as steps in a mathematical problem - faded away.  Once the hope of identifying deterministic natural laws (which rule the behaviour of physical entities just a surely as the laws of logic rule the behaviour of logical symbols) has been abandoned, it becomes easy to abandon the whole idea of natural laws; and to abandon belief even in the entities governed by those laws.

Biologists, in contrast, have always known just how unruly nature can be.  Although they have always spoken freely in the counterfactual idiom and have never shied away from announcing the discovery of laws, they have never been under any illusions about the status of their remarks.  Biologists have never expected real DNA to be quite as law abiding as ideal DNA, and  they do not feel a need to abandon the concept of law because laws are often flouted.

I do not pretend to offer anything which helps us to unravel the philosophical mysteries which have been handed to us by the particle physicists, but I do want to resist the suggestion that these mysteries are typical of all science.  I argue instead that philosophers of science would do well to reverse their usual practice, and attempt to extend the attitude of mind evinced by biologists and other "mainstream" scientists into physics.

concluding remarks

We began with the suggestion that powerful forces tend to direct the attention of philosophers towards quantum physics whenever they come to consider problems of science.  It was proposed that such forces can be resisted and that there are cogent reasons for shifting attention from the physical to the life sciences.

It has been argued that over-concentration on physics has motivated a very large proportion of scientific anti-realists and that many of the ideas advanced by such people fail both on grounds of prima facie plausibility and as a description of the epistemic attitudes actually held by scientists when applied to other areas of science - particularly biological science.  Regardless of the motivation for anti-realism, however, this philosophical position is well established and has to be confronted.

Van Fraassen is one present day heir to the positivist and instrumentalist traditions, and his constructive empiricism represents an attempt to jettison the more discredited aspects of those traditions whilst retaining those aspects which have proved far more difficult to discredit.  His version of anti-realism is undoubtedly the most viable presently on offer and his ideas (or very similar ideas from other sources) seem to have infected a number of those who would profess to scientific realism.  Van Fraassen's opinions on explanation have been especially well received.  Since the explanatory power of theories has often been perceived as one of the reasons for taking a realist attitude towards them, and, since van Fraassen has an entirely different perception, his opinions in this area have been subjected to particularly detailed analysis.

Van Fraassen's proposals have been found wanting at every turn.  None of the problems which confront scientific realists find a better solution in what he has to say and there is nothing in these proposals which might persuade those with opposing views to change their minds.  It is only when in the company of particle physicists that we might ever begin to wonder if a sizable proportion of the scientific community shared van Fraassen's epistemic outlook.  Certainly when it comes to the biological sciences constructive empiricism has been judged a failure over and over again as a description of, or a prescription for, scientific thinking.  None of the arguments (considered in this work) for blocking the route from explanation to realism have stood up to scrutiny, and if the defeat of these arguments be considered a success, has to be concluded that the traditional route remains open.

Even if van Fraassen fails to close an important route to realism, a number of significant obstacles remain on the path towards this epistemic stance.  The obstacles in question owe their existence to certain notions about truth and reason which have tended to dominate the history of ideas.  It is not enough to claim that these obstacles are no less significant for the constructive empiricist, suggestions must also be advanced for overcoming them.  The suggestions which have been made for modifying our notions of truth and truth-yielding inference sketch out possible strategies for those who would achieve the realist goal.  The modification required - in both cases - is the abandonment of an "all or nothing" approach.  But our notions of truth and of reason do not only underlie the aforementioned obstacles, they also underlie realism itself.  The problem of articulating a theory of approximate truth is one hindrance for the realist, but realism is precisely the belief that science aspires to truth.  Whatever notion of truth the realist has will permeate every aspect of his or her epistemic attitude.  And similarly with his or her notion of what constitutes a valid inference.  If it is accepted that truth and certainty come in degrees, it must also be accepted that realism comes in degrees.

It has been argued, however, that there is yet another reason for believing that realism comes in degrees, and that reason is, once again, to be found in consideration of actual science - especially those areas of natural science which are not typified by the sorts of examples van Fraassen tends to use.  Scientists themselves (in spite of what I said earlier about the prevalence of realist attitudes amongst this community) often adopt an explicitly instrumentalist attitude towards the entities and theories they use; but they do this only for a limited historical period.  As I have attempted to illustrate with examples taken from the history of molecular biology, sooner or later the science in question is either reified or abandoned.  It is hard to see how anti-realism, as put forward by Bas van Fraassen, can make any sense of this kind of process whatsoever.  This is perhaps the most telling argument against anti-realism to emerge from my consideration of the issue.

It could be said that the essence of this thesis is captured in the parable of Schrödinger's cat.  In this story, we begin with a description of the world founded in particle physics and extend this description up into the world inhabited by biological entities such as cats and people.  This strategy leads to absurdity.  I wish to do no more than suggest that our attempts to represent nature must begin by saying something sensible about cats in boxes and cats which die from influenza rather than in the improbable circumstances described by Schrödinger.  Only then can we go on to try and say something sensible about the truth, beauty, strangeness, and charm of the quark.
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